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 Chapter 3

   Social Psychological Methods Outside the 
Laboratory

  H ARRY  T. R EIS AND  S AMUEL  D. G OSLING   

 When Kurt Lewin ushered in the modern era of experimen-
tal social psychology, he did so with the strong belief that 
the scientific psychology of the time seemed to be trying 
 “ increasingly to stay away from a too close relation to life ”  
(1951, p. 169). Lewin primarily intended to keep experi-
mental social psychology close to life by urging researchers 
to maintain an active interest in applications of theory to 
social problems, but he also felt that, beyond research with 
experimentally created laboratory groups, the field   

 shall have also to develop research techniques that will per-
mit us to do real experiments within existing “ natural ”  social 
groups. In my opinion, the practical and theoretical impor-
tance of these types of experiments is of the first magnitude. 
(1951, pp. 164 – 165)

 By this Lewin meant that social psychological research 
needed to keep its theoretical feet firmly grounded in real -
 world contexts, problems, and social relations. 

 In the more than half - century of research and theoriz-
ing that followed, social psychology ’ s remarkable progress 
has derived in large measure from laboratory research. For 
example, Sears (1986) reported that 78% of the social -
 psychological research published in 1985 in the field ’ s top 
journals was conducted in the laboratory. Rozin (2001) 
similarly concluded that nearly all of the articles published 
in the first two sections of volume 66 (1994) of the Journal
of Personality and Social Psychology  ( JPSP ) were situ-
ated in the laboratory or used questionnaires. No doubt this 
emphasis reflects the many benefits of laboratory (typi-
cally, although not exclusively experimental) research, 
including experimental control over variables, contexts and 
procedures, which allows researchers to control extraneous 

influences and differentiate causal mechanisms from one 
another (Smith, 2000), and easy access to undergraduate 
samples. These advantages were a great part of the reason 
why social psychology, which had been more non - experi-
mental than experimental in its early days, evolved into 
a predominantly experimental science during the 1930s 
and 1940s (House, 1977; Jones, 1985), a considerable and 
enduring legacy. 

 But these advantages may also have a cost, in terms of 
increasing distance from Lewin ’ s  “ close relation to life. ”  
Laboratory settings by definition remove research par-
ticipants from their natural contexts and place them in an 
artificial environment in which nearly all aspects of the 
setting, including physical features, goals, other persons 
involved, and even the possibility of getting up and doing 
something else, are determined by an external entity (i.e., 
the experimenter). Natural habitats, in contrast, are marked 
by far greater diversity and clutter of the physical and 
social environment, the necessity of choosing for oneself 
what task to pursue and how to engage it, and the option 
of changing settings and tasks. Ironically, social - psy-
chological research has provided ample testimony of the 
importance of context for understanding behavior. 

 The good news is that social psychology can have it 
both ways. As is discussed below, researchers have come 
to realize that validity is not an  “ either - or ”  proposition 
but rather the result of complementary methods targeting 
the same theories, processes, and concepts. Just as social 
psychologists have used stagecraft to import some of the 
richness of natural settings into the laboratory, recent meth-
odological advances have made possible with non - labora-
tory methods some of the same precision and control that 
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heretofore was possible only in the laboratory. Moreover, 
many of these advances allow non - laboratory research to 
ask more complex questions or to obtain far more detailed 
responses than the typical laboratory experiment. As a 
result, non - laboratory methods represent a far more power-
ful tool for social psychological research and theory than 
they have previously. Adding them to a research program 
may also make the results of research more interesting and 
relevant, as Cialdini (2009) suggests. 

 The distinction between laboratory and non - laboratory 
research is sometimes conflated with sampling. Although 
undergraduate and non - undergraduate samples are stud-
ied in both kinds of settings, in actuality the vast  majority of 
laboratory studies rely on undergraduate samples, whereas 
non - laboratory studies are more likely to use non - student, 
adult samples. Eighty - three percent of the  studies in Sears’ s 
(1986) review used samples composed of students.
Reviews of the 1988 volume of JPSP,  the 1996 volume 
of the Personality and Social Psychology Bulletin,  and the 
2002 volume of JPSP  put these estimates at 80%, 85%, 
and 85%, respectively (Gosling, Vazire, Srivastava,  &  
John, 2004; Sherman, Buddie, Dragan, End,  &  Finney, 
1999; West, Newsom,  &  Fenaughty, 1992). Another study 
reported that 91.9% of studies of prejudice and stigma pub-
lished in the field ’ s top three journals from 1990 to 2005 
relied on undergraduate samples, and even in two expressly 
applied journals ( Journal of Applied Social Psychology,
Basic and Applied Social Psychology ), 73.6% of studies 
were based on research with undergraduates (Henry, 2008). 
Laboratory studies use undergraduate samples because it is 
difficult and expensive to recruit nonstudent participants 
to come to the lab. With non - laboratory studies, research-
ers usually have little reason to prioritize nonstudent 
samples.

 This chapter reviews some of the more important, 
popular, and timely methods for conducting social psychologi-
cal research outside of the laboratory. The chapter begins 
with a review of the purpose of non - laboratory methods, 
emphasizing how they have been used in social psychol-
ogy, as well as the kinds of insights that they can and can-
not provide. Included in this section is a review of how 
laboratory and non - laboratory methods complement each 
other in a research program. We then describe in some 
detail five methods that have become influential tools in 
social psychology and give every indication of continued 
value: field experiments, Internet methods, diary methods, 
ambulatory monitoring, and trace measures. The chapter 
concludes with a brief commentary on the future of non -
 laboratory methods in social psychology. 

 We do not review two broad and common classes of 
non - laboratory methods, survey research and observa-
tional methods, for space reasons and because excellent 

discussions of these methods are available elsewhere. 
Readers interesting in learning more about survey meth-
odology may consult the chapter by Schwarz, Groves, and 
Schumann in the fourth edition of this Handbook  (1998), 
Krosnick and Fabrigar (in press), Groves et al. (2004), or 
Visser, Krosnick, and Lavrakas (2000). Fuller descrip-
tion of observational methods (which are applied both 
in the laboratory and in non - laboratory settings such as 
work sites, homes, and schools) may be found in Weick ’ s 
(1985) chapter in the third edition of this Handbook,  or in 
Bakeman (2000), Bakeman and Gottman (1997), Kerig and 
Lindahl (2001), and McGrath and Altermatt (2000). Other 
non - laboratory methods used by social psychologists that 
we do not discuss include archival methods (Simonton, 
2003; Webb, Campbell, Schwartz,  &  Sechrest, 2000), 
computer simulations (Hastie  &  Stasser, 2000), interviews 
(Bartholomew, Henderson,  &  Marcia, 2000), and partici-
pant observation in the field.  

  WHAT IS MEANT BY NON - LABORATORY 
RESEARCH?

 We are tempted to define the term  non - laboratory research
as all research conducted elsewhere than in a laboratory 
suite, room, or cubicle. Laboratories are spaces specially 
equipped for research that permit experimenters to control 
nearly all facets of the participant ’ s experience, includ-
ing the physical (e.g., ambient sound and temperature, 
furniture, visual cues) and social environment (e.g., other per-
sons), as well as the possibility of distraction by external 
circumstances (e.g., cell phones). Conducting non - labo-
ratory research necessarily involves sacrificing this high 
level of control over extraneous factors for the benefits 
discussed below. Researchers often design non - labora-
tory studies to observe social - psychological phenomena in 
their natural context, reflecting the belief that the setting in 
which a  behavior occurs must be a fundamental part of any 
theoretical account of that behavior (Weick, 1985). (This 
belief is of course entirely consistent with the rationale for 
laboratory research, because settings would not need to 
be controlled if they were not influential.) In contrast, the 
laboratory  setting is likely to engender certain expectations 
and scripts (e.g., serious purpose, scientific legitimacy, the 
possibility of deception, the importance of attentiveness), 
which may affect behavior (Shulman  &  Berman, 1975). 
Non - laboratory research also tends to constrain participant 
behavior less, in the sense that the setting offers many more 
alternative activities (e.g., participants can choose what to 
do, when, where, and with whom) and distractions, so that 
self - direction and spontaneous selection among activities 
is greater. In a laboratory study, participants usually can 
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do little else but complete the tasks assigned to them by 
researchers.

 Laboratory and non - laboratory settings differ in 
 various ways, some of them more influential than  others. 
Administering a questionnaire in a classroom  versus 
a laboratory cubicle may not make much difference, 
whereas conducting a field experiment on the effects of 
affectionate smiles on attraction at a social mixer versus 
a  laboratory room may matter more. Non - laboratory and 
 laboratory contexts differ in three general ways: the physi-
cal environment, the goals likely to be activated by the 
setting and their correspondence with the behaviors being 
studied, and the degree to which the setting is natural and 
appropriate for the research question. Of these, we see the 
latter two factors as more significant for social - psycho-
logical research. That is, because behavior reflects personal 
goals and concerns, and is embedded in naturally occurring 
contexts, non - laboratory research can complement labora-
tory studies best when it highlights such influences. 

 It is important to note that the setting in which a study is 
conducted is independent of whether a study is experimen-
tal or non - experimental (see Figure  3.1 ). Studies conducted 
outside of the laboratory can possess all of the features of a 
true experiment — random assignment to conditions, manip-
ulation of the treatment conditions — as in the case of field 
experiments and randomized clinical trials (Wilson et al., this 
Handbook ), just as studies conducted in a laboratory space 
can have an experimental or correlational design. Some stud-
ies include both laboratory and non - laboratory components, 
such as when measurements obtained in the laboratory are 
used to help explain behaviors observed in non - laboratory 
settings. Also, although non - laboratory research may pos-
sess less of the tight control over setting and procedure that is 
typically associated with laboratory research, systematic, 
carefully designed methods are still essential. 

 Their relative infrequency notwithstanding, non - lab-
oratory studies have played an important role in social 

psychology, both historically and in contemporary 
research. A few examples may illustrate this role, as 
well as highlight the diversity of methods included in 
this general category. 

 Field studies (including experiments, quasi - experiments, 
and nonexperimental designs) include the famous Robber  s 
Cave research, conducted in 1954, in which observations 
of early adolescent boys attending a summer camp led to 
findings about ingroup cooperation and outgroup competi-
tion that spawned one of social psychology ’ s most enduring
research areas, intergroup conflict (Sherif, Harvey, White, 
Hood,  &  Sherif, 1961). The development of cognitive dis-
sonance theory was influenced in an important way by 
When Prophecy Fails,  a field study in which researchers 
infiltrated a prophetic group of doom - sayers predicting the 
end of the world (Festinger, Riecken,  &  Schachter, 1956). 
Many important studies of bystander intervention in the 
1960s and 1970s took place in natural settings, such as 
grocery stores, streets, the New York City subways, and 
Jones Beach (Moriarty, 1975). Important studies examin-
ing if, when, and how intergroup contact reduces prejudice 
and discrimination have been conducted with actual con-
flicting groups (Amir, 1969), and real - world classrooms 
have been used to study the effects of cooperative learning 
structures (the so - called  Jigsaw Classroom ) on intergroup 
relations and academic achievement (Aronson, 2004; 
Johnson, Johnson,  &  Smith, 2007). Some of the earliest 
studies of self - disclosure processes were conducted with 
Navy recruits in boot camp training for service on subma-
rines and other isolated yet intensely interactive settings 
(e.g., Altman  &  Haythorn, 1965). Pioneering studies of 
the acquaintance process observed the development (and 
non - development) of friendships among new students 
at Bennington College and the University of Michigan 
(Newcomb, 1961). More contemporary examples of field 
research in social psychology include studies of personal 
living and working spaces (Gosling, Ko, Mannarelli,  &  
Morris, 2004), investigations of attachment processes 
within the Israeli military (Davidovitz, Mikulincer, Shaver, 
Izsak,  &  Popper, 2007), and Sherman and Kim ’ s (2005) 
studies of self - affirmation among student members of 
sports teams. The Internet has also created many new pos-
sibilities for research. 

 Ambulatory monitoring (including diary methods) has 
grown rapidly in recent years, no doubt due to technological 
advances that make such procedures more accessible and cost -
 effective while providing better, more detailed information. 
Among the most popular of these methods are Experience
Sampling  (Hektner, Schmidt,  &  Csikszentmihalyi, 
2007) and Ecological Momentary Assessment  (Stone  &  
Shiffman, 1994), both defined later in this chapter, which 
have been used extensively to study affect, cognition, 
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 Figure 3.1 Designs and Settings Are Orthogonal. 
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health symptoms, health - related behavior, social interac-
tion, and activity in everyday life. Ambulatory assessment 
procedures have also been used in social psychological 
research to collect random samples of the acoustic envi-
ronment (Pennebaker, Mehl,  &  Niederhoffer, 2003); to 
obtain detailed reports of physiological states, particularly 
heart rate variability and other cardiovascular measures 
(Hawkley, Burleson, Berntson,  &  Cacioppo, 2003), as they 
relate to what the person is doing or experiencing; to char-
acterize sleep (Ajilore, Stickgold, Rittenhouse,  &  Hobson, 
1995); and to quantify person - to - person proximity for 
social network analyses (Pentland, 2007).  

  WHY STUDY SOCIAL PSYCHOLOGICAL 
PROCESSES OUTSIDE THE LABORATORY? 

 Debate over the relative priority that should be given to 
internal and external validity is not new. Many commen-
tators have bemoaned the seeming low priority given to 
generalizability (e.g., Helmreich, 1975; McGuire, 1967; 
Ring, 1967; Silverman, 1971; see Henry, 2008, for a more 
recent version). Various replies have been provided, the 
most commonly cited of which argue that the purpose of 
laboratory experiments is to evaluate theories, regardless 
of the applicability of those theories — in other words, to 
determine  “ what can happen ”  as opposed to  “ what 
does happen ”  (e.g., Aronson, Wilson,  &  Brewer, 1998; 
Berkowitz  &  Donnerstein, 1982; Mook, 1983). Perhaps 
reflecting the effectiveness of these replies, social psychol-
ogists are usually taught that internal validity has higher 
priority than external validity — that it is more important to 
be certain about concluding that an independent variable is 
the true source of changes in a dependent variable than it 
is to know that research findings can be generalized to other 
settings and samples. Too often, however, in our opinion, 
the lesser priority of external validity is confused with low 
priority, which fosters a certain irony. Social psychology 
generally seeks principles to describe social behavior that 
hold across persons, settings, and (sometimes) cultures 
(Cook  &  Groom, 2004). How do we know this to be so 
without research that establishes the point? Non - laboratory 
methods are well suited to demonstrating external validity. 

 As most discussions of methodology point out, no sin-
gle study can maximize all types of validity (e.g., Brewer, 
2000; Smith  &  Mackie, 2000). All methods have their 
advantages and drawbacks, which is why methodological 
pluralism — using multiple and varied paradigms, operations,
and measures to triangulate on the same concepts — has 
long been advocated as a feature of research programs 
(Campbell, 1957; Campbell  &  Fiske, 1959), if more in 
principle than in practice. There is little reason to doubt that 

laboratory settings tend to be preferable for conducting the 
most carefully controlled studies, because manipulations 
can be crafted to precisely test some theoretical principle, 
controlling for the  “ noise ”  of the real world and ruling out 
alternative explanations and potential artifacts (even those 
that may be confounded with the key independent variable 
in natural experience). Nevertheless, the value of non - lab-
oratory research goes well beyond showing that the same 
processes are also evident in the real world. As Brewer 
notes,  “ the kind of systematic, programmatic research that 
accompanies the search for external validity inevitably 
contributes to the refinement and elaboration of theory as 
well ”  (2000, p. 13). 

 Brewer (2000) described the three  R s of how exter-
nal validity contributes to the development of theory and 
knowledge:

     1.    Robustness,  or whether a finding is replicated in 
 different settings, with different samples, or in dif-
ferent historical or cultural circumstances. Although 
researchers sometimes couch replications of this sort 
in checklist terms ( “ yes it did ”  or  “ no it didn ’ t ” ), it is more
informative to think about replications in terms of 
their ability to identify boundary conditions for an 
effect and other moderating variables, which in turn 
may contribute to fuller understanding of the scope, 
context, and mechanism for a phenomenon. For exam-
ple, most social psychologists believe that behavior 
is a function of Person �  Environment interactions 
(Funder, 2006), and such interactions are more likely 
to be revealed in studies with heterogeneous popula-
tions. Similarly, ever since Barker (1968), most social 
psychologists have believed that settings affect behav-
ior, yet in laboratory studies, although setting variables 
may be controlled (perhaps as part of  “ lab lore ” ), they 
are not systematically investigated. The situational 
variable held constant in one program of research may 
be the focal variable of another research program. 
Replications, in other words, help identify modera-
tor variables that are essential to the full specifica-
tion of a theory and its component processes. Because 
laboratory studies typically isolate the variables in 
 question from influence by settings, individual differ-
ences, and other  contextual factors in order to identify 
cause - and - effect associations, they tend to privilege 
main effects (Cook  &  Groom, 2004).  

    2.    Representativeness,  or do the conditions or processes 
actually occur in the real world? This differs from 
robustness because an effect might be highly replicable, 
but unlike anything that occurs in normal circum-
stances. Brunswik (1956) pointed out the importance 
of representativeness, in noting that generalizability to 
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the real - world depended on random sampling of both 
participants and contexts. Nonetheless, the  biological 
and physical sciences commonly use unrepresenta-
tive conditions to test theory (e.g., the behavior of 
electrons in a vacuum may illuminate a proposed 
mechanism), and they may have similar value for social - 
psychological theory (Petty  &  Cacioppo, 1996). For 
example, examining the effects of mere exposure with 
variably mixed combinations of familiar and unfamiliar 
stimuli may not resemble circumstances that naturally 
occur, but they allow researchers to compare explana-
tions based on fluency and repetitiveness (Dech ê ne, 
Stahl, Hansen,  &  W ä nke, under review). Nonetheless, 
understanding when and how processes apply to  natural 
social behavior necessarily provides a foundation for 
theory development, just as descriptive  taxonomies of 
species provide a foundation for biological research 
(Kelley, 1992). Furthermore, identification of the 
circumstances under which a phenomenon occurs 
in the real world may suggest important clues about 
covariates, mechanisms, and limiting conditions (e.g., 
as has been shown in repeated efforts to apply the 
contact hypothesis to actual intergroup conflicts 
[Pettigrew  &  Tropp, 2006]). Representativeness is 
also important for translations and application of basic 
research.

     3.    Relevance,  or can the findings be used to modify 
behavior in the real world? Of course not all research 
(laboratory or non - laboratory) is intended to test 
 intervention - related hypotheses, but to the extent that the-
ories can be used to modify behavior, their  theoretical 
basis is strengthened. This principle underlies Lewin ’ s 
(1951) belief in the value of  “ action research ”  for 
 theory development, as well as the more general claim 
that psychological theories are useful if they can be 
used to predict and control behavior. Because non -
 laboratory applications do not isolate the effects of a 
given manipulation from the simultaneous effects of 
other processes in the natural environment, they help 
identify the relative strength of a given manipulation 
in context, as well as its sensitivity to interference by 
moderating variables. (It is easy to imagine circum-
stances in which a manipulation might produce effects 
of considerable effect size under the tightly controlled 
conditions of the laboratory, yet be ineffectual in the 
real world.) Haslam and McGarty (2004) suggest an 
inverse relationship between relevance and sensitiv-
ity: The more relevant a given issue to participants, 
the less sensitive (i.e., modifiable) their behavior may 
be. For example, in most cases it would be easier to 
modify lawn care behavior than sexual behavior, even 
though the same general theory may apply.    

 A somewhat different way of conceptualizing the rela-
tive advantage of non - laboratory research concerns the 
issue of closeness to real - world concerns (closely related 
to, but not the same as, the distinction between mundane
realism,  or, the extent to which the events of an experiment 
resemble real - world events, and  experimental realism,  or, 
the extent to which experimental events are involving; see 
Wilson et al., this Handbook ). Weick (1985) posed a series 
of intriguing questions about which situations get  “ closer ”  
to the human condition: A study of how one tells a newly 
acquainted stranger in the laboratory that she is about to 
receive a mildly painful electric shock or a study of how a 
coroner announces death to next of kin. Or, anticipation of 
putting one ’ s hand in a bucket of ice water in a controlled 
laboratory room or learning how to work on high steel in 
a 21 - story building. Distance, Weick argued, may encour-
age ambiguity and detachment from the motives, wishes, 
fears, and concerns that drive behavior in the real world. 
To be sure, laboratory studies can be intensely involving, 
but often they are not (Baumeister, Vohs,  &  Funder, 2007), 
especially in light of the restrictions that Research Ethics 
Boards increasingly demand, which make it difficult for 
researchers to engage participants in a way that activates 
strong personal involvement. If the setting is chosen 
properly, such involvement is readily accessible in non -
 laboratory studies — for example, the same undergraduate 
student who is only mildly concerned about having per-
formed poorly on a laboratory task of mental arithmetic 
may be substantially more engaged in the outcome of her 
calculus midterm examination. Similarly, recent speed -
 dating research has yielded results that differ from more 
traditional laboratory studies of initial romantic interac-
tions (Finkel  &  Eastwick, 2008). Non - laboratory studies, 
in other words, may bring research questions  “ closer ”  
to involving, personally meaningful motives, defenses, 
affects, and thought processes. 

 Just how effectively non - laboratory studies accomplish 
these goals depends, of course, on how the research is 
designed and conducted. Non - laboratory studies need to be 
systematic, coherent, and controlled for the impact of errors 
and artifacts; a flawed field study contributes no more than 
a poorly designed laboratory experiment. No individual 
study can simultaneously minimize all threats to internal 
 validity by experimental control, nor all possible limits on 
 generalizability by going outside the laboratory. Validity, in 
the broadest sense, depends on matching protocols, designs, 
and  methods to questions, so that, across a program of 
research, all  reasonable alternative explanations are ruled 
out and boundary conditions are established. Thus, as with 
laboratory  research, the ultimate rationale for conducting 
non - laboratory research is to advance the depth, accuracy, 
and usefulness of social - psychological knowledge. 
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  FIELD EXPERIMENTS 

 As mentioned earlier, experiments, quasi - experiments, 
and non - experimental (correlational) designs can be 
enacted in field settings. The principles that distinguish 
these designs from one another are the same, regardless 
of whether the research is conducted in the field or in the 
 laboratory;  consequently, readers are referred to the chap-
ter by Wilson et al. (this  Handbook ) for discussion of the 
basic principles of experimentation. It bears noting that a 
great deal of field research is non - experimental in nature —
 for example,  simple observational studies in which the 
behavior of persons in natural habitats is observed. We do 
not discuss those methods here; for simplicity, we use the 
term  “ field experiments ”  to refer to field experiments and 
field quasi - experiments, although we intend no conceptual 
 confusion between the terms. 

 Researchers conduct field experiments for several rea-
sons. The desire to maximize external validity is cardinal 
among them, as discussed earlier. Another reason is the 
desire to observe phenomena in their natural contexts, 
without controlling for other influences, so that processes 
can be studied within the full circumstances in which they 
are most likely to occur (Reis, 1983). This principle refers 
to whether the conditions in research are representative 
of the typical conditions in which that effect commonly 
occurs.1   A third advantage of field experiments is that most 
often, participants are not aware of being in a psychology 
experiment, thereby minimizing demand characteristics
(cues that suggest to research participants the behaviors 
that researchers expect of them), suspicion, and other 
reactive effects that may occur in the laboratory context. 
A final reason is that some researchers simply find field 
settings  “ more interesting ”  (Salovey  &  Williams - Piehota, 
2004), although, we hasten to add, for other researchers the 
same sentiment may apply to laboratory research. 

 Consider a study conducted by Bushman (1988). In this 
study, a female confederate approached pedestrians and 
instructed them to give change to an accomplice stand-
ing next to an expired parking meter. To investigate the 
effects of perceived authority on compliance, the confeder-
ate wore one of three outfits: a uniform, business clothes 
(to imply status but not authority), or sloppy clothes that 
made her appear to be a panhandler. The uniform condition 
induced greater compliance than the other two conditions, 
which did not differ significantly from each other. This set-
ting is a natural one for this kind of request and for both 

the independent (attire) and dependent (giving a coin to the 
accomplice) variables. It is unlikely that participants sus-
pected that they were in an experiment or that their response 
to the attire was under scrutiny. Had the same experiment 
been conducted in the laboratory, participants might well 
have been more attentive to these possibilities. (Of course, 
in the laboratory, it would be easier to manipulate per-
ceived authority in a way that kept confederates unaware 
of conditions, so that their behavior could not have varied 
systematically across conditions.) Additionally, participants
cannot walk away muttering  “ sorry ”  in the laboratory, as 
they can in real life. 

 The inability to gain control over extraneous circum-
stances that might have influenced the findings is the chief 
disadvantage of field experiments. In Bushman ’ s simple 
experiment, these seem unlikely. But consider a field 
experiment conducted by Josephson (1987), in which 
second -  and third - grade boys were frustrated before or 
after watching violent or nonviolent television programs 
in school, then observed playing floor hockey with other 
children. Because of random assignment to conditions, 
we can be confident that the conditions were responsible 
for observed differences in aggressiveness but various 
uncontrolled factors may also have been influential: How 
closely did the boys attend to the programs? Did the adults 
present respond to the boys in ways that facilitated or 
inhibited aggression? Were there cues in the school that 
influenced their responses? Did interaction among the 
children alter their responses? Questions of this sort are 
central to  identifying the mechanism responsible for an 
effect, and it is likely that these factors could have been 
controlled better in a laboratory experiment. 

 Researchers more commonly conduct quasi - experiments 
in field than in laboratory settings, and because partici-
pants in quasi - experiments are not randomly assigned to 
conditions, threats to internal validity tend to be greater. 
For example, had the boys in Josephson ’ s study not been 
randomly assigned to conditions, but instead had one 
classroom been assigned to watch violent programs and 
another classroom to watch nonviolent programs, other 
factors (e.g., pre - existing differences between the class-
rooms, other classroom events during the study interval) 
might plausibly have caused the observed differences. For 
this reason, quasi - experiments involve pre - manipulation 
and post - manipulation assessments, and typically include 
as many other design elements as possible to address these 
threats to internal validity (Cook  &  Campbell, 1979; West, 
Biesanz  &  Pitts, 2000). 

 Field experiments often alter the typical balance between 
mundane and experimental realism. As originally defined 
by Aronson and Carlsmith (1968), mundane realism is high 
when a research protocol resembles events likely to occur 

1 Although this is sometimes referred to as ecological validity, 
Hammond (1998) points out that this term represents a misleading 
application of what Brunswik, who originated the term, meant.
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in normal activity. Experimental realism, in contrast, is high 
when participants find research involving and engrossing so 
that they are interested, attentive, and motivated to take their 
task seriously. Laboratory research generally puts higher 
priority on experimental than mundane realism, for reasons 
explained by Wilson et al. (thisHandbook ). Field research almost 
by definition maximizes mundane realism, because partici-
pants are encountered in their normal activity, although per-
haps ironically, experimental realism may not be high. For 
example, persuasive messages or a request for help delivered 
casually and ineffectually by a stranger in a coffee shop may 
be dismissed in a cursory manner, with little or no thought or 
concern. Or, distracted passers - by may not even notice events 
staged to take place on a busy street corner, in which many 
stimuli compete for attention. Researchers should not assume 
experimental realism in field settings; establishing it requires 
as much (and perhaps more) care as it does in the laboratory. 
Of course, some studies are designed to examine processes 
that operate with minimal engagement (e.g., automaticity), 
and in this circumstance low experimental realism may be 
appropriate. 

 Sometimes, significant real - world events lead research-
ers into the field, either because that event creates a natu-
ral manipulation for what has been studied in the lab (e.g., 
Zucker, Manosevitz, and Lanyon ’ s 1968 study of affiliation 
and birth order during the November 1965 New York City 
blackout) or because the event is so inherently compelling 
that a research response is called for (e.g., responses to 9/11; 
Silver, 2004). Such studies most commonly survey responses 
to the events, but quasi - experiments and experiments are also 
feasible. For example, one group of researchers conducted lin-
guistic analyses of data collected by an online journaling ser-
vice for two months before and after the 9/11 attacks (Cohn, 
Mehl,  &  Pennebaker, 2004). In another example, researchers 
used archived letters to the editors of local newspapers to 
study coping responses over time to the Mount St. Helen ’ s 
volcano eruptions (Pennebaker  &  Newtson, 1983). Pre - data 
for  natural events may also be available fortuitously; in one 
instance the researchers had been conducting a short - term lon-
gitudinal study of falling in love when the 1989 Loma Prieta 
earthquakes hit the San Francisco Bay Area (Aron, Paris,  &  
Aron, 1995). Events such as these often allow researchers to 
tell a gripping story, but because it is usually impossible to 
control key independent variables or to collect pre - event data 
retrospectively, threats to internal validity may be substantial. 

 Below we briefly discuss several issues for researchers 
planning non - laboratory studies to consider. 

  Sampling and Random Assignment 

 Field research is often conducted to obtain samples that 
are more representative than undergraduate samples. This 

need not be the case, however. Studies conducted in or near 
specialized settings (e.g., football stadia, bridal shows, sin-
gles ’  bars, farmers ’  markets, or on Wall Street or Telegraph 
Avenue in Berkeley) may also be unrepresentative, in the 
sense of providing a non - random sample of persons. Aside 
from the possibility that an effect operates differently 
in one nonrandom sample than in another, nonrandom 
samples may possess restricted range on key variables, 
which can attenuate results and obscure potential modera-
tors (Cohen, Cohen, West,  &  Aiken, 2003). Moreover, in 
quasi - experimental and correlational field studies, the fac-
tors that lead participants to one or another condition of a 
study may introduce the possibility of substantial alterna-
tive explanations. For example, a study of participants at a 
Democratic or Republican presidential rally would need to 
contend with the fact that there are likely many differences 
between these groups beyond the candidate supported. 

 It also can be difficult to randomly assign participants 
to conditions in field settings. Participants might be more 
unwilling to take part in an effortful, costly, or unpleas-
ant condition of an experiment than in a less effortful, less 
costly, or more pleasant condition, a potential threat to non -
 equivalence of groups and hence internal validity (West 
et al., 2000). This can be particularly vexing for interven-
tion studies, in which demanding interventions (e.g., for 
smoking cessation) may foster greater attrition in treatment 
groups than in wait - list control groups. Or sometimes, the 
lesser degree of control that inheres in field settings may 
allow participants to undermine random assignment. For 
example, teachers might be randomly assigned to run some 
classrooms in a very cold and controlling manner but  others 
in a warmer, more supportive way. Nonetheless, when in 
the classroom and faced with instructional demands and 
other distractions, teachers may behave as they see fit, 
ignoring, misinterpreting, or contradicting the  conditions 
to which they were assigned.  2   Of course, researchers 
can and do take steps to monitor and content with these 
potential problems; our point is that in field experiments, 
participants may make choices that interfere with well -
 designed experimental plans. 

 Finally, field experiments may suffer from uninten-
tional experimenter bias in the selection of participants 
and their assignment to conditions. In laboratory studies, 
experimenters typically do not choose participants, and 
they assign participants to conditions either before arrival 
or without possible bias (e.g., by a computer program). 
In field studies, however, experimenters sometimes chose 

2 Of course, this may also be a factor in laboratory experiments, 
but because the experimenter has greater control over what tran-
spires, it is less likely.
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whom to approach in a public setting (e.g.,  “ the next  person 
walking alone to turn the corner ” ) or which  condition to 
assign a participant. In principle experimenters have no 
discretion over these decisions but in practice experiment-
ers are sometimes tempted to skip a potential participant 
who looks uncooperative or unfriendly, or to assign an 
unattractive person to a condition that would require less 
interaction (which would be equally problematic in the 
lab). It is important to obviate such biases.  

  Choice of Outcome Measures 

 Because field studies are often designed so that  “ the sci-
entist ’ s intervention is not detectable by the subject and 
the  naturalness of the situation is not violated ”  (Webb, 
Campbell, Schwartz, Sechrest,  &  Grove, 1981, p. 143), 
they often use unobtrusive, non - reactive behavioral out-
come measures. Although this tendency is not inviolate —
 field studies often rely on self - report, and lab experiments 
may use unobtrusive measures (see, for example, Ickes ’ s 
1983 Unstructured Interaction Paradigm,  in which par-
ticipants ’  spontaneous interactions are videotaped without 
their awareness) — field studies invite researchers to develop 
and use outcome measures that index the processes under 
investigation without raising participants ’  awareness that 
researchers are  scrutinizing their behavior. Non - experiments 
have the further goal to avoid altering or modifying partici-
pants ’  behavior from what they would otherwise do. These 
settings create a need to balance creativity and relevance 
(Does the construct actually apply in this setting?) against 
validity (Does the measure assess the process it purports to 
assess?) and sensitivity (Does the proposed measure vary 
systematically and in measurable increments corresponding 
to the predictor variable?). Because field research tends to 
involve more variability in settings and samples than labo-
ratory experimentation, measure development may take
relatively more time and effort. 

 A brief and non - representative sampling of measures 
used in field studies illustrates the kind of creativity that 
characterizes successful field research. We distinguish 
passive observation —  in which data collection exerts no 
meaningful effect on the behaviors being assessed — from 
active observation —  in which participants respond to 
some sort of circumstance or manipulation created by the 
experimenter. (This is slightly different than the distinc-
tion between non - reactive  and  reactive  assessment, which 
refers to whether participants are required to respond to 
something or whether the data are already available.) 
Classic examples of passive observation include Triplett ’ s 
(1898) observation that bicycle racers tended to race faster 
when in the presence of other racers than when alone and 
Cialdini et al. ’ s (1976) tally of the tendency of students ’  

to wear school - identifying clothes as a function of foot-
ball victories and losses, supporting the idea of  “ basking in 
reflected glory. ”  In another example, seating choices of bus 
commuters in Singapore display ingroup preferences as a 
function of sex and ethnicity, but not age (Sriram, 2002). 
And, in a study of Judo participants in the 2004 Athens 
Olympics (Matsumoto  &  Willingham, 2006), photogra-
phers took action shots at several points. Gold and bronze 
medal winners were more likely to display Duchenne 
(spontaneous, genuine) smiles than silver medal winners, 
supporting the role of counterfactual thinking in emotional 
experience. Behaviors characteristic of attachment (e.g., 
clinging, crying, hugging, holding hands) demonstrably 
occur among adults separating at airports (Fraley  &  Shaver, 
1998). A final example comes from the test of a hypothesis 
about the role of concealed ovulation in human mating. 
Professional lap dancers earned significantly greater tips 
while ovulating, but showed no similar increase if using 
oral contraceptives (Miller, Tybur  &  Jordan, 2007). All 
these indicators are passive. 

 Although field experiments involve active interven-
tion by researchers in creating the conditions being studied, 
they often use outcome measures for which participants are 
unaware of being observed. Field experiments have been 
prominent in the bystander intervention literature, where 
the outcome is whether a helping intervention occurred. For 
example, in Piliavin, Rodin, and Piliavin ’ s (1969) classic 
experiment, a confederate feigning drunken behavior was less 
likely to receive help on a New York City subway train than 
a confederate feigning illness. Other studies have used the 
lost letter technique,  in which fully addressed letters, varying 
according to the independent variable of interest (e.g., a return 
address of the Communist Party or the American Red Cross) 
are left in public places, to be found and mailed by passers -
 by, if they are so inclined (Milgram, Mann,  &  Harter, 1965). 
Other well - known field experiments in social psychology 
include manipulations of choice and responsibility in a sam-
ple of elderly nursing home residents, which, in an 18 - month 
follow - up, were shown to have beneficially affected mortal-
ity rates (Langer  &  Rodin, 1976; Rodin  &  Langer, 1977). 
In still other studies, the number of available alternative 
choices influenced purchases of gourmet jams or chocolate 
(Iyengar  &  Lepper, 2000), drivers behind a stopped vehicle 
at a green light honked sooner if the stopped vehicle had a 
gun rack and an aggressive bumper sticker (Turner, Layton  &  
Simons, 1975), men were no more likely to pay a return visit 
to a prostitute if she had played  “ hard to get ”  than if she had 
not (Walster, Walster,  &  Lambert, 1971), and, when French 
music was being played in a supermarket, French wine 
outsold German wine but when German music was being 
played, German wine outsold French wine (North  &  
Hargreaves, 1997). 
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  A Special Ethical Consideration in Field 
Experiments

 Informed consent is a core principle of modern ethical regula-
tions concerning the use of human participants in research. 
Even if participants in a laboratory study are not fully informed 
as a study commences, by their presence they have given con-
sent, almost always explicitly, to participating in a study. This 
consent is based on an implicit and often explicit  “ contract ”  
that expresses the participant ’ s willingness to be observed under 
experimentally created conditions, in return for the experiment-
er ’ s promise to protect his or her welfare and privacy. No such 
contract exists in field research. As described earlier, a prime 
rationale for field research is to examine natural behavior 
when people are unaware of being scrutinized. In many cases, 
asking potential participants in a field experiment to provide 
informed consent prior to a study would likely (and perhaps 
dramatically) reduce external validity. 

 Some commentators have argued for this reason that field 
experiments should be proscribed, but most Research Ethics 
committees allow some latitude. Regulations and their inter-
pretation vary from one institution to another, although 
some generalizations are possible. Consent can typically 
be bypassed in studies that are solely observational and that 
involve anonymous, public behavior (e.g., pedestrian walk-
ing patterns). When interventions are involved and consent 
would interfere with external validity, researchers must take 
more than the usual amount of caution to ensure that partici-
pants will not be harmed, distressed, annoyed, or embarrassed. 
Practically, this means that field studies are typically limited to 
be less invasive than laboratory studies. (We suspect that few 
contemporary ethics committees would permit an experiment 
such as Piliavin et al. ’ s 1969 subway study, described earlier, 
because obtaining informed consent prior to the manipula-
tion would render that study uninteresting.) Researchers can 
and should ask participants for consent and fully debrief them 
afterwards in most field experiments. Although post - hoc con-
sent shows some degree of respect for participants ’  privacy, it 
does not avert problems brought on by distress, embarrassment, 
or unwanted invasions of privacy. After - the - fact consenting may 
even alert participants that the situation just encountered was an 
experiment rather than a natural occurrence, potentially increas-
ing negativity. Researchers and ethics committees therefore pay 
special attention to consent issues in field experiments.

Aronson et al. (1998) provide lengthier discussion of 
these issues.   

  INTERNET RESEARCH 

 In the late 1990s psychologists and other social scientists 
began using the Internet for research. At first the Internet 

was simply a new medium for delivering conventional 
methods, most often surveys, to new populations in a cost -
 effective manner. For example, in 1996 one early study 
used an online form to collect pet owners ’  ratings of their 
pets ’  personalities (Gosling  &  Bonnenburg, 1998). Around 
the same time, Ulf - Dietrich Reips and John Krantz sepa-
rately began using the Internet to deliver experiments to 
research participants (Musch  &  Reips, 2000). By today ’ s 
standards these early studies were rather rudimentary, and 
the samples were biased towards educated, technically 
savvy users. However, the studies hinted at the potential 
offered by the Internet. They showed, for example, that 
Internet studies could rapidly access large numbers of 
participants, many of whom were beyond the convenient 
reach of conventional methods, and they could do so at a 
fraction of the cost and without the laborious error - prone 
data entry associated with traditional methods. So if social 
psychologists were concerned about the critique of rely-
ing too heavily on convenience samples of college students 
(e.g., Sears, 1986), the Internet offered a ready solution. 

 It was not long before large - scale projects began to 
capitalize on the opportunities afforded by Web research, 
using Internet technology to improve the efficiency and 
accuracy with which traditional forms of data could be 
collected. In addition to reductions in data - entry errors, 
the Web allowed researchers to collect data around the 
world without the delays of land - based mail. Moreover, 
the validity of protocols could be checked instantly, the 
data stored automatically, and feedback delivered instan-
taneously to participants. This last benefit quickly proved 
to be particularly important because feedback served as a 
major incentive for participation (Reips, 2000). By pro-
viding personalized automated feedback, investigators 
were able to collect data from hundreds of thousands of 
participants, samples previously unheard of in psychologi-
cal research. For example, since 1998 the Project Implicit 
website has collected several million tests of implicit atti-
tudes, feelings, and cognitions from all over the world 
( http://projectimplicit.net/generalinfo.php ). 

 The role of the Internet in psychological research has 
continued to expand as quickly as the growth of the Internet 
itself. An idea of the breadth of topics already covered by 
Internet research is conveyed by sampling the chapters of a 
volume summarizing recent trends in Internet psychology 
(Joinson, McKenna, Postmes,  &  Reips, 2007): In addition 
to well - studied areas of investigation, such as social iden-
tity theory, computer - mediated communication, and virtual 
communities, the volume also includes chapters on topics as 
diverse as deception and misrepresentation, online attitude 
change and persuasion, Internet addiction, online relation-
ships, privacy and trust, health and leisure use of the Internet, 
and the psychology of interactive websites. 
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 In recent years, the Internet has lived up to its promise of 
allowing researchers to access populations and phenomena 
that would be difficult to study using conventional meth-
ods. For example, to obtain access to white supremacists ’  
attitudes about advocating violence toward Blacks, one 
group of researchers visited online chat rooms associated 
with supremacist groups (Glaser, Dixit,  &  Green, 2002). 
The researchers posed as neophytes, allowing them to 
conduct semi - structured interviews concerning the factors 
(threat type, threat level) most likely to elicit advocacy of 
violence. The anonymity afforded to both researchers and 
participants by the chat - room context and the easy access 
to a small, hard - to - reach group of individuals resulted in a 
dataset that would have been difficult to gather with con-
ventional methods. Another study took advantage of the 
Internet to contact and survey a sample of people suffering 
from sexsomnia, a medical condition in which individu-
als engage in sexual activity during their sleep (Mangan  &  
Reips, 2007); the embarrassment and shame experienced 
by sufferers meant that little was known about the condi-
tion. Yet, the reach and anonymity afforded by the Internet 
allowed the researchers to sample more than five times as 
many sexsomnia sufferers than had been reached in all pre-
vious studies combined from 20 years of research. 

  Domains of Web Research 

 In the first decade of the new millennium, Internet stud-
ies have proliferated, addressing a broad array of social 
psychological topics. To illustrate the scope of poten-
tial research strategies we next provide a non - exhaustive 
review of Internet - based studies. 

 The most basic class of Internet research — sometimes 
referred to as  “ translational methods ”  (Skitka  &  Sargis, 
2006) — uses Internet technology to improve the effective-
ness with which traditional forms of data can be collected. 
One prominent example of this approach is Project Implicit ’ s 
large - scale administration of the Implicit Association Test 
(see Banaji & Heiphetz, this volume), which is designed to 
measure the strength of automatic associations between men-
tal representations of various concepts (e.g., having implicit 
negative feelings toward the elderly compared to the young). 
And there have been many other successful attempts to 
measure attitudes, values, self - views, and any other entity 
that could formerly be measured with computers or paper -
 and - pencil instruments. Such studies are administered via 
computer, allowing them to take advantage of features asso-
ciated with the medium, such as providing participants with 
immediate feedback, automatically checking for errors (e.g., 
missing responses), screening for invalid protocols (e.g., due 
to acquiescent responding), implementing adaptive test-
ing (e.g., where the response to one stimulus determines 

which stimulus is presented next), and presenting rich 
media (e.g., sounds and videos [Krantz, 2001; Krantz  &  
Williams, in press]). Moreover, some methods that for-
merly involved cumbersome procedures, like sorting tasks, 
can be straightforwardly implemented online. For example, 
 “ drag - and - drop ”  objects can easily be used to complete 
ranking tasks, magnitude scaling, preference - point maps, 
and various other grouping or sorting tasks (Neubarth, in 
press;  http://hpolsurveys.com/enhance.htm ). As a result of 
these benefits, more and more researchers are doing basic 
experiments (e.g., on priming) via the Internet, sometimes 
delivering the studies no further than to a room on their 
own campus. 

 Many researchers have gone beyond merely using the 
Internet as a convenient and flexible way to deliver standard 
surveys, stimuli, and experiments to participants. Studies 
range from those that use the technological capabilities 
of computers connected to the Internet to gain access to 
new venues and populations (e.g., the White supremacists 
noted earlier) to those that focus on behavioral phenomena 
spawned by the Internet (e.g., Internet messaging, online 
social networking, large - scale music sharing). 

 The Internet provides opportunities to study phenom-
ena unconstrained by the physical and practical parameters 
of the offline world. For example, personal websites can be 
used to examine identity claims that are hard to isolate in 
real - world contexts (Marcus, Machilek,  &  Sch ü tz, 2006; 
Vazire  &  Gosling, 2004). Specifically, by exploiting the 
unique characteristics of personal websites and compar-
ing personal websites with other contexts in which identity 
claims are made, the effects of deliberate self - expression 
can be isolated from the effects of inadvertent expression, 
which are confounded in most offline contexts of social 
perception. For example, a snowboard leaning against a 
bedroom wall may indeed reflect the occupant ’ s past snow-
boarding behavior (i.e., behavioral residue), but her deci-
sion to leave it out rather than stow it in a closet could also 
reflect a deliberate statement directed to others about her 
lifestyle and preferences (i.e., an identity claim). In a phys-
ical room, one cannot tell whether the snowboard owes its 
presence to its role as behavioral residue, as an identity 
claim, or both. In contrast, most elements of a personal 
website have been placed there deliberately for others to 
see and the information on the sites can be rapidly saved 
and coded. (It is even possible to obtain records of past 
websites via  www.archive.org , which is collecting them 
for the historical record). In a similar vein, the options of 
decorating and furnishing virtual spaces (e.g., in Second 
Life) are not subject to the practical, physical, and financial 
constraints associated with real - world spaces. The vir-
tual world provides many more possibilities than those 
afforded by real life for experimenting with one ’ s physical 
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representation (e.g., choosing avatars or game characters 
of a different sex, race, body type, and species). 

 In addition to being a domain in which to construct new 
studies to collect data, the Internet already contains rich 
pre - existing deposits of psychologically relevant data that 
vigilant researchers can harvest. For example, one study 
replicated findings derived from self - reported music pref-
erences (which might be subject to self - reporting biases) 
with analyses of music libraries, which were accessible via 
a music - swapping website (Rentfrow  &  Gosling, 2003). 

 The millions of pages of text that are created online 
everyday provide another enormous source of pre - 
existing data. These pages offer opportunistic investigators 
an abundance of research possibilities. For example, as 
noted earlier, one project examining social psychological 
reactions to traumas analyzed the diaries of over a thousand 
U.S. users of an online journaling service spanning a period 
of four months, starting two months prior to the September 
11th attacks (Cohn et al., 2004). Linguistic  analyses of 
the journal entries revealed pronounced  psychological 
changes in response to the attacks. In the short term, par-
ticipants expressed more negative emotions, were more 
cognitively and socially engaged, and wrote with greater 
psychological distance. After two weeks, their moods and 
social referencing returned to baseline, and their use of 
cognitive - analytic words dropped below baseline. Over 
the next six weeks, social referencing decreased, and 
psychological distancing remained elevated relative to 
baseline. The effects were stronger for individuals highly 
preoccupied with September 11 th  but even participants 
who hardly wrote about the events showed comparable 
language changes. As noted by the authors this study 
bypassed many of the methodological obstacles of trauma 
research and provided a fine - grained analysis of the time-
line of human coping with upheaval. 

 Another creative project used a German online auction 
site to examine ethnic discrimination (Shohat  &  Musch, 
2003). The apparent ethnicity of sellers was manipulated 
by varying their last names. Analyses indicated that sellers 
with Turkish names took longer to receive winning bids 
than did those with German names. Given that so many 
interactions are now conducted online, and that many of 
them leave a trace, savvy researchers should be ready to 
pounce on opportunities as they arise. 

 An increasing number of studies focus on Internet 
 behaviors as worthwhile social psychological  phenomena 
in their own right, not simply because they are more 
 convenient than studies done in the physical world. Some 
of these behaviors are extensions of offline behaviors 
but others are unique to the online world. With mobile 
Web access, Internet behaviors are becoming ever more 
 integrated into the milieu of modern - day social  interactions 

and the distinction between online and offline life is
becoming increasingly blurred; where, for example, is the 
line between speaking face - to - face, talking on the phone, 
and chatting via text or IM? With so much of contempo-
rary social life played out online even those interactions 
that do not extend to offline contexts should be of interest 
to social psychologists because the laws of human behav-
ior are likely to apply regardless of whether interactions 
are conducted on or offline. 

 By some estimates almost 600 million people world-
wide have profiles on online social networking sites, such 
as MySpace and Facebook ( http://www.comscore.com/
press/release.asp?press=2396 ), making them an intrigu-
ing domain of inquiry. Which psychological needs are met 
by these sites? Which social psychological processes are 
operative? One early study of Facebook behavior exam-
ined how cues left by social partners on one ’ s online net-
working profile can affect observers ’  impressions of the 
profile owner (Walther, van der Heide, Kim, Westerman, 
 &  Tong, 2008). The investigators examined the effects on 
profile owners of the attractiveness of people leaving  “ wall 
postings ”  (public notes left by friends on a person ’ s profile 
page). Results suggested that the attractiveness of profile 
owners ’  friends affected ratings of their own attractive-
ness in an assimilative pattern, such that people with wall 
posts left by attractive friends were themselves viewed as 
more attractive than people with posts left by less attrac-
tive friends. 

 A large range of applications, such as online social net-
works, online role - playing games, and meeting software 
allow people to create online virtual representations of 
themselves (e.g., as game characters or avatars in virtual 
worlds). The advent of these representations creates whole 
new worlds for social psychological inquiry. For  example, 
how are impressions formed and how are identities
created in immersive virtual worlds such as those found in 
games like EverQuest, World of Warcraft, and in the vir-
tual social network Second Life (Yee, Bailenson, Urbanek, 
Chang,  &  Merget, 2007)? And what are the connections 
between real people and their virtual representations? As 
more interactions and relationships become entirely vir-
tual, it is important for researchers to examine the causes 
and consequences of the new social phenomena emerging 
in this domain. 

 The popularity of social networking sites and online 
multi - player videogames will almost certainly be super-
seded by new yet - to - be - invented online behaviors. Our 
point applies regardless: The online world is a legitimate 
venue in which to examine a plethora of social psychologi-
cal behavior. Examples of online phenomena of potential 
interest to social psychologists include online message 
boards and chat rooms, Internet messaging (IM), virtual 
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worlds (e.g., Second Life), online support groups (e.g., 
for rare conditions), online multi - player video games 
(e.g., World of Warcraft), online social networks (e.g., 
Facebook), Internet dating (e.g., eHarmony), online auc-
tion sites (e.g., eBay), blogs, and an ever - growing list of 
others.

  Overcoming Skepticism 

 Initial papers based on Internet research were greeted 
with a healthy dose of skepticism. Quite reasonably, jour-
nal editors and reviewers had a number of concerns about 
method artifacts and sampling issues. The major fears 
about Internet data can be summarized in terms of six 
concerns: (1) that Internet samples are not demographi-
cally diverse; (2) that Internet samples are maladjusted, 
socially isolated, or depressed; (3) that Internet data do not 
generalize across presentation formats; (4) that Internet 
participants are unmotivated; (5) that Internet data are 
compromised by the anonymity of the participants; and (6) 
that Internet - based findings differ from those obtained with 
other methods. These concerns were addressed in a study 
comparing a large Internet sample with a year ’ s worth of 
conventional samples published in JPSP  (Gosling et al., 
2004). Analyses suggested that, compared to conventional 
samples, Internet samples are more diverse with respect 
to gender, socioeconomic status, geographic region, and 
age. Moreover, Internet findings generalize across presen-
tation formats, are not adversely affected by non - serious 
or repeat responders, and are generally consistent with 
findings from traditional methods. Similar conclusions 
have been reached by other reviews addressing the valid-
ity of Internet research (e.g., Krantz  &  Dalal, 2000). As a 
result of these reviews and as Internet research has become 
more widespread, much of the skepticism has evaporated. 
Nonetheless, it is important to keep in mind the advan-
tages and disadvantages associated with Internet - based 
methods.

  Advantages and Disadvantages of Internet - Based 
Methods

 As described earlier, Internet methods afford many advantages 
to social science researchers. The most important of these 
include the improved efficiency and accuracy with which 
traditional forms of data (e.g., surveys, informant reports, 
reaction - time experiments) can be collected, the possibility of 
instantly checking the validity of protocols and providing par-
ticipants with immediate feedback, the ability to reach large 
and diverse samples from around the world, and the oppor-
tunity to integrate various media (e.g., sounds, photographs, 
videos) into studies (Gosling  &  Johnson, in press). 

 The central problems of Internet studies stem 
from the physical disconnect between researcher and 
 participant, resulting in a potential lack of control over the 
 assessment or experimental setting. Researchers are not 
physically present when Internet studies are conducted 
so they cannot easily assess participants ’  alertness and 
 attentiveness. However, several methods have been 
developed to detect the degree to which participants are 
attending to the experimental materials and  following 
instructions properly (Johnson, 2005; Oppenheimer, 
Meyvis,  &  Davidenko, 2008). For example, the Instructional 
Manipulation Check (IMC) measures whether participants 
are reading the instructions. The IMC works by embedding 
a question within the experimental materials that is similar 
to the other questions in length and response format but 
that asks participants to ignore the standard response for-
mat and instead provide confirmation that they have read 
the instruction (Oppenheimer et al., 2008). 

 Another potential problem with Internet studies is that 
researchers cannot easily answer questions from partici-
pants about the procedure. Because they are not directly 
observing research participants, researchers cannot be 
aware of possible distractions, such as eating, drinking, 
television, music, conversations with friends, and the 
perusal of other websites. Internet users, especially young 
Internet users, are notorious for multitasking while logged 
on, which could adversely affect the quality of Internet -
 based data. In the case of ability testing, with all of the 
information on the Internet at their disposal, it is difficult to 
keep participants from cheating. The extent to which these 
distractions and other available sources of information 
affect the findings of Internet studies is not known; how-
ever, research on Internet data versus real - life samples has 
allayed many concerns about data quality by showing that 
the Internet samples are generally not inferior to conven-
tional samples from a psychometric standpoint (Gosling 
et al., 2004; Luce et al., 2007). Evidence is accumulating 
for their validity (Birnbaum, 2004; Krantz  &  Dalal, 2000). 

 As noted earlier, one advantage of Internet research is its 
ability to reach samples beyond the reach of conventional 
methods. Internet - based samples tend to be more diverse 
and considerably more representative than the convenience 
samples of college students commonly used in psychology 
research (Birnbaum, 2004; Gosling et al., 2004; Skitka  &  
Sargis, 2006) but these samples are still not representative 
of the general population (Lebo, 2000; Lenhart, 2000). 
Participation in Internet - based research is restricted to 
people who have access to the Internet, know how to use 
a Web browser, and, in some kinds of research, have a 
functioning email address or instant messaging capability. 
People who are computer phobic, those who cannot afford 
a computer and Internet service and have no public access, 
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and those who are uninterested in learning how to browse 
the Web will be excluded from Internet research. Evidence 
is mixed regarding the extent to which this sampling bias 
affects the generalizability of Internet findings (Reips  &  
Krantz, in press). Generally, and as in all research, inves-
tigators need to be cautious in making claims regarding 
the generalizability of their findings; to guide the scope of 
their generalizations, researchers should collect and report 
information about the demographics of their samples. 

 Finally, learning to construct Web pages, write program 
scripts, manage computer data bases, and engage in all of 
the other activities involved in starting up online research 
can be time consuming. Entire new sets of skills must 
be acquired, practiced, and polished. Fortunately, a large 
number of resources are available for aspiring Internet 
researchers, which we summarize next.  

  The Basics of Internet Research 

 The huge variety of possible topics, experimental designs, 
and implementation options make it impossible to provide 
much here in the way of specific advice on creating online 
experiments. Fortunately, a number of general books for 
investigators taking their first steps into the domain of 
Internet research are available (Birnbaum, 2001; Fraley, 
2004; Gosling  &  Johnson, in press), along with work-
shops (e.g., by Michael Birnbaum or John E. Williams), 
and websites (e.g., iscience.eu; Project Implicit;  websm.
org ). Birnbaum (in press) provides a particularly useful 
introduction to the basic decisions that anyone planning to 
conduct an experiment online needs to make. These deci-
sions range from deciding what kind of server makes most 
sense to choosing the appropriate client side (e.g., PHP, 
Perl) and server side (e.g., Java, JavaScript) programs 
and will be guided by design requirements. For exam-
ple, JavaScript can be particularly useful for designs that 
require randomizing the order of materials or the assign-
ment of participants to conditions, or adding checks for 
unreasonable or missing responses. 

 For researchers who do not want to program the websites 
themselves, several options exist, including survey websites 
(e.g., via Amazon ’ s Mechanical Turk; Survey Monkey), 
websites for creating experiments (e.g., WEXTOR), col-
laborative opportunities with existing research groups (e.g., 
Project Implicit), and government - funded projects such as 
Time - sharing Experiments for the Social Sciences (TESS), 
which offers researchers opportunities to test their experi-
mental ideas on large, diverse, randomly selected subject 
populations via the Internet. 

 Researchers who do not have the time or resources 
to program their own experiments from scratch will find 
WEXTOR ( http://psych - wextor.unizh.ch/wextor/en/index.

php;  Reips  &  Neuhaus, 2002) especially useful. WEXTOR 
is a free Web - based tool that allows researchers to quickly 
design and visualize a large variety of Web experiments 
in a guided step - by - step process. It dynamically creates 
the customized Web pages needed for an experimental 
procedure that will run on any platform and it delivers 
a print - ready display of the experimental design. Using 
an example of a 2    2 factorial design, Reips and Krantz 
(in press) provide a useful and accessible step - by - step 
description of how WEXTOR can be used to build a Web 
experiment; advice is also provided on how to monitor, 
manage, and reduce dropout rates (i.e., attrition). Ulf -
 Dietrich Reips also maintains iScience.eu, a free and 
up - to - date portal to many of the services useful for gener-
ating and editing experiments, recruiting participants, and 
archiving studies. 

 Many decisions face researchers undertaking studies on 
the Internet, and many potential pitfalls await the inexperi-
enced or unwary investigator. Before undertaking Internet 
experiments, new researchers should draw on the numer-
ous lessons already learned (e.g., Gosling  &  Johnson, in 
press; Reips, 2000, 2002a, 2002b, 2002c). A prudent first 
step would be to consult Reips (2002a), which summarizes 
expertise gleaned from the early years of Internet - based 
experimental research and presents recommendations 
on the ideal circumstances for conducting a study on the 
Internet, what precautions have to be undertaken in Web 
experimental design, which techniques have proven useful 
in Web experimenting, which frequent errors and miscon-
ceptions need to be avoided, and what should be reported. 
Reips ’ s article concludes with a useful list of sixteen stan-
dards for Internet - based experimenting.   

  DIARY METHODS 

Diary methods,  also known as  event sampling,  have become 
increasingly popular and influential during the past three 
decades. A recent PsycInfo search revealed more than 
1,200 published papers using or describing these methods. 
Although there is some flexibility in what counts as diary 
methods, they generally include measures for self - reporting 
behavior, affect, and cognition in everyday life, collected 
repeatedly over a number of days, either once daily (so -
 called  daily diaries ) or sampled several times during the 
day. The most popular of these latter sampling protocols are 
the Experience Sampling Method  (ESM; Csikszentmihalyi, 
Larson,  &  Prescott, 1977) and  Ecological Momentary 
Assessment  (EMA; Stone  &  Shiffman, 1994; Shiffman, 
Stone,  &  Hufford, 2008). Another type of diary protocol is 
based on the occurrence of particular events, such as social 
interactions, sexual activity, or cigarette smoking. 
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 Diary protocols are designed to  “ capture life as it is 
lived ”  (Bolger, Davis  &  Rafaeli, 2003, p. 580) — that is, to 
provide data about experience within its natural, spontane-
ous context (Reis, 1994). By documenting the  “ particulars 
of life, ”  researchers have a powerful tool for investigating 
social, psychological, and physiological processes within 
ordinary, everyday interaction. Key to the diary approach 
is an appreciation for  “ the importance of the contexts in 
which these processes unfold ”  (Bolger et al., 2003, p. 580) 
as a central element in the operation and impact of social 
psychological processes. As the accessibility and popular-
ity of diary methods have grown, the kinds of questions that 
they can address have evolved in range and complexity. 

 Researchers have used diary methods to study a diverse 
range of phenomena and processes in social - personality 
psychology. Topics for which diary studies have become 
commonplace include affect (e.g., Conner  &  Barrett, 2005; 
Larsen, 1987; Sbarra  &  Emery, 2005), social interaction 
(e.g., Reis  &  Wheeler, 1991), marital and family interaction 
(e.g., Larson, Richards,  &  Perry - Jenkins, 1994; Story  &  
Repetti, 2006), stress (e.g., Almeida, 2005),  physical 
symptoms (e.g., Stone, Broderick, Porter,  &  Kaell, 1997), 
subjective well - being and mental health (e.g., Oishi, 
Schimmack,  &  Diener, 2001), and nearly every trait in 
the personality lexicon (e.g., Bolger  &  Zuckerman, 1995; 
Fleeson, 2004; Suls, Martin,  &  David, 1998). Other areas 
in which diary studies are less common but increasingly 
useful include sex (e.g., Birnbaum, Reis,  &  Mikulincer, 
2006; Burleson, Trevathan,  &  Todd, 2007), self - esteem 
(e.g., Murray, Griffin, Rose,  &  Bellavia, 2003), self - 
regulation (e.g., Wood, Quinn,  &  Kashy, 2002), intergroup 
relations (e.g., Pemberton, Insko,  &  Schopler, 1996), social 
comparison processes (e.g., Wheeler  &  Miyake, 1992), 
social cognition (e.g., Skowronski, Betz, Thompson,  &  
Shannon, 1991), attitudes (e.g., Conner, Perugini, O’Gorman, 
Ayres,  &  Prestwich, 2007), motivation (e.g., Patrick, Knee, 
Canevello,  &  Lonsbary, 2007; Woike, 1995), and culture 
and the self (e.g., Nezlek, Kafetsios,  &  Smith, 2008). For 
further details, we refer readers to surveys of diary meth-
ods used in social - psychological (Reis  &  Gable, 2000), 
 psychopathology (deVries, 1992), and health psychology 
(Stone, Shiffman, Atienza,  &  Nebeling, 2007) research. 

  A Brief History of Diary Methods 

 Wheeler and Reis (1991) trace interest in the self - record-
ing of everyday life events to four distinct historical 
trends in social science research: time - budget studies, 
which date back to the early 1900s (e.g., Bevans, 1913); 
the need in behaviorist therapies to have patients keep 
track of the behaviors being modified, such as smoking or 
marital conflict, so that treatment effectiveness could be 

monitored (e.g., Nelson, 1977); industrial psychologists ’  
use of self - reports of work - related activity, as an adjunct to 
observation by outside observers (e.g., Burns, 1954); 
and checklist approaches to the study of life - event stress, 
popularized by Holmes and Rahe (1967). It was not until 
the seminal work of Csikszentmihalyi and colleagues 
(Csikszentmihalyi, Larson,  &  Prescott, 1977), who devel-
oped the ESM, that the field began to develop and apply 
systematic methods for studying everyday experience that 
could be adapted to diverse phenomena, questions, and cir-
cumstances. Csikszentmihalyi and his colleagues wanted to 
know more about the contexts in which flow  (a mental state 
in which people are fully and energetically immersed in 
whatever they are doing) emerges, as well as its behavioral, 
affective, and cognitive correlates, and they felt that retro-
spective accounts were too inaccurate. Hence they decided 
to use pagers to randomly signal research participants, ask-
ing them to report on their experiences at the moment of 
the signal. At around the same time, Wheeler and Nezlek 
(1977) created the Rochester Interaction Record  (RIR), a 
systematic method for recording the details of social inter-
actions as they occur. More recently, Stone and Shiffman 
(1994) offered a similar method, EMA, which can incorpo-
rate physiological measures. Other sampling frameworks, 
notably including daily diary methods, in which respon-
dents provide data once daily for a prescribed period of 
time, can be considered adaptations of these methods, 
although, as described below, the longer interval of a report 
and differing sampling schedule represents an important 
conceptual difference.  

  The Rationale for Diary Research 

 Diary studies have two main rationales, one conceptual 
and one methodological. The conceptual rationale is to 
capture information about daily life experiences, as they 
occur within the stream of ongoing, natural activity, and 
as they reflect the influence of context. Key is the idea that 
ordinary, spontaneous behavior, or what Reis and Wheeler 
called the  “ recurrent  ‘ little experiences ’  of everyday life 
that fill most of our waking time and occupy the vast 
majority of our conscious attention ”  (1991, p. 340) can 
contribute to social - psychological knowledge. Two kinds 
of information fit under this heading. The first concerns 
basic facts: What happens when, where, and with whom 
else present. For example, diary studies can identify activ-
ity patterns, such as the relative distribution of studying, 
socializing, and TV watching among adolescents. The sec-
ond refers to the subjective phenomenology  of daily life: 
to examine  “ fluctuations in the stream of consciousness 
and the links between the external context and the con-
tents of the mind ”  (Hektner, Schmidt,  &  Csikszentmihalyi, 
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2007, p. 6). Under this heading one might examine reports 
of affect and cognition, such as mood, focus of attention, 
self - evaluations, feelings of social connection, thoughts, 
worries, or wishes. Both kinds of information can be 
obtained with open - ended responses or with checklists and 
rating scales, although the latter is much more common in 
published research. 

 A more methodological rationale concerns the  “ dra-
matic reduction ”  (Bolger et al., 2003, p. 580) in the effects 
of retrospection, the result of minimizing the time between 
an event and its description. Traditional survey meth-
ods  suffer from various well - researched biases, such as 
recency (more recent events are more likely to influence cur-
rent judgments), salience (moments of peak intensity and 
distinctive or personally relevant events tend to be more 
influential), recall (the greater the time between an event and its 
recollection, the greater the potential distortion), state of mind 
(current states may influence recall of prior states), and aggre-
gation (people find it difficult to summarize multiple events; 
see Reis  &  Gable, 2000; Hufford, 2007; Schwarz, Groves,  &  
Schuman, 1998; Stone et al., 2000, for reviews). Diary meth-
ods are intended to reduce these biases as well as errors attributable 
to difficulty and to heuristic processing. This is a particularly 
central rationale for diary methods that require instantaneous 
reporting of what is going on at the moment that a signal is 
received (e.g., EMA, ESM). These biases are more likely to 
affect diary methods that cover longer periods (e.g., daily diaries 
or methods that ask for reports of events since the prior report), 
although the extent of such effects, which depends on the time 
gap, the questions being asked, and the nature of the events, is 
likely to be less than with traditional surveys. 

 Diary methods also have certain advantages over observa-
tional methods that sample a narrower range of behavior, such 
as laboratory observations of dyadic interaction. Although 
laboratory observations provide a videotaped record that, with 
considerable time and effort, can be coded from an independent 
and semi - objective perspective, the structured context of being 
observed by experts in a restrictive setting may elicit behavior 
that is unrepresentative of more natural, unstructured settings 
(Reis, 1994). (For example, participants in a laboratory obser-
vation typically cannot get up and turn on the TV, as they can 
during real - life conflicts.) Furthermore, observational studies 
rarely provide information about behavior in more than one or 
two contexts, whereas diary studies can be informative about 
multiple and diverse contexts, a key consideration for studies 
seeking to identify contextual determinants of behavior. 

  Types of Questions For Which Diary Methods Are 
Well Suited 

 Perhaps understandably, given their history, diary meth-
ods have had appeal for descriptive research. For example, 

diary methods have documented how people spend their 
time (Robinson  &  Godbey, 1997), with whom they social-
ize (Reis  &  Wheeler, 1991), what they eat (Glanz, Murphy, 
Moylan, Evensen,  &  Curb, 2006), and how often they feel 
bored (Csikszentmihalyi et al., 1977). Behavior descrip-
tion is an important, under - recognized and under - practiced 
component of theory development in social - personality 
psychology (Rozin, 2001, 2009). More than a half - century 
ago, Solomon Asch argued,  “ Before we inquire into origins 
and functional relations, it is necessary to know the thing 
we are trying to explain ”  (1952, p. 65). McClelland (1957) 
made a similar argument for personality theory, suggest-
ing that behavioral frequencies may be the best place for 
personality theorizing to begin. As Reis and Gable com-
mented,  “ to carve nature at its joints, one must first locate 
those joints ”  (2000, p. 192). 

 Nonetheless, social - personality psychologists are most 
likely to apply diary methods for testing theory - driven 
hypotheses in three different ways. First, diary methods 
can be used to evaluate alternative mechanisms thought to 
underlie an effect. For example, comparing three poten-
tial explanations for the observed correlation between 
trait neuroticism and distress, Bolger and Schilling (1991) 
reported the best support for the tendency of persons 
high in neuroticism to react more strongly to stressful 
circumstances. Second, diary studies can be used to distin-
guish competing predictions. An example is Wheeler and 
Miyake ’ s (1992) contrast of two plausible effects of mood 
on subsequent social comparison: cognitive priming, which 
predicts comparing upward, to better - off persons, and self -
 enhancement, which predicts downward comparison, to 
less - fortunate others. Upward comparison was better sup-
ported. Third, diary methods are particularly well suited to 
identifying conditions under which effects vary in strength 
or relevance (moderators). For example, solitary drinking 
is more likely on days with negative interpersonal experi-
ences, whereas social drinking is more likely on days with 
positive interpersonal experiences (Mohr et al., 2001). 

 Looking at the types of questions that diary methods can 
address in a somewhat different way, Bolger et al. (2003) 
described three types of research questions to which diary 
studies are suited: aggregating over time,modeling the time 
course,  and  examining within - person processes.  The first 
asks about persons over time and context and involves 
aggregating individual responses over multiple reports. 
Typically, this approach is meant to improve over methods 
that ask respondents to summarize their experience dur-
ing a timespan (e.g.,  “ How much have you socialized with 
others during the past two weeks? ” ), which are subject to 
retrospection, selection, and aggregation biases. Although 
diary designs sometimes seem like overkill for questions 
of this sort — asking people to repeatedly report a range of 
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experiences for the purpose of arriving at a single summary 
score — the substantial increase in data quality provides 
more than adequate justification for the effort. The oppor-
tunity for  “ data mining ”  — sorting through large amounts 
of data to ask more refined, more detailed, or alternative 
questions — is an additional tangible benefit. 

 Modeling the time course allows researchers to explore 
temporal and/or cyclical patterns in phenomena. Well -
 known among these patterns are diurnal (Clark, Watson,  &  
Leeka, 1989) and weekly (Reis, Sheldon, Gable, 
Roscoe,  &  Ryan, 2000; Stone, Hedges, Neale,  &  Satin, 
1985) cycles of affect, such that positive affect tends to be 
higher, and negative affect lower, in the early evenings and 
on weekends, respectively. Diary designs are also amena-
ble to identifying more complex trends (e.g., repeated  “ up 
and down ”  cycles, such as might be shown in a sine wave 
[Walls  &  Schafer, 2006]), longer intervals (e.g., seasons 
or years), dynamic models, or so - called  “ broken stick ”  or 
step - function models, in which the pattern of an outcome 
variable is discontinuous before and after a particular point 
(e.g., following a major life event, such as September 11 th , 
unemployment, or divorce). Analyses of this sort have 
been rare in social psychology. 

 The most widespread use of diary designs in social 
psychology falls into Bolger et al. ’ s (2003) third category, 
examining within - person processes. Such studies inves-
tigate  “ the antecedents, correlates, and consequences of 
daily experiences ”  (Bolger et al., 2003, p. 586) as well 
as, potentially, the processes underlying their operation. 
For example, studies have shown that high work stress is 
likely to lead to family conflict (Repetti, 1989) and that 
invisible support tends to yield better adjustment to 
stressors than visible support does (Bolger, Zuckerman, 
 &  Kessler, 2000). Many researchers construe this use 
of diary methods as the non - experimental equivalent of 
experimentation, inasmuch as the association between 
specified independent and dependent variables can be 
assessed. However, there is an obvious and important 
difference: Experiments involving random assignment 
of participants to conditions permit causal inference, 
whereas diary studies do not (although data analyses 
can rule out some alternative explanations, as described 
below). Conversely, a major advantage of diary meth-
ods is their ability to examine Person �   Environment 
(P �  E) interactions, or whether situational effects 
vary systematically for different kinds of persons. For 
example, low self - esteem persons respond to perceived 
relationship threats by distancing from their partners 
whereas high self - esteem persons respond to the same 
kind of threats by moving closer (Murray et al., 2003). 
By allowing researchers to track individual differences in 
response to variability in the natural environment, diary 

methods are ideal for studying P �  E effects of the sort 
first theorized by Lewin and since then endorsed, at 
least in the abstract, by nearly all social and personality 
psychologists (Fleeson, 2004; Funder, 2006). 

 Diary designs also have the important advantage of 
unconfounding between - person and within - person ques-
tions. Consider the hypothesis that perceived discrimination is 
associated with lower effort in achievement settings. This 
might be studied by characterizing a person ’ s experiences 
with discrimination (e.g., with a questionnaire) and relating 
those scores to measures of achievement - related effort. An 
alternative study might sample moments in a person ’ s life, 
assessing ongoing covariation between perceived discrimi-
nation and achievement - related effort. Although seemingly 
similar, these two hypothetical studies address indepen-
dent questions. The former study asks a personological 
question: Do persons who tend to perceive discrimination 
also exert differential effort in  achievement - related set-
tings? The latter study asks an experiential question: When 
discrimination occurs, do people respond with differential 
effort? Numerous theorists (e.g., Epstein, 1983; Gable  &  
Reis, 1999) have noted that these questions, and hence the 
nature of the processes that would explain their answers, 
differ fundamentally. In a more general way, Campbell 
and Molenaar (in press) argue that much of psychological 
 science erroneously assumes that intra - individual variation 
in response to time or context follows the same rules and 
mechanisms as inter - individual variation. They discuss 
what they see as a major reorientation in the field toward 
 “ person - specific paradigms, ”  capable of distinguishing 
these different levels of explanation. Diary methods are a 
powerful tool for any such reorientation.  

  Design and Methodological Issues in Diary 
Research 

 Like any research paradigm, diary methods require that 
researchers make choices guided by conceptual and practi-
cal concerns. Diary methods are flexible and can be tailored 
to the needs of an investigation. At the same time, planning 
and conducting research requires addressing inherent prac-
tical issues and limitations. Below we review some of the 
more important (and in some cases contentious) issues that 
have arisen in current practice. More detailed information is 
available in Christensen, Barrett, Bliss - Moreau, Lebo, and 
Kaschub (2003), Conner, Barrett, Tugade, and Tennen (2007), 
Reis and Gable (2000), or Christensen ’ s website,  http://
psychiatry.uchc.edu/faculty/files/conner/ESM.htm . Hektner 
et al. (2007) describe practical issues in the ESM in more 
detail, and Piasecki, Hufford, Solhan, and Trull (2007) 
describe the application of diary methods in  clinical 
 assessment. For a proposed list of methodological 
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 information to include in journal reports, see Stone and 
Shiffman (2007). 

  Designs 

 Choice among reporting protocols is generally based on 
two considerations: The research question and the relative 
frequency of the key phenomena. Wheeler and Reis (1991) 
described three major protocols: interval  - ,  signal  - , and  event -
 contingent  (see also Reis  &  Gable, 2000). Interval and 
signal are preferred choices when researchers are inter-
ested in  “ phenomena as they unfold over time ”  (Bolger 
et al., 2003, p. 588) or when the phenomena occur often. 
Studies that focus on specific events, especially rare events 
(e.g., major life events, drug use), are more likely to use 
event - contingent protocols. 

Interval - contingent  methods require reports at regular, 
predetermined times, so that the gap between successive 
reports is relatively constant. The most popular such sched-
ule is the daily diary, in which participants report on their 
experiences once a day, typically in the evening, before 
bedtime. This daily cycle is consistent with the importance 
of the day as a natural interval for organizing life activities, 
as well as circadian rhythms underlying certain biologi-
cal and psychological processes (e.g., DeYoung, Hasher, 
Djikic, Criger,  &  Peterson, 2007; Hasler, Mehl, Bootzin,  &  
Vazire, 2008). Other research has collected reports at sev-
eral fixed times during the day, such as thrice - daily (noon, 
dinnertime, and bedtime; Larsen  &  Kasimatis, 1991). 
Fixed intervals are particularly valuable for studies of 
time - sequences and temporal cycles, in which repetitive, 
constant, or precisely timed intervals are helpful or essen-

tial (e.g., day - of - the - week effects or the time - bound impact 
of activities, such as meals or afterschool activities). 

Signal - contingent  protocols prompt participants to 
report their experiences at the moment of receiving a 
signal, usually delivered by pagers, cell phones, or prepro-
grammed devices (e.g., palmtop computers, watches). As 
a rule, signaling schedules are random and unpredictable 
within predetermined blocks of time, so that a fixed num-
ber of prompts are sent each day (often, but not necessarily, 
around 10). Randomness is key: Because the data presum-
ably represent a random sampling of daily experiences, 
researchers receive non - selective, unbiased estimates of 
the distribution and quality of daily activities, affects, and 
cognitions. Non - random signals might be skewed toward par-
ticular kinds of experiences, and predictability would allow
participants to alter their activities shortly before signal. 
Signal - contingent methods also typically demand that 
participants report their experiences right at the moment 
of signal, with little or no delay, to support the claim 
that they represent  “ real - time data capture ”  (Stone 
et al., 2007) without functional retrospection bias. 

Signal - contingent protocols are limited in their ability 
to capture rare, occasional, or fleeting events, for which 
event - contingent  protocols are better suited. When events 
are rare or short - lived, random signals are unlikely to sam-
ple a sufficient number, especially when researchers wish to 
compare different subtypes of those events. Thus, instruc-
tions may ask participants to record their experiences 
whenever a target event occurs. Examples include social 
interactions lasting 10 minutes or longer (Wheeler  &  Reis, 
1991), conflicts among adolescents (Jensen - Campbell  &  
Graziano, 2000), ostracism (Williams, 2001), sex 
(Birnbaum et al., 2006), smoking (Moghaddam  &  Ferguson, 
2007), alcohol consumption (Mohr et al., 2001), altruistic 
thoughts and behavior (Ferguson  &  Chandler, 2005), social 
comparisons (Wheeler  &  Miyake, 1992), prejudice and 
discrimination (Swim, Hyers, Cohen,  &  Ferguson, 2001), 
and stressful events (Buunk  &  Peeters, 1994). To avoid 
bias, event - contingent protocols must unambiguously 
define the types of events to be reported, and participants 
must do so when those events occur. Alternatively, a recent
technological innovation uses sensors embedded within 
a recording device to detect certain events (for example, 
an accelerometer to monitor activity levels) and signal the 
respondent to provide a report (Choudhury et al., 2008).  

  Delivery Systems 

 The earliest ESM studies, reflecting that era ’ s tech-
nology, used pagers to prompt participants to com-
plete paper - and - pencil records. Since then, advances in 
microprocessing technology have enabled many more 
sophisticated systems for collecting diary data. One of 
the earliest developments relied on digital watches, which 
could be preprogrammed to deliver on schedule a week 
or more ’ s worth of signals, although paper - and - pencil 
reports were still required (Delespaul, 1992). A more 
important advance came from Personal Digital Assistants 
(PDAs, such as palmtop computers), which allowed 
researchers to signal participants, collect responses, and 
branch to different question sets depending on what the 
participant is doing at the time (Barrett  &  Barrett, 2001). 
Several websites provide or describe programming for 
such devices, at least one of which, developed by Lisa 
Feldman Barrett and Daniel Barrett with National Science 
Foundation support, is free ( www2.bc.edu/ ̃  barretli/esp ). 
Relative to paper - and - pencil, PDAs offer the advantage 
of verifying the time of the participant ’ s response (which 
can then be compared to the schedule to assess fidelity, 
as described below) and can also record the reaction time 
or duration of responding for particular questions. On the 
other hand, PDAs are costly, breakable, stealable, and can 
be difficult,  inconvenient, or intrusive for some partici-
pants (e.g., with elderly or less tech - savvy samples) and in 
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some  circumstances (e.g., when participants are in classes 
or meetings). Some researchers have created specialized 
or proprietary devices that can be programmed to accom-
modate particular circumstances (e.g., Invivodata Inc). 
A relatively recent and promising development uses cell 
phones in this manner (Collins, Kashdan,  &  Gollnisch, 
2003). Downloadable software for using cell phones to 
conduct context - aware experience sampling can be found 
at  http://myexperience.sourceforge.net . 

 The regularity of interval - contingent protocols permits 
use of dedicated Internet sites for data collection. These 
tend to be appropriate when participants have easy Internet 
access (e.g., college students), and the scheduled timing of 
reports is consistent with this access (e.g., end of the day, 
when participants are at home). Internet data collection 
verifies the time of reporting and has the further advantage 
of allowing researchers to monitor compliance in real time, 
so that noncomplying participants can be contacted imme-
diately. A conceptually similar low - tech approach involves 
a telephone call to participants at each prearranged time 
and having an interviewer ask questions and record answers 
(Wethington  &  Almeida, in press). Verification of the time 
of report is particularly important when researchers wish 
to synchronize diary reports with other ambulatory mea-
sures, such as physiological data. For example, one study 
examined covariation in cardiac function and emotional 
experience at randomly selected moments over 3 days 
(Lane, Reis, Peterson, Zareba,  &  Moss, 2008). 

 The benefits of electronic data collection methods not-
withstanding, many researchers (including us) still see an 
appropriate role for paper - and - pencil diaries. When elec-
tronic methods are not needed to deliver random signals 
or varying protocols, and when the need to verify com-
pliance is either not great or otherwise achievable (see 
below), paper - and - pencil diaries (e.g., in booklet form) are 
convenient, easy, accessible, user - friendly, and minimally 
burdensome, all significant advantages when people are 
asked to report repeatedly in a personal way on their activi-
ties, thoughts, and feelings. We therefore recommend that 
the choice of delivery systems take into account both the 
needs of the research and the likely experience of partici-
pants when using that system.  

  Fidelity 

 Because the rationale for diary studies depends on timely 
reporting, controversy exists about whether participants can 
be trusted to comply with these schedules in the absence 
of verification. This controversy was made prominent in 
an important study comparing compliance among partici-
pants using an electronic diary, which overtly recorded 
the time of response, with paper diaries contained in 
a logbook that surreptitiously recorded openings and 

closings3   (Stone, Shiffman, Schwartz, Broderick,  &  
Hufford, 2002). About 94% of the electronic diaries were 
compliant with the reporting schedule, but only 11% of the 
paper responses. A further problem was that the vast major-
ity of the paper - condition participants claimed (apparently 
falsely) that they had been compliant. Chief among the fac-
tors that may contribute to noncompliance is hoarding : the 
tendency to complete multiple records at one time, such as 
shortly before collection by researchers. 

 Most published research either cannot or does not verify 
compliance, although diary researchers would likely agree 
that noncompliance varies across studies, contexts, and per-
sons. Nevertheless, subsequent studies have suggested that 
the problem of noncompliance may not be as pandemic as 
Stone et al. indicate. For example, three studies reported 
by Gaertner, Elsner, Pollmann - Dahmen, Radbruch, and 
Sabatowski (2004) indicate that noncompliance is far less 
common than Stone et al. report, a conclusion similar to 
that of Tennen, Affleck, Coyne, Larsen, and DeLongis, 
who state,  “ in six separate studies, we found almost no 
evidence of hoarding ”  (2006, p. 115). To social psycholo-
gists, a more important question than the frequency of 
noncompliance is the question of impact. In this regard, 
Green, Rafaeli, Bolger, Shrout, and Reis (2006) conducted 
extensive analyses, concluding that paper diaries (which 
could not be verified) and electronic diaries (which could 
be verified) yielded psychometrically equivalent data and 
findings. A similar conclusion follows from another study 
comparing electronic and paper pain diaries (Gaertner 
et al., 2004). 

 Perhaps more than with most methods, we see fidelity 
as a matter of participant motivation: Diaries are often bur-
densome, and they require that participants regularly and 
reliably invest a significant amount of time and attention 
to describing their experiences. Client motivation affects 
patient compliance with self - reporting protocols in behav-
ior therapy research (Korotitsch  &  Nelson - Gray, 1999). 
For this reason, many diary researchers emphasize the 
importance of developing a collaborative, trusting rela-
tionship with participants. It is unlikely that the fact of 
monitoring or the method of administration — e.g., using 
a PDA that records time of response — will resolve most 
issues of noncompliance. For example, if participants are 
busy, have misplaced their PDA, become reactive to the 
suggestion that they cannot be trusted, feel that the protocol
is difficult or unpleasant, or do not feel enough commit-
ment to the research project to prioritize timely recording, 
noncompliance rates may be high. (Simply eliminating 

3 An unfortunate confound in this study is that there were also 
other differences between conditions.
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persons or reports exceeding some compliance criterion 
may introduce nonrandomness, a potentially important 
problem.) Furthermore, even near - immediate reports are 
not free of memory - related distortion (Takarangi, Garry, 
 &  Loftus, 2006). For these reasons, researchers should 
take steps to minimize the motivation and opportunity 
for noncompliance rather than emphasizing monitoring. 
When objective verification is desired, PDAs or Internet 
sites routinely record time of response. Compliance can 
be monitored with paper diaries, such as with a portable 
secure (unalterable) time - stamping device or, for daily dia-
ries, by requiring that data be handed in or mailed each 
day. Postmarks might also be used as an admittedly imper-
fect variant of the bogus pipeline  (a technique for reducing
response bias whereby research participants are led to 
believe that researchers have access to their true feelings 
or attitudes) for encouraging and monitoring compliance 
(Tennen et al., 2006).  

  Reactivity 

 Researchers sometimes worry that the process of 
 diary record - keeping may alter participants ’  experiences 
and reports. Hypothetically, any of several effects are 
 feasible. Self - monitoring might enhance awareness of 
personal behavior — for example, eating or work habits — 
motivating participants to pursue change. Self - awareness 
may reduce the intensity of affective states (Silvia, 2002) 
and introspection about traumatic events may facilitate 
healthy cognitive reorganization (Pennebaker, 1997). 
Habituation or response decay over time might lead to 
 stereotyped, non - thoughtful responding. Knowledge about a 
 phenomenon — for example, which circumstances seem to be 
associated with memory loss — might develop as participants
reflect on their personal experiences with it. Anticipation of 
a diary report might even cause participants to modify their 
behavior. For example, asking people about their intent to 
engage in certain behaviors increased the  frequency of those 
behaviors in three nondiary studies (Levav  &  Fitzsimons, 
2006). Similarly, participants might avoid undesirable or 
illegal activities, or circumstances that will be effortful to 
describe, lest they have to inform researchers about those 
activities.

 Although little research has investigated these possi-
bilities, what research there is suggests minimal problems. 
Some studies report little effect of repeated responding 
(e.g., Hufford, Shields, Shiffman, Paty,  &  Balabanis, 2002), 
whereas other studies have found small effects as a func-
tion of the number of required reports (Mahoney, Moura  &  
Wade, 1973) or the obtrusiveness of the recording process 
(Kirby, Fowler  &  Wade, 1991). The process of recording 
healthy habits had no discernible effects on enactment 
of those habits (Conti, 2000), nor did keeping diaries of 

marital conflicts for 15 days alter spouses ’  behavior on 
a videotaped conflict - resolution task (Merrilees, Goeke -
 Morey,  &  Cummings, 2008). Similarly, momentary reports 
of mood collected several times a day did not enhance later 
recollection of those moods (Thomas  &  Diener, 1990). 
And, although a sample of treated alcoholics claimed 
becoming more aware of their drinking patterns after taking
part in a signal - contingent protocol, few actual differences 
were observed (Litt, Cooney,  &  Morse, 1998). 

 These reassuring findings notwithstanding, the poten-
tial for reactivity problems suggests the need for  caution 
in designing protocols, minimizing factors that may 
adversely affect participants ’  willingness to be thoughtful 
and  specific (e.g., asking too many similar questions; insensi-
tivity to interference with normal activities; running studies 
for unnecessarily lengthy periods). Analyses should also 
routinely examine data for signs of response stereotypy 
or carelessness, or for changes in the nature and pattern 
of responses from early and late records (e.g., comparing 
week - 1 and week - 2 means and variances in a two - week 
diary study; see Green et al., 2006, for examples). Finally, 
we concur with others (e.g., Bolger et al., 2003; Gable  &  
Reis, 2000; Rafaeli, 2009) who have called for further 
research into reactivity effects. Such research would have 
methodological benefits, and would shed light on the role 
of self - monitoring and awareness in everyday experience.  

  Data Analytic Considerations 

 Diary data represent an analytic challenge for two reasons. 
Statistically, diary data are nested within individuals (and 
often individuals are nested within higher - order units, such 
as couples, classrooms, or work groups), so that repeated 
observations are not independent (Kenny, Kashy,  &  Bolger, 
1998). Furthermore, as with most time - series data, vari-
ables in one report are likely to be correlated with prior 
reports, creating autocorrelation,  which must be consid-
ered in data analyses. Conceptually, because researchers 
using diary methods are usually interested in something 
more than a count of the total number of stressful events 
or the mean level of intimacy across all social interactions, 
at the least simple aggregation underutilizes effortfully 
collected, potentially informative data. 

Multilevel models  have become the standard method of 
analysis, allowing researchers to examine both between -
 person and within - person processes (that is, variation 
within person as a function of time or conditions), as well 
as their interaction. Although under certain circumstances 
multilevel analyses can be conducted with traditional 
methods (e.g., repeated - measures analysis of variance),
maximum - likelihood estimation is more common. 
Maximum - likelihood methods (e.g., Hierarchical Linear 
Modeling [Bryk  &  Raudenbush, 1992]) provide more 
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accurate estimation of population values, especially when 
the number of records varies from one person to the next 
and when random effects are considered more appropriate 
than the usual fixed effects. Excellent discussions of these 
analytic methods are available elsewhere (e.g., Bolger 
et al., 2003; Nezlek, 2003; Schwartz  &  Stone, 1998; Walls 
 &  Schafer, 2006; West  &  Hepworth, 1991), so we do not 
discuss them here. 

 Given the possibility of carryover from one report to 
the next, researchers often analyze a given criterion vari-
able by controlling for the prior report ’ s value of that vari-
able — for example, by examining today ’ s affect controlling 
for yesterday ’ s affect. This is commonly done in either of 
two ways, as shown in Figure  3.2 , and their implications 
differ significantly, although the choice is rarely explicit. 
The first method, prospective prediction, involves analyz-
ing the  outcome variable on a given day t  as a function of 
the predictor and outcome on the prior day, t – 1.  The sec-
ond method, contemporaneous change, looks at covariation 
between outcome and predictor on a given day t  controlling 
for the outcome on the prior day  t – 1.  The major rationale for 
prospective prediction concerns inferences about causal prior-
ity. By predicting outcomes from both prior - day variables, 
reverse causality — that the outcome is causally responsible 
for the predictor — is rendered implausible. In other words, 
and similar to the logic of prospective prediction in longi-
tudinal studies, because the partialled predictor at time t – 1
shares no common variance with the outcome yet tempo-
rally precedes the outcome at time t,  it plausibly exerts a 
causal effect on the outcome. For example, this method 
has been used to establish that daily events are more likely 
to be causally responsible for daily affect than the reverse 
(Gable, Reis,  &  Elliot, 2000). On the other hand, because 
in the contemporaneous change model outcome and predic-
tor are assessed simultaneously, causal priority cannot be 
ascertained. However, controlling for the prior t – 1  outcome 
variable removes carryover effects so that whatever asso-
ciations are obtained result from that moment or  interval, 
rather than prior moments or intervals. 

 Although prospective prediction has clear advantages, 
there is a potential downside: The effects of the predictor 

variable must be durable enough to persist from reports at 
t – 1  to reports at  t.  This seems more likely in designs where 
assessments are separated by relatively small  intervals (e. g., 
ESM, EMA). In the common daily diary designs, prospec-
tive prediction requires that effects endure from one day 
to the next, a relatively tenuous assumption for many 
 phenomena, given that a full day ’ s worth of  activity, as 
well as the restorative effects of sleep, intervene. It follows 
furthermore that in the absence of intervening events, the 
contemporaneous change model provides a more accurate 
estimate of the association between outcome and predictor. 
For this reason, contemporary change models are prefer-
able in certain instances, their greater inferential ambiguity 
notwithstanding. The choice of analytic models, therefore, 
should be based on the researcher ’ s goals. 

 Although social psychologists have been quick to adopt 
diary methods for examining processes within persons, 
they have been slow to use these methods for investigat-
ing more complex temporal patterns. For example, one 
might use spectral analysis to examine the periodicity 
(frequency and amplitude of repetitive cycles) of various 
phenomena, such as mood, over the day (Larsen, 1987) 
or week (e.g., the day - of - the - week effect; Reis et al., 
2000), or in response to major life events (e.g., bereave-
ment). Investigating the natural life cycle of phenomena 
such as conflict, instances of ostracism or discrimination, 
affective forecasts, or persuasive appeals, and accounting 
for variability in these cycles as a function of situational 
factors and individual differences is a fertile opportunity for 
expanding social psychological knowledge. Another type 
of analysis exploits the repeated sampling of diary designs 
by using temporal models to specify processes that con-
tribute to continuity and discontinuity in social behavior 
over time. In this regard, Fraley and Roberts (2005) pro-
pose different statistical models that contribute to longitudi-
nal  stability — that is, to a high test - retest correlation — in 
 personality characteristics over the life course. These mod-
els can also be used to better understand stability in social -
 psychological phenomena over shorter intervals.  

  Diary Research with Couples and Families 

 Diary methods, especially daily diaries, have become par-
ticularly popular among researchers who study couples and 
families. All of the advantages of diary methods discussed 
earlier apply to couples and families; additionally, diary 
methods allow researchers to study interactive processes 
(e.g., family conflict, intimacy) as they unfold in interde-
pendent social units and also to identify contextual and 
dispositional factors that moderate their impact (e.g., work 
stress, self - esteem). For example, one partner ’ s feelings of 
vulnerability may engender behavior that contributes to 
the other partner ’ s dissatisfaction with the relationship, a 
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 Figure 3.2 Two Kinds of Temporal Comparisons in Diary 
Designs.
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process that is exacerbated when the vulnerable partner is 
high in rejection sensitivity or low in self - esteem (Downey, 
Freitas, Michaelis,  &  Khouri, 1998; Murray et al., 2003). 

 Conducting diary research with couples and families 
generally necessitates that partners do not discuss their 
responses and that they keep their reports confidential from 
each other. Confidentiality is important because partners 
might well be reluctant to report certain behaviors (e.g., 
violence, infidelity, sources of dissatisfaction) if there was 
even a slim chance that their partners might see their reports. 
Privacy can be difficult to ensure with standard delivery 
systems, so that dedicated systems are preferred (e.g., cell 
phones or PDAs that do not store responses locally or that 
are password - protected). The former is particularly impor-
tant when comparisons of partners ’  perspectives are of 
interest, as in the example of studies that examine the rela-
tive impact on daily affect and relationship well - being of 
shared and differing perspectives about everyday couple 
interaction (Gable, Reis,  &  Downey, 2003). At the same 
time, couple and family researchers coordinate reporting 
schedules so that all parties provide reports at the same 
time or following the same events. Otherwise, one would 
not know if divergence reflected differing perspectives on 
the same interaction or whether different interactions were 
being described. 

 Couple and family data require special methods of 
 analysis to manage interdependence (Kenny, Kashy, 
 &  Cook, 2006), and multilevel analyses of diary data 
are no exception. The couple/family adds an additional 
level of nesting to such analyses (repeated reports are 
nested within individuals, whose responses are nested 
within the couple or family), and some researchers pre-
fer to analyze these data as three - level hierarchical mod-
els. Nevertheless, there are both practical and statistical 
 reasons to consider using two - level models, using a tech-
nique introduced by Raudenbush, Brennan, and Barnett 
(1995) and recently described by Laurenceau and Bolger 
(2005). This method takes advantage of the fact that part-
ners are distinguishable — for example, one is husband and 
one is wife — so that predictor variables representing both 
of them can be included in the same level of analysis.    

  AMBULATORY ASSESSMENT 

 The term  ambulatory assessment  refers to the use of 
mechanical or electronic devices to record information 
about an individual ’ s activity, circumstances, or states 
within ordinary daily life.  4   First developed for medical 
purposes — specifically, monitoring of blood pressure and 
cardiac function over the course of normal activity — with 
the increasing complexity and miniaturization of digital 

technology, ambulatory methods have become exponen-
tially more useful and adaptable to research. In this sec-
tion we briefly review the application of these methods to 
social psychology. Fahrenberg and Myrtek (2001) provide 
a more general review. It bears noting that most researchers 
include momentary self - report methods, such as ESM and 
EMA, under the general heading of ambulatory assessment. 
This chapter has not followed that convention because 
ESM and EMA are used primarily for self - reports, whereas 
the methods reviewed in this section are non - self - report. 
Non - self - report ambulatory methods can also be combined 
with ESM and EMA, as several examples below show. 

 The main rationale for ambulatory assessment is the 
same as that discussed earlier for diary methods: To pro-
vide detailed data about variables of interest within their 
natural, spontaneous context. By applying this approach to 
behavioral (i.e., not self - reported) data, researchers  capitalize 
on the advantages of non - laboratory assessment — 
external validity, repeated, contextually sensitive data —
 while avoiding the pitfalls of self - reports (Stone et al., 
2000). Ambulatory measures are particularly useful for 
assessing processes that operate outside of awareness, 
which cannot be self - reported. Currently available ambu-
latory methods include tools for assessing physiological 
processes, location and activity, speech, and features of the 
ambient  environment. How this is done varies markedly. 
Ambulatory measures can be obtrusive (e.g., blood pressure 
monitors) or unobtrusive (e.g., sound recording devices, 
motion sensors), and they can be self - contained (e.g., 
PDAs) or telemetric (devices that transmit data remotely, 
such as by using mobile phone technology). As modern 
technology has expanded the range of what is possible, 
more and more sophisticated gadgets and gizmos have been 
designed with significant potential for behavioral science 
research (Goodwin, Velicer,  &  Intille, 2008). Application of 
these tools in theory - oriented research programs has been 
variable, with some gaining immediate favor and others 
awaiting adoption. This variability reflects several practi-
cal considerations — cost, ease of use, adaptability to par-
ticular circumstances, involvement of social psychologists 
in development and dissemination — as well as a more 

4 Many researchers include ESM and EMA in the general cat-
egory of ambulatory assessment methods, because many of the 
same methodological and conceptual principles mentioned here 
also apply to ESM and EMA. We do not follow that convention 
for two reasons. First, common practice in social psychology 
uses ESM and EMA in much the same manner as other diary 
methods. Second, the data collected with ESM and EMA are self-
reports of experiences, thoughts, and feelings, much like diary 
data, whereas we limit the discussion of ambulatory assessment 
methods to direct recording of non-self-report data.
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 fundamental question: Researchers need to imagine how a 
new method can enhance the informativeness of their work. 
In some instances, technological advances offer relatively 
small potential for theoretical advances, whereas in other 
instances, these advances may have potential to dramati-
cally improve the quality and relevance of findings. In still 
other instances, a new device may open an entirely new 
area to social - psychological research. 

 Below we describe four examples — two established, two 
novel — with particular relevance to social psychology. 

  Ambulatory Cardiovascular Monitoring 

 Ambulatory blood pressure monitoring for medical pur-
poses is now commonplace, as research showed that 
blood pressure recordings taken in the individual ’ s  normal 
 environment were better indicators of cardiovascular risk 
than office - based assessments (e.g., White, Schulman, 
McCabe, Holley,  &  Dey, 1989). Cardiovascular reactivity 
has long been considered an important marker of stress, and 
more particularly of whether stressful circumstances are 
appraised as threatening or challenging (Blascovich, 2000). 
Combining these two principles suggests that ambulatory 
cardiovascular monitors would provide  better indications 
of the impact of social - personality factors on cardiovas-
cular function than laboratory assessments. For example, 
trait negative affects (depression, anger, neuroticism) pre-
dict higher blood pressure in daily life (Ewart  &  Kolodner, 
1994; Raikkonen, Matthews, Flory, Owens,  &  Gump, 
1999). In a related vein, lonely people tend to be higher 
than non - lonely persons in total peripheral resistance, a 
physiological indication of threat responses (Hawkley 
et al., 2003). 

 If ambulatory measurements are combined with event 
records (such as daily diaries), within - person changes to 
social - psychologically relevant events can be assessed. 
Thus research has shown that the association between 
trait negative affectivity and blood pressure  elevation 
is stronger in the classroom than in other settings 
(Ewart &  Kolodner, 1994), and that New York City traffic 
 enforcement officers experience higher blood pressure than 
baseline when engaging in unpleasant communications 
with the public (Brondolo, Karlin, Alexander, Bobrow,  &  
Schwartz, 1999). Similarly, momentary negative moods 
elevated both systolic and diastolic blood pressure among 
optimists to approximately the same levels characteristic 
of chronically negative people (Raikkonnen et al., 1999). 

 Ambulatory cardiovascular monitors have become 
increasingly sophisticated and are now capable of  recording 
more than blood pressure and vascular resistance. For 
 example, Holter monitors can continuously record cardiac 
activity (much like an office ECG) for periods as long as 24 

hours. Using a sample of individuals with Long QT  syndrome 
(a genetically based disorder that puts affected individuals at 
risk for sudden cardiac death), Lane et al. (2008) found that 
positive emotion was associated with shortening of the Q - T 
interval, lessening the risk of cardiac events. 

  Electronic Recording of the Acoustic Environment 

 Observational researchers sometimes fantasize about 
implanting recording devices on the person of a research 
participant so as to obtain an objective account of everything 
they do. The Electronically Activated Recorder  (EAR), 
developed by Pennebaker and colleagues (Pennebaker,
Mehl, Crow, Dabbs,  &  Price, 2001), represents a first, less 
megalomaniacal step in that direction. The EAR is a por-
table audio recorder that unobtrusively switches on and off 
at random or regular intervals, providing samples of the 
acoustic environment as participants go about their daily 
activities. Participants cannot tell when the device is record-
ing, allowing researchers an opportunity to unobtrusively 
observe even relatively subtle sounds. For example, in sev-
eral studies, the EAR switched on for 30 seconds every 
12.5 minutes, yielding about 70 samples per person per day, 
which contain about 35 minutes worth of recordings (Mehl, 
Vazire, Ramirez - Espinosa, Slatcher,  &  Pennebaker, 2007). 
Most commonly, researchers have used the EAR to sample 
spoken language (i.e., verbal content and linguistic styles, 
which can be transcribed and analyzed via manual content 
analysis or text - analysis software), but it can also be used to 
describe the acoustic environment in other ways; for exam-
ple, what sorts of interactions or activities are taking place 
(Mehl  &  Pennebaker, 2003a). An added benefit is that EAR 
transcriptions are easily archived for subsequent reanalysis 
as new hypotheses emerge. 

 The EAR has been used in social psychology in several 
ways. One analysis reported simple word frequencies from 
six studies, concluding that the popular stereotype that 
women are more talkative than men is unfounded (Mehl 
et al., 2007). Men and women both used about 16,000 
words per day — with large individual differences but no 
evidence of a sex difference (the least talkative person used 
695 words, the most talkative 47,016 words). A study fortu-
itously begun just before the events of September 11, 2001, 
found that a relative preponderance of dyadic over group 
interactions fostered success coping (Mehl  &  Pennebaker, 
2003b). The EAR has also been used to obtain a measure 
of the frequency of different behaviors (e.g., talking on the 
telephone), which were then used as objective criteria for 
comparing the relative accuracy of self - ratings and other -
 ratings of behavior (Vazire  &  Mehl, 2008). (Close  others 
were often as accurate as the self, although these two
perspectives were often independent.)  
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  Activity Monitoring 

Accelerometers  are small devices used for detecting 
acceleration and changes in gravity - related forces (recent 
wireless versions are called wockets). They are prob-
ably most familiar to social psychologists in iPhones 
and iPods, but researchers can also use them for sensing 
movement and activity patterns. Some researchers use 
accelerometers to provide objective accounts of sedentari-
ness. For example, TV - watching was inversely related to 
general activity levels in one study (Hager, 2006), and in 
another, autonomous motivation for exercise predicted the 
frequency of moderate - intensity exercise (Standage, 
Sebire,  &  Loney, 2008). Accelerometers are also popular 
in sleep research. For example, the Actigraph is a rela-
tively inexpensive wristwatch - like sensor that identifies 
and stores objective information about physical motion, 
yielding data that is highly correlated with more expen-
sive and intrusive sleep lab polysomnography (deSouza 
et al., 2003). Accelerometer readings can also be used with 
activity recognition algorithms to identify unique motion -
 activity patterns, such as walking, eating, working on a 
computer, gesturing, and talking on the telephone, which, 
once identified, might generate a signal to participants to 
record event - contingent ratings about their thoughts and 
feelings (Choudhury et al., 2008). 

 Although accelerometers are rare in social - personality 
psychology, they seem useful for examining hypotheses 
about the relationship between activation level and mood, 
or about movement and activity patterns associated with 
individual differences, for describing patterned responses 
to social stimuli (e.g., freezing or fleeing a fearful stimu-
lus, orienting one ’ s body toward or away from a potential 
interaction partner), or for determining whether social 
interaction partners synchronize their movement. They 
are also likely to be helpful in applications of social psy-
chological theories to health, where objective accounts of 
activity levels are desired.  

  Location Mapping 

 Global positioning systems (GPS) have become highly 
precise, capable of identifying a person ’ s location within 
a foot or so. Moreover, this technology is readily avail-
able. Pentland notes that  “ the majority of adults already 
carry a microphone and location sensor in the form of a 
mobile phone, and that these sensors are packaged with 
computational horsepower similar to that found in desk-
top computers ”  (2007, p. 59). Location can be informative 
for social - psychological research. For example, location 
readings might be used to identify behavior settings of 
research interest, such as schools, work, or nature, which, 

when entered, might trigger requests for self - reports of 
thought or affect. Intille (2007) refers to this as context -
 sensitive EMA.  Another intriguing possibility would use 
location sensors to keep track of social network mem-
bers ’  proximity to one another. Proximity creates oppor-
tunities for interaction, a venerable topic in interpersonal 
attraction research, but as yet no studies have examined 
systematically how physical presence leads to interaction. 
For example, family members might each carry with them 
a small badge containing a sensor that would continuously 
transmit location information to a central computer. These 
records could be combined to describe proximity among 
family members, co - workers, friends, or caregivers and 
care recipients. Continuous real - time records of this sort 
are ideally suited for data - intensive analytic methods, 
such as dynamic modeling of social influence processes 
(Mason, Conrey,  &  Smith, 2007).   

  TRACE MEASURES 

 Some social behaviors, attitudes, cognitions, and emotions 
leave physical traces in their wake. Bumper stickers on 
cars, political buttons pinned to overcoats, and posters of 
icons pinned to bedroom walls are all used to convey ele-
ments of attitudes, values, and identity to others. The fact 
that some phenomena leave residue in the physical envi-
ronment raises the possibility of assessing psychological 
phenomena by examining the physical traces they 
produce.

 Perhaps the most ambitious and wide - reaching effort 
to understand behavior from physical traces was William 
Rathje ’ s garbage project. Rathje reasoned that just as 
archeologists use ancient refuse to learn about the  behavior 
of people who lived many millennia ago, he too could 
use modern - day garbage to get insight into contemporary 
behavior. Thus, in 1973 he founded the garbage project 
at the University of Arizona with the goal of using refuse 
to understand contemporary patterns of consumption. In 
contrast to traditional studies, which had relied on ques-
tionnaires, surveys, government documents, or industry 
records, the garbage project was grounded in hands - on 
sorting of quantifiable bits and pieces of garbage. Instead 
of self - reports, the  “ garbologists ”  made inferences about 
consumer behavior directly from the material realities peo-
ple left outside their houses. The investigators often found 
discrepancies between the answers given in self - reports 
and those provided by their refuse analyses. For example, 
in one study,  “ front door ”  interview data suggested beer 
consumption occurred in only 15% of the homes and was 
no higher than eight cans per week, whereas  “ back door ”  
garbage analyses revealed that beer was consumed in 77% 
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of the homes, with 54% of them exceeding the supposed 
maximum of eight cans (Rathje  &  Hughes, 1975). In addi-
tion to fresh sorts of garbage bags left outside houses, the 
garbage project researchers also examined other sources, 
such as  “ core samples ”  drilled out from deep inside 
landfills.

 At a very broad level, all trace measures rely on the pro-
cesses of either erosion or accretion (Webb et al., 1981). 
A classic and widely cited example of erosion came from 
staff at the Chicago Museum of Science and Industry, who 
noticed that the floor tiles in front of the hatching chicks 
exhibit had to be replaced more frequently than those in 
front of other exhibits, providing an index of the relative 
popularity of different exhibits. Staying in the museum 
context, Webb et al. suggest that accretion measures too 
could be used to track the popularity of exhibits with glass 
fronts by counting the numbers of nose - prints on the glass, 
even making estimates of the ages of the viewers from the 
heights of the prints. 

 Building on this tradition, the personal environments 
that individuals craft around themselves, such as offices and 
bedrooms, could be rich with information about the occu-
pants (Gosling et al., 2002). It seems likely, for example, 
that the pictures a person selects to hang on her walls, the 
books she chooses to read, and the way she arranges 
the items that fill the space around her all reflect aspects 
of her attitudes, behaviors, values, and self - views. Three 
 different mechanisms can be delineated by which people 
can have an impact on the environments around them and, 
in turn, how physical environments can serve as reposito-
ries of individual expression (Gosling et al., 2002; Gosling, 
Gaddis,  &  Vazire, 2008). Broadly, people alter their spaces 
for three reasons: They want to affect how they think and 
feel, they want to broadcast information about themselves, 
and they inadvertently affect their spaces in the course of 
their everyday behaviors.   

Thought and Feeling Regulators.  Personal environments 
are the contexts for a wide range of activities, ranging 
from relaxing and reminiscing to working and playing. 
The effectiveness with which these activities can be ac-
complished may be affected by the physical and ambient 
qualities of the space. It can be hard to relax with a lot of 
noise around and it is difficult to concentrate when sur-
rounded by distractions. Specific memories, thoughts, 
and emotions can be evoked by mementos and photos 
of people, pets, and places. As a result, many items 
within an environment owe their presence to their abil-
ity to affect the feelings and thoughts of the occupant. 
Elements used to regulate emotions and thoughts could 
include the music on an iPod (e.g., upbeat music to get 
a person pumped up for a night on the town),  keepsakes 

•

on the windowsill (e.g., a twig from a tree once planted 
with an uncle who has since passed away), and pho-
tos of family on the refrigerator (e.g., images of an 
absent grandparent to evoke feelings of belonging and
security).
Identity Claims.  One of the ways in which people make 
spaces their own is by adorning them with  “ identity 
claims ”  — deliberate symbolic statements about how 
they would like to be regarded (Baumeister, 1982; 
Swann, 1987; Swann, Rentfrow,  &  Guinn, 2003). 
Posters, awards, photos, trinkets, and other memen-
tos are often displayed in the service of making such 
statements. Such signals can be split into two broad 
categories: Self - directed identity claims are symbolic 
statements made by occupants for their own benefit, 
intended to reinforce their self - views (e.g., displaying 
a fountain pen awarded in a high - school science fair). 
Other - directed identity claims are symbolic statements 
(e.g., displaying a poster of Malcolm X) about attitudes 
and values made to others about how one would like to 
be regarded. 

 Identity claims consist of things individuals do 
deliberately to their spaces, even if the occupants do 
not direct conscious attention to the psychological goals 
underlying their actions; thus, even if taping a humorous 
article from the satirical newspaper, The Onion,  to one ’ s 
offi ce door is driven by the goal of projecting a quirky 
nerdy cynical persona to others, it is likely that the 
occupant will experience the motive as  “ I just thought it 
was funny. ”  Of course, some identity claims are made 
deliberately, but that does not mean they are disingenu-
ous; self - verifi cation theory suggests that people make 
many of these claims not to create a false impression 
but to induce others to see them as they genuinely see 
themselves (Swann, this volume; Swann et al., 2002). 
Nonetheless, it is still possible that some claims are made 
with the explicit intention of fooling others (e.g., falsely 
claiming to admire a rock band with street credibility by 
wearing the band ’ s logo on a t - shirt). Of course, there 
are numerous obstacles to pulling off a successful ruse 
(Gosling, 2008).  
Behavioral Residue.  Many behaviors leave some kind 
of discernible residue in their wake. Given that large 
 quantities of behavior occur in personal environments, it 
is reasonable to suppose that these  environments might 
accumulate a fair amount of residue. Interior  behavioral 
residue refers to the physical traces in an  environment 
of activities conducted within that space (e.g., an 
 organized desk). Exterior  behavioral residue refers to 
remnants of past activities and material preparations 
for activities that will take place  elsewhere (e.g., a 
snowboard).

•

•
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 The elements in people ’ s spaces are psychologically 
interesting phenomena in their own right but they can also 
be used to measure occupants ’  behaviors, attitudes, values, 
goals, and self - views. For example, cohabiting couples 
may use jointly acquired objects to signal things to oth-
ers about their couple identity (e.g., prominently displayed 
honeymoon photos) or to remind themselves of special 
moments together (e.g., pebble from a beach where they 
had their first kiss); as a result, these objects may reflect 
the couples ’  relationship closeness, commitment, and 
dyadic adjustment (Arriaga, Goodfriend,  &  Lohmann, 
2004; Lohmann, Arriaga,  &  Goodfriend, 2003). To date, only
a few measures of physical spaces have been developed 
(Gosling, Craik, Martin,  &  Pryor, 2005a, 2005b). As a 
result, environmental evidence of social psychological 
behaviors has remained largely untapped despite interest in 
the topic in the 1960s and 1970s. 

 Nonetheless, the potential value of trace measures 
to social psychologists is great, especially given that the 
environmental manifestations of attitudes, values, and self -
 views extend well beyond physical environments. Many 
kinds of environments other than physical spaces (and the 
possessions that fill them) could furnish information about 
people. Just as people craft their physical spaces, they 
also select and mould their auditory and social environ-
ments (Mehl, Gosling,  &  Pennebaker, 2006; Rentfrow  &  
Gosling, 2003, 2006). Just as people physically dwell 
in houses and offices, they dwell virtually in online 
environments like virtual worlds, personal websites, and 
social - networking portals (e.g.,  Facebook.com ; Back, 
Schmukle,  &  Egloff, 2008; Vazire  &  Gosling, 2004). Just 
as people leave traces of their actions, intentions, and 
values in their permanent spaces, they also leave traces 
in other immediate surroundings such as their cars (e.g., 
dings in the door, unpaid scrunched - up parking tickets in 
the foot well, bumper stickers) or clothing (e.g., muddy 
running shoes, mismatched socks, a t - shirt or button with 
a rock band or political icon on it; Alpers  &  Gerdes, 2006; 
Vazire, Naumann, Rentfrow,  &  Gosling, 2008). 

 Thus, many environments may be used to obtain infor-
mation about people. Gosling et al. ’ s (2002) model was 
developed in the context of two studies of physical envi-
ronments but it can easily be applied more widely. For 
example, the mechanisms linking individuals to their 
environments can be applied to physical appearance —
 hairstyle and clothing can reflect identity claims, clothing 
and accessories can provide evidence of past or anticipated 
behaviors, or even levels of sexual motivation (Haselton, 
Mortezaie, Pillsworth, Bleske - Rechek,  &  Frederick, 
2007). In the domain of personality, narcissism can be 
expressed in terms of the kinds of clothes that people wear 
(e.g.,  expensive, stylish), their condition (e.g., organized 

and neat appearance), and other malleable elements of 
appearance (e.g., in female targets, plucked eyebrows and 
cleavage showing; Vazire et al., 2008). In other words, 
physical appearance often holds clues to an individual ’ s 
attitudes, values, intentions, behaviors, and self - views. 

 One study of the links between human territoriality and 
aggression relied on trace measures of territoriality found 
on cars (Szlemko, Benfield, Bell, Deffenbacher,  &  Troup, 
2008). Starting with a definition of territoriality as a set 
of behaviors and cognitions that a person exhibits based 
on perceived ownership of space, bumper stickers, window 
decals, and other forms personalization served as an index 
of territoriality. As predicted, drivers of cars with territo-
riality markers scored higher on tests of driver aggression 
and lower on the use of constructive expressions of anger 
behind the wheel. 

 As with all methods, trace measures have their own 
advantages and disadvantages. One drawback is that it may 
be difficult to know who was responsible for a particular 
trace or whether the action presumed to be responsible for 
the trace actually caused it. For example, it may be diffi-
cult to tell whether the current or previous owner placed a 
bumper sticker on a car. As with any measure, the onus is 
on the researcher to establish its construct validity. Thus, 
the study of territoriality markers in cars validated the car 
owners ’  reports of bumper stickers, window decals, and 
so on with codings by judges made from photographs of 
participants ’  cars; the investigators also demonstrated that 
the presence of markers showed expected patterns of cor-
relations with other variables such as the condition of the 
vehicle and the owner ’ s attachment to it (Szlemko et al., 
2008).

 Past research can be used to validate trace measures. 
For example, research on  “ social snacks ”  supports the idea 
that pictures of loved ones kept in one ’ s wallet or sitting on 
one ’ s desk are used as emotion regulation strategies buffer-
ing the pain of social isolation. In one study, participants 
were assigned to bring to the lab either a photo of a friend 
or a photo of a favorite celebrity (Gardner, Pickett,  &  
Knowles, 2005). Participants put the photos on the desks in 
front of them and were then asked to recall in vivid detail 
an experience of being rejected by other people. Unlike the 
people who had a picture of a celebrity in front of them, 
the people who were looking at a friend ’ s image did not 
experience a drop in mood. 

 The validity of behavioral residue may also vary within 
a category. For example, some music genres are more 
tightly associated than other genres with particular values, 
self - views, preferences, and activities. For example, the 
stereotype that contemporary religious music fans place 
high importance on values like forgiveness, inner harmony, 
love, and salvation shows some accuracy, but the stereotype
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that rap fans place low importance on values like a world 
of beauty, inner harmony, intellect, and wisdom has lit-
tle accuracy (Rentfrow  &  Gosling, 2007). Such findings 
would inform researchers who use music - preference infor-
mation (e.g., from iPods, CD collections) as indicators of 
values held by participants. 

 Findings that converge across methods are particularly 
valuable because they both underscore the robustness of 
the findings and cross - validate the methods. One study 
found converging evidence for the psychological underpin-
nings of political orientation by gathering data based on 
self - views, behavioral codings of social interactions, and 
records of behavioral residue (Carney, Jost, Gosling,  &  
Potter, 2008). In particular, liberals ’  tendencies to be open -
 minded, creative, and interested in novelty seeking was 
reflected in high self - ratings on openness, in their tendency 
to smile and to be expressive and engaged in social inter-
actions, and for their bedrooms to contain a wide variety 
of books (including books on travel and feminism), music 
(including world and classical genres), art supplies, and 
cultural memorabilia. Conservatives ’  need for order 
and conventionality was reflected in high self - ratings on 
conscientiousness and low ratings on openness, in their 
tendency to be detached and disengaged in social inter-
actions, and for their bedrooms to contain organizational 
items (e.g., event calendars), conventional d é cor (e.g., 
sports paraphernalia, American flags), and be generally 
neat, clean, and organized. 

 One major advantage of studying behavioral residue 
rather than behavior itself is that it overcomes some of the 
significant practical challenges associated with observ-
ing behavior in natural settings (Barker, 1968; Barker  &  
Wright, 1951; Craik, 2000; Gosling, John, Craik,  &  Robins, 
1998; Hektner et al., 2007; Mehl et al., 2006). Moreover, 
whereas self - reports of behavior may underestimate actual 
behavioral occurrences, the existence of behavioral residue 
(e.g., a beer can in the trash) is usually a good sign that the 
behavior actually occurred. A final major benefit of resi-
due is the advantage of aggregation. A single behavior is 
less reliable than a behavioral trend and physical spaces 
reflect behavioral trends (Epstein, 1983). For example, 
whereas even a generally organized person may occasion-
ally fail to return a CD to its case and file it in the right slot, 
it is unlikely that such a person would have a chaotic CD 
collection, because a disorganized collection of CDs is the 
result of repeatedly engaging in similar actions.  

  CONCLUSION 

 In this chapter we have tried to describe the rationale for 
conducting social - psychological research outside of the 

 laboratory, emphasizing what it offers for the field while at 
the same time acknowledging its limitations. Whatever one ’ s 
preferences for working inside or outside of the laboratory, 
we hope it is apparent that we see non - laboratory studies as 
neither more nor less desirable than laboratory work. Just 
as an artist or a craftsperson uses different tools to carry 
out different parts of a creative work, laboratory and non - 
laboratory settings can provide social psychologists with dif-
ferent, and if used appropriately, complementary tools for our 
creative work. Both are intended to give researchers useful 
instruments for testing important theories and hypotheses 
about social behavior. And more important than the par-
ticular methods outlined here, we hope this chapter will 
serve to stimulate researchers to remain vigilant for new 
opportunities to examine social psychological phenomena 
in their natural habitats. 

 Most commentators agree in principle that the most 
valid theories and findings are those that have been tested 
with multiple methods in diverse settings, as noted in the 
introduction to this chapter. Nevertheless, current social 
psychological practice (as, we hasten to note, in many 
other disciplines) often falls short of this lofty standard. 
Instead, researchers tend to stick with an established para-
digm, more often conducted in the laboratory with college 
students than anywhere else. Extending a laboratory para-
digm to non - laboratory settings may sometimes require 
greater effort and time than conducting an additional labo-
ratory replication but researchers who step outside the 
laboratory are often rewarded with increased validity and 
generalizability of their findings. 

 Kurt Lewin ’ s call for action - oriented, real - world - 
relevant research, now well - aged more than a half -  century, 
still inspires many social psychologists. Were Lewin still 
alive, we think he would be even more enthusiastic today 
about the prospects for conducting rigorous, theoreti-
cally informative and practically useful research outside 
of the laboratory. As we have tried to illustrate, the tools 
available for such research are far more sophisticated 
today than they were in Lewin ’ s era. The Internet affords 
unparalleled access to large and diverse samples and data-
bases. Advances in computerization, miniaturization, and 
cellular technology have spawned devices capable of pro-
viding extensively detailed accounts of behavior, from 
internal biological events to subjective states and affects 
to descriptions of the person ’ s environment. Statistical 
methods to take advantage of these data and yield finer 
insights are becoming ever more sophisticated. In other 
words, advancing technology has made the non - laboratory 
environment an increasingly viable and fertile site for the 
generation of social - psychological knowledge. There is 
little doubt that these technological advances will continue 
and likely accelerate. As they do they will enhance our 
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prospects for asking and answering interesting and impor-
tant questions in social psychology and beyond.  
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