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1 Introduction

The Riemann rearrangement theorem was proved in 1853 and published posthu-
mously in 1866. When it was presented to me in my undergraduate real analysis
course, I became interested in how to reorder sums to achieve precise values us-
ing constructive methods, ideally ones that I could personally compute. The
Riemman Hypothesis states that for any conditionally convergent series and any
number in the extended real line, there exists some rearrangement so that the
series converges to the number [1]. My initial ”investigation” primarily focused
on the properties of the alternating harmonic series. One of the nicer proper-
ties is that its sum can be controlled purely by changing the ratio of positive
to negative numbers. Once I started playing around with other series I made
the realization that has been made many times before me; this nice property
doesn’t apply to many other series.

I then began examining the alternating 1/4/n series, which was far touchier.
Even slight changes in density immediately caused divergence. Ultimately, I
leveraged its monotonicity to use it much in the way the Cauchey-MacLaurin
integral test [2] does; I treated it as an integral and used that to get a feel for
how quickly its sums moved towards zero. Using this approach I found that
any change in the ratio of positive to negative numbers away from 1:1 would
cause divergence; I needed a more precise notion of density than a ratio. By
using smaller changes in density, I found that by treating any monotonically
decreasing sequence as an integral, rather than a series, I could use this to
combine it with another sequence that had similarly nice features to force the
difference of the two series to converge. Much to my surprise I found while
working through my proof that the series converges linearly with respect to one
of the variables I had built into the combination; the proof shows that this is
not a profound result however.

Considering how old both the techniques of the Riemann rearrangement
theorem and the integral test are, it seems unlikely that I am the first to stumble
upon such a technique. I have not been able to find other techniques along these
lines though. However, I did stumble upon it almost completely independently
of whatever previous work there was, and I hope that at the least my proof might
have some interest to the reader as another perspective upon the problem.



2 The Difference of Two Series

We will begin by laying down the foundation of this paper; that we can force
the difference of two series defined by functions that monotonically decrease
to zero to converge by carefully choosing the ”density” of the two series with
respect to each other. Density is put in quotations as what we will be using
is slightly more nuanced than a ratio but it amounts to a very similar thing;
it will be performed using p(z,y) whereas normal density would just be k * x.
The y variable for p will be used later on, but not in this section. Throughout
this paper we will be using the relevant definitions and basic theorems from
Apostol’s book on mathematical Analysis [3].

Let f: Ry — R4 and g: Ry — R where R is understood to be {z|z >=
0}. We require that f, g have the following properties:

e f. g are monotone decreasing.
e lim, o f(z) =limy o0 g(z) =0

o [y f(t)dt and [ g(t)dt exist and are finite Vo >0

* Zio:l f(n) = 220:1 g(n) = oo
We will define F(z) = [ f(t)dt and G(z) = fowg(t)dt.

Remark. F,G are strictly increasing and F(R1) = G(R4) = Ry, so they both
have inverse functions defined on R .

Remark. By > 7, f(n)=>", g(n) = oo, we have

xh—>Holo F(z) = mli{%o G(z) = 00
Let us define S C Ry xR as S = {(z,y)|F(z)+y > 0}. Let p(z,y) : S — R4
be p(z,y) = G7H(F(z) +y).

Lemma 2.1. p(z,y) is well defined, and p is monotone increasing with respect
to both x and y, and lim,_, p(z,y) = co Yy € R.

Proof. Note by (x,y) € S F(x)+y > 0= F(x)+y € Ry. Thus, p(z,y) =
G Y(F(x) +y) is well defined. Note F' and G are differentiable by the Fun-
damental Theorem of Calculus. Furthermore, clearly by lim,_, . f(z) = 0,
>0 f(n) = oo, and f monotone decreasing, we can conclude

f(z) >0Vzr e Ry

Similarly for g. Then we find that F'(z) > 0 and G’(z) > 0. Then we
may conclude that F~1(z) is differentiable, and that (F~1)’(x) > 0. Similarly,
G~1(x) is differentiable, and (G~1)'(x) > 0.

Then we may conclude that p(x,y) is differentiable with respect to x and y,
and by the chain rule

dp

@) = (G F(@) +)) = GV (F() + )« F'(2) > 0



Thus p(x,y) is strictly increasing with respect to x.
Note that lim, .o G(x) = oo and G strictly increasing means that lim, .G~ (z) = oo.
By limg— oo F(x) +y = 00 we may conclude that lim,_, o, p(z,y) = oco. O

Theorem 2.2. lim,_, Zm fln) — ZU’(T 0] g(n) exists and is finite.

Proof. We will show that the series is Cauchey by using the fact that the series
differ from their respective integral by no more than the first term of the series.

Let h(x) = Zm f(n) — ZUH(I 0 g(n) where h : Ry — R. Choose m >
k > 0 where p(m,0) > p(k,0) + 2. Such m exist by Lemma 1.1

Then note
n=|m] n=|p(m,0)]
h(m) —h(k)= > fn)— > g(n)— f(lk])+ g(lp(k,0)])
n=|k] n=|p(k,0)]

Note then that by f(z) > 0 and g(z) >0
m+1 p(m,0)—
nom) = (o) < [ fode— [ g+ g(la(k.0))
k—1 p(k,0)+1
We can expand this and find the right side equals
m k m+1 p(ma0)71
[ swars [ gwars [ fode- [0 g+ gllph.0))
k k—1 m p(k,0)+1

By f monotone decreasing and k < m, we can conclude this is less than or equal
to

m k m4+1 p(m,0)—1
/ Fdt+ [ Fl—1)dt+ / F(k—1)dt— / o(t)dt +g(lp(k,0) )
k k—1 m p(k,0)+1
which is equal to
m p(m,0) p(k,0)+1 p(m,0)
/ F()dt+2f (k1) / g(t)dt+ / o(t)dt+ / a(t)dt+g(|p(k,0) )
k P p

(k,0) p(k,0) (m,0)—1

Once again, we may use that g(z) is monotone decreasing to bound above using
that the previous equation is

p(m,0)
/ F(t)dt — / g(t)dt +2f(k — 1) + 3g(p(k 0) — 1)
k,0)

We then apply the definitions of G, F), p to say that

h(m)=h(k) < F(m)=F(k)=G(G™'(F(m))+G (G~ (F(k))+2f(k—1)+3g(p(k,0)-1)

therefore,
h(m) — h(k) < 2f(k—1) + 3g(p(k,0) — 1)



We will now work on bounding it from below. Note that

m—1 p(m,0)+1

o) =)= [ fode— [ g (k)
k+1 p(k,0)—1
Through similar logic, we quickly can conclude that
m p(m,0)
) —(8) 2 [ 2161 [ g0t —20(p(8.0) 1)~ )
k p(k,0

and so
h(m) — h(k) = =3f(k —1) — 2g(p(k, 0) — 1)
Then we conclude that | h(m) — h(k) |< 3f(k — 1) + 3g(p(k,0) — 1). Note that

limg 00 p(k,0) = o0, and lim, o f(2) = lim,; g(xz) = 0. Then IM such
that for k > M, f(k —1) < {5 and g(p(k,0) — 1) < {5. Then

| h(m) = h(k) [<

DN ™

Then for m; and mso such that they fulfill the requirements on m for k > M,
we have

| h(ma) = h(me) [<| h(ma) = h(k) [ + | h(mz2) — h(k) [< €

Then h(z) is Cauchy, so it converges. O

This proof means that for any two functions, we now have a clear way to
order a convergent infinite series composed of terms from the two functions.
We will see in the next section how using p(x,y) instead of fixing y = 0 lets us
obtain more re-orderings and a useful tool to compute these sums easily as long
as we have some A where we know the sum using p(z, A).

3 Linearity with respect to density

We will begin by defining a function d : R — R as
L]

lp(z,y)]
dy)= lim > f(n)— Y
n=1 n=1

By Theorem 2.2 d(0) is well defined and finite. We may now easily state and
prove our next theorem, which is that d is linear with slope -1.

Lemma 3.1. d(y) exists and is finite for all finite y.

Proof. Let us define I(z) : R — R as l(x) = {2‘”0_2?6:(1:”3?’1]} Note that f +1

fulfills all of the necessary requirements. Let us call L(z fo (z)dz.
Finally let d’(y) = limy 00 Zm (f+1Dn) - ZLP " y” ( ) for p’ approprlate.

Now note that F(z) — L(x) =y for z > 1. Note that d'(0) exists and p/(x,0) =
p(z,y), so d'(0) = d(y) and thus we are done. O



Theorem 3.2. d(y) =d(0) —y

Proof. This proof will largely hinge upon the fact that we have defined p(z,y) =
G™H(F(2)+y), and so F(z) - G(p(z,y)) = F(z) - G(G™(F(x) +y)) = F(z) —
F(x) —y = —y. Everything else amounts to managing the error terms for
estimating series with integrals. If y > 0, Note

B p(@.y)] L) Lp(2.,0))
d(y) —d(0) = lim > f(n)— > g(n)— lim > f(n)+ > g(n)
n=1 n=1

n=1 n=1

If we simplify, we may use Lemma 1.1 and Lemma 3.1 to conclude

Lp(z,y)]
d(y) —d(0)= lim — > g(n)
[1+p(z,0)]

Then we apply g(n) monotone decreasing to change into integrals and see that
p(z,y)—1
d(y) —d(0) < — lim g(t)dt

00 Jp(x,0)+1

Once again by g(n) monotone decreasing we may add back on the edges, can-
celing them out with the constant g(p(z,0)), and convert the main portion of
the integral into

d(y) —d(0) < — Tim G(p(z,y)) — G(p(z,0)) + 29(p(x,0))

r—00

But by using the definition of p(x), we have

d(y) —d(0) < = lim G(G™(F(2) +y)) — G(G™(F(x))) + 2g(p(x, 0))

T—r 00

Then we find that
d(y) = d(0) < —y — lim 2g(p(z,0)) = —y

Now we will bound by the other side and say
p(z,y)+1
d(y) —d(0) > — lim g(t)dt
T—00 p(w,o)_l

so then using the previous steps, we have

d(y) —d(0) > — lim G(G™(F(z) +y)) - G(G™ (F(x))) — 29(p(x,0) — 1) = ~y

T—00
Then we have —y < d(y) — d(0) < —y, so d(y) = d(0) — y.
If y = 0, we immediately see that d(y) = d(0) = d(0) — 0.



If y > 0, we have that

Lp(=,0)]
dly) —d(0) = lm 3" g(n)

Tr—r00

Lp(z,y)+1]
We can then see, applying the previously used logic, that

p(z,0)+1
d(y) — d(0) < lim

220 Jp(z,y)—1

d(y) —d(0) < lim G(p(z,0)) = G(p(z,y)) +29(p(z,y))

d(y) — d(0) < —y
Additionally, bounding in the other direction, we have

p(x,0)—1
d(y) —d(0) > lim

- 220 Jp(ay)+1
d(y) = d(0) = lim G(p(x,0)) = G(p(z,y)) = 29(p(z,y))
d(y) —d(0) > —y

Then we once again have that —y < d(y) — d(0) < —y, and so we are done with
all three cases. O

Because d(c) = b—c for some b, if we can calculate d(c) for some value of ¢ we
are instantly able to calculate it for all values of c. If it is infeasible to calculate
d(c) precisely for any value, it becomes important to consider how many terms
of the series one would have to calculate to obtain an accurate estimate. The
following lemmas describe the rate at which the series converges do d(c). I by
no means claim that these are the best terms one can obtain; in fact I suspect
that with use of better estimation tools such as Abel’s identity as written in
Apostol’s Introduction to Analytic Number Theory [4] or some other similar
estimate, better terms might be able to be obtained. Ultimately though this
resolves down to that the series converges at least as quickly as the individual
terms converge to zero.

Lemma 3.3. d(C) — (X f(n) — P& g(n)) < (f(k - 1) — f(LK])) +
g(lp(k, C)))

Proof. Let h(z) = Y1 f(n) — S P@O) g(n) where b : Ry — R. Let m >

n=1

k>0 so p(m,C) > p(k,C). Note h(c0) = d(C)

Then note
m Lp(m,C)]
hoo) ~h(k) = Tim S f)— > gln)— F(k]) +g(|p(k.O)))
n=|k]J n=|p(k,C)]



Note then that by f(x) > 0 and g(z) > 0 and both monotone decreasing,

m p(m,C)+1
hom)—h(k) < lim [ f()dt - / a(t)dt — F(Lk]) + g(Lp(k, C)))

m—r00 k—1 (k,C)

We can expand this and find the right side equals

m k p(m,C) p(m,C+1)
Jm [ e [ fode [ gtar [ g(ode (k) o(p(k.C))
k k—1 p(k,C) p(m,C)

By f monotone decreasing and k < m, we can conclude this is less than or equal
to

m p(m,C)
im [ f()difh—1)— / 9(t)dt—g(p(m, C)+1)— £ (1)) +9(lp(k. C)))

which is equal to

m p(m,C)
lim f)dt + f(k—1) - / g(t)dt — f([k]) + g(lp(k, C)])
m—o0 k p(k,C’)

We then apply the definitions of G, F), p rewrite this as
lim F(m)—F(k)~G(G™(F(m)+0))+G (G (E(k)+C))+(f(k=1)—=f([k])+g(|p(k, C)])

m—r o0

The first terms cancel out leaving us with,

h(o0) = h(k) < (f(k = 1) = f([K])) + 9(lp(k, C)])
O

This lemma follows in exactly way the preceding lemma did, and so will be
left unproven for the sake of space and the reader’s time.

Lemma 3.4. d(C) — h(k) > —(g(p(k,C) = 1) — g(|p(k,C)|)) — f(Lk])

The question arises whether the function p(z,y) is at some level unique. In
other words, does the series converge if and only if the “density” follows closely
to p? It turns out that it does, and the next two corollaries provide the test for
convergence using p.

Consider Y > | a,, where there exist some f, g, h such that f and g fulfill our
previous requirements, and h(z) is monotone increasing, and lim,_, o h(x) = 0o

such that 3,2 a, = 330, f(n) = 1 g(n).

Corollary 3.4.1. Iflim, , G(h(z))—F(z) = C € Ru, then > o> | a,, = d(C)
Proof. Note before we begin that G(h(x))— F(x) is effectively p~!(x, h(x)), and
we are testing whether that inverse converges.

Let C € R. Consider that we have lim,_,o, G(h(z)) — (F(z) + C) = 0. Note
that by definition of G(z), G(0) = 0. Then by applying G~'to both sides of the



equation we get lim, o, h(z) — GH(F(x) + C) = lim,_y00 h(1) —
Consider .
> an—d(C) =
n=1
is equivalent to
Lh(=)] lp(=,C)]
ELAD DL
Note that g(n) is monotone decreasing, and that
AM st Nz > M, |h(z) — p(z,C)| < 2
Then note that |[h(z)| — |p(z,C)|| <2 Then Va > M we have
Lh(=)] lp(=,C)]
| Z Z n)| < 2g(min([A(M)], [p(M, C)])

Note that by h(x) — oo, p(x,C) — oo, and g(z) — 0, we have that

Jim 2g(min([h(M)], [p(M,C)]) =0

Then we have that

LA (@)] Lp(z,C)]
lim Z Z
eee n=1 n=1

and thus we are done with the finite case.

Note if C' = oo, then we immediately have for each ¢ finite, > >,

n

p(z,C) = 0.

an < d(c).

Then by d(c) = d(0) — ¢, Y oo an = —oo. Similarly we get that if C = —o0,

S an = 00.

O

Corollary 3.4.2. If lim,_, ., G(h(x)) — F(x) does not converge, then neither

does 22021 an,

Proof. Let B = limsup G(h(z) — F(z). Let C = liminf G(h(z)) — F(z). Then

x
there exist some by,1>, — 00 and ¢, >, — oo such that G(h(b,))
and G(h(c,)) — F(cn) — C. By Corollary 2.2.2,

Lbm ]

LA (bm)]
s 3=
n=1 n=1

We also have that

Lem ] Lh(em)]
Tim S )~ Y gln) = d(C)
n=1

n=1

—F(b,) —» B

By limg;— 0o G(h(x)) — F(x) not convergent, B # C' and by the properties of

d(y), d(B) # d(C), and thus Y ° | a,, does not converge.

O



To illustrate the use of these theorems and corollaries, we will recompute the
fact that if ¢ is the ratio of positives to negatives in the alternating harmonic
series converges to In(24/1/c).

Corollary 3.4.3. Let a, be a series such that for a function h(x) = cx for
some cin Ry Y0 jan =30 5 — Sohim) 5 then

ian = log(2\/Z)

n=1

Proof. First we need to compute F'(z) and G(z) and use these to compute the
Cy for the alternating harmonic case, and the C; for this rearrangement.

Let’s define f(z) = 1/(2z — 1) where 2 > 1 and 1 otherwise. Then F(x) =
In(2x —1)/24 Y. Similarly, g(z) = 1/(2z) and G(z) = In(22)/2 + Z where Y
and Z are constants.

Note for the alternating harmonic case, h(z) = x, so we take

lim G(h(x))—F(x) = mll}rr;o In(2x)/2+Z—In(22—-1)/2-Y =In(1)/2+(Z-Y) = Z-Y = ()

T—r00

For our h(xz) = cx we have

G(c) — F(z) = lim In(2cx)/2+ Z —In(2c —1)/2-Y

T—00

this is equal to

lim In(2cx/(2e—1))/2+(Z-Y)=lIn(c)/2+Z-Y =C}

ideel

Since we know that the alternating harmonic series sums to in(2) we may
use the linearity of the sum with respect to C to say that

sumSSja, = In(2)+Co—C1 = In(2)+(Z=Y)—In(c)/2—(Z=Y) = In(2x+/1/c)
O

Consider once again our standard series Y L f(n) — S PO g (),

Let us define the series {z,},,, as z,, = g(n). Let us call a bijection o(n) :
N = N a rearrangement. Now we will say that {a,},., is a rearrangement of
Ty if there is some rearrangement o, such that a, = x,(,)Vn € N.

We will now state the following theorem about rearrangements of x,, = g(n).

Theorem 3.5. lim,_, ., E}gl fln) — Z,Lfffyu a, converges for some y if and
only if limg_, o Z}fjl g(n) — Z}fzjl an, converges.

Proof. Assume that
L] lp(z,y)]

lim »  f(n) — Z an
n=1



converges for some y. Note that for the same y, we have the convergent series

L] lp(z,y)]
lim Z:lf(n)— Y 9

n=1

By the difference of limits is the limit of differences, we must have that

Lp(z,y)] Lp(=,y)]
lim Z g(n) — Z an,
Tr—r 00

n=1 n=1

converges. Note that p(z,y) is continuous, strictly increasing with respect to x,
and that lim,_, o, p(z,y) = co. Then we may replace m = p(x,y) and note that
the following series converges, and thus we are done.

L= =]

[T SR 8
n=1 n=1

We will proceed in the reverse direction by assuming that the above series
converges. Choose an arbitrary y. Then note by the properties of p(z,y) we
may substitute p(z,y) for m. Then by applying the difference of limits is the
limit of the differences we can derive our goal convergent limit of

L] Lp(z,y)]
Jim > S0 = > an
n=1 n=1

O

Corollary 3.5.1. If{bn}lgn is a rearrangement of y, = f(n), then limg_, ZTLf:J

ZL’;(T’?’)J g(n) converges for some y if and only if lim, o0 Zytfle f(n) 725‘31 by,
converges.

1 bn_

The proof for this is the same as the proof for Theorem 2.3, and thus not
included.

Remark. The proof of Theorem 2.3 is quite straightforward, but it and Corol-
lary 2.3.1 give us useful tools to apply our p(x,y) to somewhat more exotic
rearrangements.
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