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Abstract. With growing need of secure authentication, data confidentiality, vybersecurity

has now become one of our inevitable daily topic. People even get their private information

leaked just because they connect to the public Wifi in a Cafe. Cryptographic hash functions

have a large scale of applications in data security and are commonly used to verify data

authenticity. My research focuses on the study of the algebraic properties in their under-

lying structure that dictate the security of a cryptographic hash functions. In particular,

we investigate the algebraic design requirements of the Grøstl hash function and its gener-

alizations. Grøstl is an iterated hash function with a compression function built from two

distinct permutations, crucial for preserving its security. Grøstl is one of the five finalists

in the recent NIST SHA-3 competition and is the hash function that probably received the

most intense cryptanalysis during the competition. Its elegant design and simplicity inspires

continued high interest in the security features of this hash function.

1. Introduction

In the pursuit of e�cient and provably secure constructions of cryptosystems, hash func-

tions have emerged as important building blocks for many cryptographic purposes such as

authentication protocols and digital signatures. Another important use of cryptographic

hash functions is the generation of pseudo-random numbers. A hash function H maps an

input message M of arbitrary length to a fixed-length hash value h = H(M). Historically,

the following three main security requirements have evolved (for a more formal treatment of

these and related requirements we refer to [40]):

• Collision resistance: It is computationally infeasible to find two messages M1 and

M2 with M1 6= M2, which result in the same hash value H(M1) = H(M2).
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• Preimage resistance: For a given hash value h, it is computationally infeasible to find

any message M , which results in the given hash value H(M) = h.

• Second preimage resistance: For a given message M1, it is computationally infeasible

to find a second message M2 with M1 6= M2, which results in the same hash value

H(M1) = H(M2).

Most currently used hash functions are built form iterations of a compression function f

using constructions such as Merkle-Damgard
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2. Preliminaries

2.1. Group theoretical background. In this section we present some background from

the theory of permutation groups and finite fields which are used in this paper.

2.1.1. Permutation groups. For a finite set X, let |X| denote the number of elements of

X. For any nonempty finite set X with |X| = n, the set of all bijective mappings of X to

itself is denoted by Sn and is called the symmetric group on X. A permutation g 2 Sn is

a transposition if g interchanges two elements x, y 2 X and fixes all the other elements of

X \ {x, y}. A permutation g 2 Sn is in canonical form if g maps the identity element to

itself.

A permutation g 2 Sn is in canonical form if g maps the identity element to itself.

A permutation g 2 Sn is called an odd (even) permutation if g can be represented as a

composition of an odd (even) number of transpositions1.

1Note that in this terminology a cycle of even length is an odd permutation, while a cycle of odd length is
an even permutation.
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The set of all even permutations is a group under functional composition and is called

the alternating group on X. The symbol An denotes the alternating group on a set X with

|X| = n. The degree of a permutation group G over a finite set X is the number of elements

in X that are moved by at least one permutation g 2 G.

For any subgroup G  Sn, for any x 2 X, the set orbG(x) = {�(x) : � 2 G} is called the

orbit of x under G. The set stabG(x) = {� 2 G : �(x) = x} is called the stabilizer of x in

G. We will make use of the following well-known theorem, often called the Orbit-Stabilizer

Theorem.

2.1.2. Finite fields. A structure (F,+, ·) is a field if and only if both (F,+) is an Abelian

group with identity element 0G and (F \ {0G}, ·) is an Abelian groups and the law of dis-

tributivity of · over + applies. If the number of elements in F is finite, F is called a finite

field ; otherwise it is called an infinite field.

It is known that every finite field has order pn for some prime number p and some positive

integer n. Such a field is called a Galois field of order pn and is denoted by GF(pn). The

following classical fact from the theory of finite fields (see [23]) will be used.

Theorem 1. GF(pn1) ✓ GF(pn2) if and only if n1 divides n2.

3. Cycle structure of the generalized Grøstl round functions

Let m, n, r be positive integers. The symbol Mm,n(GF(pr)) denotes the set of all m⇥ n -

matrices over GF(pr). The elements of GF(pr)mn are defined as matrices b 2 Mm,n(GF(pr))

with the mapping t : GF(pr)mn ! Mm,n(GF(pr)), where t(a) = b is defined by bij = ani+j,

for 0  i < m, 0  j < n. First we start with the analysis of the cycle structure of the

component functions in the generalized Rijndael-like function.

3.1. Analysis of the AddRoundConstant-like function (� [k]-function).

Definition 2. Let � [k] : Mm,n(GF(pr)) ! Mm,n(GF(pr)) denote the mapping defined by

� [k] (a) = b if and only if bij = aij + kij and k 2 Mm,n(GF(pr)) for all 0  i < m, 0  j < n.
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3.2. The SubBytes-like function (�-function).

Definition 3. Let � : Mm,n(GF(pr)) ! Mm,n(GF(pr)) denotes the mapping defined as a

parallel application of m ·n bijective S-box-mappings �ij : GF(pr) ! GF(pr) and defined by

�(a) = b if and only if bij = �ij(aij) for all 0  i < m, 0  j < n.

Each S-box mapping consists of an inversion, multiplication by a fixed A 2 GF(pr), and

addition of a fixed element B 2 GF(pr) i.e. it is a mapping of the form Ax�1 + B where

A,B 2 GF(pr) are fixed. For convenience we define this map on all of GF(pr) so that it

maps 0 to B, and any nonzero x to Ax�1 +B.

3.3. The ShiftBytes-like function (⇡-function).

Definition 4. Let ⇡ : Mm,n(GF (pr)) ! Mm,n(GF (pr)) denote the mapping for which

there is a mapping c : {0, · · · ,m � 1} ! {0, · · · , n � 1} such that ⇡(a) = b if and only if

bij = ai(j�c(i)) mod n for all 0  i < m, 0  j < n.

4. Group generated by the generalized Grøstl-like round function

5. Sum of Permutations

5.1. Motivation and Preliminary Definitions. The Grøstl hash function iterates a sum

of two permutations, P and Q, of the message space over the Galois field GF (28). In order

for the overall function to be secure and collision-resistant, it is imperative that this sum

P �Q be as close to a permutation as possible. This begs the mathematical question: under

what conditions, and how often, is the sum of two permutations a permutation or close to a

permutation? We begin by defining the sum of two permutations.

Definition 5. Let a = (a1, · · · , an) and b = (b1, · · · , bn) be permutations in one-line notation

over a group G under addition. The sum of those permutations, a+b, is (a1+b1, · · · , an+bn).

Because the Galois fields used in cryptography are very large, finding ‘near’-permutations

is also useful for application. Below, we formalize the concept of a ‘near’-permutation. In

the following definitions, f is a function on a finite set of n elements.
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Definition 6. The function f is said to be k-near if |Domain(f)|� |Range(f)| = k.2

Definition 7. The kth
-step of f is fk where fk is k compositions of f with itself and f 1 = f .

Definition 8. The terminal size of f is min(|Range(fk)|) for all k 2 N.

Lemma 9. Let f be a function of size !. The terminal size of f is |Range(f!�1)|.

Proof. Let f : S ! S, let A ✓ S denote the largest subset of S on which f acts as a

permutation, and denote the size of f by ! := |range(f)|. Since S is finite f must contain

a cycle making A nonempty. By definition a 2 A implies f(a) 2 A, which shows no power

of f will have a range smaller than |A|. Thus it su�ces to show that x 2 S\A implies

f!�1(x) 2 A.

Suppose x 2 S\A. Consider the indexed set T = {ti = f i(x)|i 2 {1, 2...(!)}}. Suppose

T contains a pair of repeated elements tj = tk corresponding to f j(x) = fk(x). Then each

of tj and tk is part of a cycle, making them elements of A and implying that all subsequent

elements of T are also in A. We assume instead then that T is composed of ! distinct

elements of S\A. But then |S\A| = |range(f)|, which would make A empty.

Thus the terminal size of a function f on a finite set S corresponds to the magnitude of

the largest subset of S on which f acts as a permutation. ⇤

The size of a function is our primary means of assessing how well it emulates a permutation.

Over some groups, it is impossible for two permutations to sum to a permutation. Therefore,

the best possible outcome may be a 1-near function. However, the size does not entirely

capture the e↵ectiveness of the function.

Consider the two permutations, written in one-line notation, ⇡1 = (2345672) and ⇡2 =

(2345677). Despite that these two functions have the same size, ⇡1 is significantly stronger.

Their graphical representation, shown in Figure 1, is more telling than their one-line notation.

2Stones and Wanless ‘A Congruence Connecting Latin Rectangles and Partial Orthomorphisms’ discuss a
definition of partial orthomorphisms that generalizes our notion of k-near. Bedford (1991) ‘Transversals
in the Cayley Table of the non-Cyclic Groups of order 8 discusses a near-complete mapping and near-
orthomorphism that closely mirror but slightly generalize our notion of a 1-near permutation.
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Figure 1. Graphical interpretation of ⇡1 and ⇡2.

Notice that the kth�step of the permutations can be viewed as moving k steps forward from

each vertex. Due to cycles that exist in these graphs, some elements are moved into those

cycles and can never escape. This is why the size of the function decreases after repeated

self-composition. Here we see that ⇡1, in its terminal state, (i.e. after n-1 compositions) will

have size 6 but ⇡2 will have size 1. Note that the terminal size is equal to the number of

vertices that are part of some cycle.

In examining sums of all pairs of permutations over a group, a few simplifications can

be made. Below, we give a useful definition and a theorem that greatly reduces the set of

permutation pairs necessary to consider.

Definition 10 (Canonical form). A permutation ⇡ over a groupG is said to be in canonical form

if ⇡ maps the identity element to itself.

5.2. An Equivalent Problem. We have been able to reduce the problem to finding some

⇡ such that ✓ + ⇡ is a permutation. This task is equivalent to finding a transversal in a

Latin square. In particular, the Latin square will be the Cayley table of the group that the

permutations are over.

Definition 11. A Latin square of order n is an n ⇥ n array of n symbols such that each

symbol appears exactly once in each column and row.
6



Definition 12. A transversal of a Latin square is a set of n entries such that no two entries

are from the same row or column and share the same symbol.

Definition 13. A permutation ✓ of the elements of the quasigroup (Q,�) is a complete

mapping if ⌘ : Q 7! Q defined by ⌘(x) = x� ✓(x) is also a permutation. The permutation ⌘

is known as an orthomorphism of (Q,�) [47].

Definition 14. A near complete mapping of a group (G,�) is a bijection ✓ : g 7! ✓(g) from

G \ {h} to G \ {e} such that the mapping � : g 7! g✓(g) is again a one-to-one mapping from

G \ {h} to G \ {k}. Here h 6= e and k are fixed elements of G and e is the identity element.

In Ian Wanless’s survey on transversals in latin squares [47] he provides the following

theorem:

Theorem 15. Let (Q,�) be a quasigroup and LQ its Cayley table. Then ✓ : Q 7! Q is a

complete mapping i↵ we can locate a transversal of LQ by selecting, in each row x, the entry

in column ✓(x). Similarly, ⌘ : Q 7! Q is an orthomorphism i↵ we can locate a transversal

of LQ by selecting, in each row x, the entry containing symbol ⌘(x).

By theorem 15 we see that each transversal in the Cayley table of a group corresponds to

a specific complete mapping. So to find the complete mappings of our groups we can instead

find transversals in the Cayley table of our group. This Cayley table can be interpreted as

a latin square because each row and column will contain every element of the group exactly

once.

The notion of a k-near permutation is strongly related to that of a partial-transversal.

Wanless, in [47], defines a partial transversal of length k of a latin square of order n to be a

set of k entries each in di↵erent rows and columns and each containing a di↵erent symbol.

Wanless notes that some papers define a partial transversal to be a set of n entries, each from

di↵erent rows and columns, that contain k distinct elements. The latter definition adheres

more closely to our notion of a k-near permutation and is the definition we will use.
7



Definition 16 (k-Transversals). A k-transversal of a Latin square L of order n, where

1  k  n, is a list of n entries of L such that no two entries are in the same row, no two

entries are in the same column, and there are k distinct symbols in the list.

5.3. Results in Zn.

Lemma 17. If f is a permutation over Zn that is the sum of the identity with another

permutation then f has a fixed point.

Proof. The identity maps every element to itself. Because the function we are adding to the

identity is a permutation, it must be true that the additive identity will be added to some

element in the identity permutation. For this element, the identity mapping will remain

unchanged and yield a fixed point. ⇤

Theorem 18. Let f be a function defined over Zn be the sum of the identity permutation

with another permutation. Then |range(f (n�1))| 6= 2.

Proof. For a function to have a terminal range of 2 it is required that the total number of

elements that are a part of some cycle is 2. This can manifest in two ways: two 1-cycles or

one 2-cycle.

Case 1: Two 1-Cycles

Suppose f does contain two 1-cycles. A 1-cycle is a fixed point in our function. If we have

two 1-cycles then there are two elements, i and j, such that i 7! i and j 7! j. If f is the sum

of the identity with some other permutation then when we subtract the identity we should

be left with a permutation. However, if we subtract the identity from a function that maps

i to itself and j to itself, the result is a function that maps two elements to 0. This is a

contradiction.

Case 2: One 2-Cycle

Suppose the only cycle in f is a 2-cycle. This is a contradiction of lemma 17. ⇤

Theorem 19. Let a = (a1, · · · , an) and b = (b1, · · · , bn) be permutations in one-line nota-

tion. Then
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(a) for even n, there exists a pair, a and b, such that a+ b is a 1-near permutation.

(b) for even n, there does not exist any a and b such that a+ b is a permutation.

(c) for odd n, there exists two a and b such that a+ b is a permutation.

(d) for odd n, there does not exist any pair, a and b, such that a+ b is 1-near.

Claim a). Let a = (1, 2, · · · , n) be the identity permutation. Let b be the permutation

obtained by cyclically shifting the first n
2 elements of a by 1 place, so b = (2, 3, · · · , n2 , 1,

n
2 +

1, n2 + 2, · · · , n). Then

a+ b = (1 + 2, 2 + 3, 3 + 4, · · · , n
2
� 1 +

n

2
,
n

2
+ 1,

n

2
+ 1 +

n

2
+ 1,

n

2
+ 2 +

n

2
+ 2, · · · , n+ n).

= (3, 5, 7, · · · , n� 1,
n

2
+ 1, 2, 4, 6, · · · , n).

Hence 1 does not appear in the one-line notation of the sum a+ b, but n
2 +1 appears twice

(since n
2 + 1 is somewhere in one of the lists 3, 5, 7, · · · , n � 1 or 2, 4, 6, · · ·n). Thus, it is a

1-near permutation.

⇤

Claim b). See [20]. ⇤

Claim c). Let a = b = (1, · · · , n), and consider a + b = (1 + 1, 2 + 2, · · · , n + n). The first

bn
2 c elements of the sum will be 2, 4, 6, · · · , n � 1. Now, dn

2 e + dn
2 e is 1 mod n, since n is

odd. Each subsequent entry is 2 more than the previous entry, so the remaining elements

in the one-line notation are the rest of the odd elements from 1 to n: 3, 5, · · · , n. Thus

a+ b = (2, 4, · · · , n� 1, 1, 3, 5, · · · , n), a permutation.

⇤

Claim d). Let {1, 2, · · · , n}/{t} be the range of a + b, where t 2 {1, 2, · · · , n}. Let a + b =

(c1, c2, · · · , cn), so we have ai + bi = ci where ci 2 {1, 2, · · · , n}/{t} and 1  i  n. Now
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by pigeon-hole principle, we know that there are exactly two of ci’s that are the same, say

ck = cl = h (h 6= t), and the rest of ci’s are some arrangement of {1, 2, · · · , n}/{t, h}. By

summing up the quality ai + bi = ci over all i’s, we have

Pn
i=1(ai + bi) ⌘

Pn
i=1 ci mod(n),

Pn
i=1 ai +

Pn
i=1 bi ⌘

Pn
i=1 ci mod(n),

n(n�1)
2 + n(n�1)

2 ⌘ n(n�1)
2 � t+ h mod(n),

n(n�1)
2 ⌘ h� t mod(n),

Since h, t 2 {1, 2, · · · , n}, we know that n - (h�t). This implies n must be even; otherwise,

the left-hand side is divisible by n and the congruence would not hold. ⇤

Theorem 20. Let ⇡ be a permutation of the cyclic group of n elements, and let f denote

⇡ � ✓. Then if |Range(f)| = 2, the one line representation of f is periodic.

Proof. Let ⇡ be a permutation on Zn, ✓ the identity permutation, and f the sum of ⇡ and

✓. Let e := f(n), and the range of f be the set {2, e} when e 6= 2 and {2, x} otherwise.

Further assume that ⇡ is in canonical form, and let ⇡(n) := e. Note that this implies

f(1) = 2.

✓ : (1 2 3 . . . n� 1 n)

⇡ : (1 . . . e)

f : (2 . . . e)

It can be seen above that f(e � 1) = ⇡(e � 1) + e � 1. Assume f(e � 1) = e; then

e = ⇡(e � 1) + e � 1 which implies ⇡(e � 1) = 1, contradicting the assumption that ⇡ is a

permutation in canonical form. Thus since f has a range of two elements, f(e� 1) must be

2. ⇤

This observation is naturally generalized as follows.
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Lemma 21. If f(i) = 2, then f(i + k(e � 2)) = 2 for all integers k. Note that for large k

this index wraps around f cyclically.

Proof. The case for k = 1 is done above. From there, proceed inductively by applying the

same reasoning but with f(e� 1) substituted for f(1), etc. ⇤

Lemma 22. If gcd(e � 2, n) = 1, then f has a range consisting solely of {2}, violating the

assumption that f has size 2. Therefore e�2 must not be relatively prime to n for the choice

of e to be valid.

Proof. Let he�2i denote the subgroup of Zn generated by (e�2). Lemma 21 can be restated

concisely as: for i 2 he � 2i, f(i) = 2. It is a theorem of abstract algebra that any element

relatively prime to n generates the cyclic group of n elements. The proposition follows. ⇤

Corollary 23. For prime n, there is no permutation on Zn such that f = ⇡ � ✓ satisfies

|range(f)| = 2.

Theorem 24. For every permutation ⇡, The number that range decreases from step i to

step i+1 is always bigger or equal that decreases from step i+1 to step i+2, i.e. |ran((⇡+

id)i)|� |ran((⇡+id)(i+1))| � |ran((⇡+id)(i+1))|� |ran((⇡+id)(i+2))|, for every 0  i  n�2.

Proof. Notice that the number of elements that are in some cycle doesn’t change at all after

composing arbitrary times. The change of the size is simply a result that only concerns

the elements that are not in some cycle. In particular, every time the number of the size

that decreases is equal to the number of the elements in (⇡ + id)i such that no elements in

the range of (⇡ + id) are mapping to them. Let’s say in the ith step (where the function is

(⇡ + id)i), a1, a2, · · · , at are the ones that have no elements in the range of (⇡ + id) sending

to them (as a consequence, they will vanish after being composed with (⇡ + id)), and let

b1, b2, · · · , bl be the ones that a1, a2, · · · , at send to after being composed with (⇡ + id). It’s

obvious that l  t  n. Hence, next time when we reach the (i + 2)th step by composing

(⇡ + id), only some of or none of b1, b2, · · · , bl will in turn become the ones that have no
11



elements in the range of (⇡ + id) sending to them, since all the a1, a2, · · · , at have already

disappeared from the ith step to (i+1)th step and Thus b1, b2, · · · , bl will vanish at this time.

By the fact that l  t, we are confirmed that the inequality holds. ⇤

Definition 25. Let #(k, s) denote the number of permutations ⇡ that has size s after

composing ⇡ + id with itself k times, where id is the identity permutation.

Corollary 26. If n is odd, then #(n� 2, 2) = #(n� 1, 2) = 0.

Proof. It su�ces to show that #(n� 2, 2) = 0. Suppose not, then the size decreases at least

1 from the step n � 2 to step n � 1. By Theorem 24, we know that the size decreases at

least 1 from the ith step to (i+ 1)th step, where i = 1, 2, · · · , n� 3. This will imply that the

function f with |range(f (n�2))| = 2 is initially from a function (⇡ + id) that has size at least

2+1⇥ (n� 3) = n� 1. But according to the Theorem 19 d) the range cannot be n� 1 since

n is odd, neither could it be n as in this case (⇡ + id) will be a permutation and arbitrary

times of composition of permutation result in permutation rather than function of size 2.

Thus it leads to a contradiction. ⇤

Theorem 27. For any n, if (⇡+ id) is 1-near permutation, then |range((⇡+ id)2)| = n� 2

or n� 1.

Proof. Suppose x is the repeated element in the one-line notation of (⇡ + id).

Case 1 : If one of the x’s is in the xth place, and the other one, let’s say, is in the jth place,

then it’s clear that in (⇡ + id)2, the xth and jth terms are x. Now if j appears in the rest

n � 2 place in (⇡ + id), then the jth term of (⇡ + id)2 is x. In this case, there are 3 x’s in

(⇡+ id)2 and other terms are all distinct, so the size is n�2. On the other hand, if j doesn’t

appear in the rest of n� 2 places, the only repeated terms in (⇡ + id)2 are just those 2 x’s.

Thus the size of (⇡ + id)2 is n� 1.

Case 2 : If neither of the x’s is in the xth place, then suppose they are in ith and jth places,

respectively. Since (⇡ + id) is 1-near, in the rest of n � 2 places i and j cannot be both
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missing from the one-line notation, otherwise the size is  n � 2. Hence, either i or j is

missing, or i and j both exist in the one-line notation.

If both i and j exist, then the places where i and j stay in (⇡+ id) will be x’s in (⇡+ id)2.

And the ith and jth in (⇡ + id)2 are the same element since their preimages in (⇡ + id) are

x. So (⇡ + id)2 has size n� 2.

If only one of i and j remains, then the only repeated elements in (⇡+ id)2 is the xth terms

in (⇡ + id). So it’s still 1-near. ⇤

Corollary 28. If |ran((⇡ + id)i)| = 2, then |ran((⇡ + id)(i+1))| = 1.

Proof. If it’s not, then it reaches the terminal size which is 2. By the Theorem 18 it’s not

possible. ⇤

Theorem 29. #(k, 1) + #(k, 2) = #(k + 1, 1) for k � bn�1
2 c.

Proof. By Corollary 28 we know that every function (⇡ + id)i for certain i and permutation

⇡ that reaches size 2 must degenerate to size 1 after one more composition. And those have

already reached size 1 will not change anymore in terms of size. Hence it su�ces to show

that for k � bn�1
2 c, the k-step functions (⇡ + id)k with size more than 2 cannot directly

degenerate to size 1 after one more composition with (⇡+ id), i.e. |range((⇡+ id)(k+1))| � 2

if |range((⇡ + id)k)| � 3 for k � bn�1
2 c.

Now starting with the step y where y = bn�1
2 c + 1. Suppose there is some function

(⇡ + id)(y�1) of size 3 such that |range((⇡ + id)y)| = 1. The size decreases by 2 from step

y� 1 to step y, which means that during any consecutive two steps before the size decreases

at least 2 by Theorem 24. So the y-step function (⇡ + id)y must be initially degenerated

from the function (⇡ + id) that has size at least

(1) 1 + 2 + 2 + · · ·+ 2| {z }
(y�1) terms

= 2y � 1 = 2bn� 1

2
c+ 1 =

8
>><

>>:

n� 1 if n is even

n if n is odd
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And let’s call the possible size of (⇡ + id) in this case the initial size for convenience.

Case 1 : When n is even, we deduce from the previous statement that the y-step function

(⇡+id)y might be initially degenerated from a 1-step function has at least size n�1. However,

by Theorem 27 this is impossible since it only loses size by 1 at the first time of composition

rather than 2. Also, the initial size cannot be n because if (⇡ + id) is of size n then it’s a

permutation, and so is (⇡ + id)y.

Case 2 : When n is odd, the initial size is n, which means that (⇡+ id) is a permutation.

Consequently, either case yields contradiction. So there’s no such function (⇡ + id)y of

size 1 that previously comes from (⇡ + id)(y�1) which has size 3. Moreover, we claim that

this implies as well the impossibility of degeneration from the function (⇡ + id)(y�1) of size

more than 3 to the function (⇡ + id)y of size 1. The proof is analogous to (1) in the way

we count the initial size. In particular, the resulting initial size p(y � 1) + 1, where p is the

size that decreased from (⇡ + id)(y�1) to (⇡ + id)y, will be greater than n hence an obvious

contradiction.

So far we have proven that functions (⇡+id)y of size 1 are degenerated only from functions

(⇡ + id)(y�1) of size 1 or 2. Corollary 28 tells that all functions of size 2 will only result in

size 1’s. Thus #(k, 1) + #(k, 2) = #(k + 1, 1) holds for k = bn�1
2 c.

Finally, for any k > bn�1
2 c the same analysis on the initial size will apply. Hence we finish

the proof. ⇤

Theorem 30. Let f = ✓ + ⇡1 be a terminally 1-near permutation with ⇡1(i) = n and

⇡1(j) =
n
2 . If ⇡2(i) =

n
2 and ⇡2(j) = n, then ✓ + ⇡2 is also a terminally 1-near permutation.

Proof. We now know that the edge labeled n is in a cycle of length one (i.e. the fixed

point). The edge labeled n
2 is not in a cycle. If we were to exchange the labels of those edges

and redirect them accordingly, then their roles would exchange. The non-fixed point would

become the fixed point and the fixed point would become the non-fixed point. This preserves

the overall structure of the graph. Therefore, it is still a terminally 1-near permutation. ⇤
14



Corollary 31. The number of terminally 1-near permutations is even.

5.4. All the stu↵ that had to do with the full function spaces, classes of functions,

etc. Let n be even, F (n) := {f |f is a function on the cyclic group of order n}

F1(n) := {f |f 2 F (n), f is 1� near}

F1t(n) := {f |f 2 F (n), f is terminally 1� near}

F1t,⇡(n) := {f |f 2 F (n), f = ⇡1 � ⇡2, ⇡j 2 Sn, f is terminally 1� near}

F1,c=0(n) := {f |f 2 F (n), f is 1� near,
P
n
f(i) ⌘n 0}

F1t,c=0(n) := {f |f 2 F (n), f is terminally 1� near,
P
n
f(i) ⌘n 0}.

That is, F (n) denotes the set of functions on n elements, F1(n) and F1,t(n) denote two subsets

of F (n) of natural interest in our investigation, F1t,⇡(n) those functions in F1,t(n) expressable

as the sum of permutations, and the final two sets to be described shortly. In the following

discussion the only restriction placed on n is that it is even, so the specification of n will

generally be foregone for clarity; e.g. F1t,c=0 ⇢ F1. Since all functions under consideration

are 1-near, sometimes we will take x to be the excluded element in the one-line notation of

a given f and r to be the repeated element.

The cardinality of F is well known to be nn. The cardinality of each other set besides F1t,⇡(n)

can be calculated directly.

Theorem 32. |F1| = n
2 (n� 1)n!

Proof. Let f 2 F1. Consider the one-line notation of f . Since f is 1-near one must choose

two distinguished elements, one to be repeated and one to be excluded. Since these elements

are distinct, there are n(n� 1) ways to make this choice. The other n� 2 elements simply

comprise the remaining integers up to n. To form the one-line notation, then, the repeated

elements may be placed in
�
n
2

�
possible pairs of positions and the remaining elements arranged

in (n� 2)! configurations. Taking the product yields n(n� 1)
�
n
2

�
(n� 2)! possible functions

f , which simplifies to the result. ⇤

Theorem 33. |F1t| = (n� 1)n!
15



Proof. Let f 2 F1t. Consider the graph representing f . Since f is terminally one near, the

graph necessarily contains a subset A of size |A| = n� 1 on which f acts as a permutation,

as well as an excluded element which is mapped into A. There are n choices for the excluded

element, n�1 choices for its target (if it were a fixed point then it wouldn’t be excluded), and

(n� 1)! configurations for the permutation on A. Taking the product yields n(n� 1)(n� 1)!

possible functions f , which simplifies to the result. ⇤

Theorem 34. F1(n) has n-1 equivalence classes determined by

✓
nP

i=1
f(i)

◆
mod n.

Proof. F1(n) is the set of 1-near permutations on n elements. It is known that

✓
nP

i=1
i

◆
mod n =

n
2 . To find the sum of an arbitary 1-near permutation we consider the following sum for

x, y 2 {1, 2, · · · , n} and x 6= y:

1 + 2 + 3 + · · ·+ n� x+ y.

The first n elements will sum to n
2 mod n. So we have

n

2
� x+ y.

From the constraints on x and y we have that 1  |� x+ y|  n� 1. Therefore, we have

n

2
+ 1 

⇣n
2
� x+ y

⌘
mod n  n

2
+ n� 1.

This allows for every value on the range [1,n] with the exception of n
2 . ⇤

Theorem 35. The n-1 equivalence classes of F1(n) are determined by

✓
nP

i=1
f(i)

◆
mod n

are the same size.

Proof. We know that the sum of a 1-near permutation mod n is n
2 � x + y for some x, y 2

{1, 2, · · · , n} with x 6= y. The n� 1 equivalence classes are determined by the value of this

sum. Let c = n
2 � x + y. Then, rewriting, we see that for a given c, x is determined by y.

So, in a particular class, c, there are n choices for an x, y pair that will satisfy the equation.
16



Each pair will result in a distinct function with a di↵erent repeated element. For each of

those distinct functions there will be n!
2 ways to rearrange the one-line notation and create

a new function. Thus each class contains at least n
2n! distinct functions. Then across all

classes there are at least n
2n!(n� 1) functions. However, this number was already proven to

be the total number of functions. Theorem 36 follows. ⇤

Theorem 36. |F1,c=0| = n
2n!

Theorem 37. |F1t,c=0| = n!

Proof. Let f 2 F1t,c=0. Consider the graph representing f . Since f is terminally one near, the

graph necessarily contains a subset A of size |A| = n� 1 on which f acts as a permutation,

as well as an excluded element x which is mapped into A. Note that the target of x must be

the repeated element, since that is the sole vertex of the graph with in-degree greater than

one. There are n choices for x, and the constraint that the entries of f must sum to 0 mod

n means there is only one valid choice for the repeated element: in particular, the repeated

element must be x+ n
2 . Finally, there are (n� 1)! configurations for the permutation on A.

Taking the product yields n(n� 1)! possible functions f , which simplifies to the result. ⇤

Note that |F1|
|F1t| = |F1,c=0|

|F1t,c=0| = n
2 , the same ratio we noticed in making the Harmo-Nick

Conjecture.

Next we prove the conjecture from a few days ago that the number of terminally 1-near

functions expressable as the sum of permutations, a.k.a. F1t,⇡(n), is n!.

5.5. Results in GF (pr). Knowing that the number of permutation sums that result in

permutations is equivalent to counting the number of transversals in latin squares, we can

make use of a result presented in [31].

Corollary 38. (McKay et al. 2006) Let G be a group of order n. If G is abelian or n is

even then the number of transversals in G is congruent to n modulo 2.

By corollary 38 we know that GF (pr) for p > 2 has at least one transversal.
17



Consider Mn,n(GF (pr)) (n � 2) and the group formed by all the invertible matrices in it,

namely GL(n,GF (pr)).

The order of the group GL(n,GF (pr)) is given by the formula |GL| = (qn � 1)(qn �

q) · · · (qn � qn�1) where q = pr. If the entries of a Latin square are all from this group, we

can investigate the the order of this group modulo 3 with the help of the theorem given

below to acquire some information about the number of the transversals it can generate.

Theorem 39. (McKay et al. 2006) If G is a group of order n 6⌘ 1 (mod 3) then the number

of transversals in G is divisible by 3.

Claim 1. The number of the transversals of the Latin square over GL(n,GF (pr)) is always

divisible by 3.

Proof. As we know that every the prime number p � 5 is of the form 6k± 1 for some k 2 Z,

pr = (6k ± 1)r is also of the form 6l ± 1 for some l 2 Z.

Case 1 : p � 5

Write q as 6l± 1. If q = 6l+ 1, we see that 3 | (qn � q) for all n 2 Z thus the order of the

group |GL| is a multiple of 3 and apply the theorem we have that the number of transversals

is divisible by 3. If q = 6l � 1 and n is even, then 3 | qn � 1; if n is odd, then 3 | qn � q.

In either case above, the order is a multiple of 3 and thus the number of the transversals by

theorem is also a multiple of 3.

Case 2 : p = 3

It’s clear that the number of transversals is divisible by 3 in this case.

Case 3 : p = 2

Now |GL| = (2rn � 1)(2rn � 2) · · · (2rn � 2rn�r)

= 2rn(n�1)/2
Qn�1

i=0 (2
r(n�i) � 1).

Since n � 2, there is some choice of i such that r(n � i) is an even number. With the

proper choice, we have 3 | 2r(n�i) � 1, i.e. 3 | |GL|. Thus by the theorem we proved the

claim.
18



In addition, an immediate consequence is that the number of the transversals over the

group SL(n,GF (pr)), consisting of all n ⇥ n invertible matrices whose det = 1, is also a

multiple of 3. This is simply because that |SL| = |GL|/(q � 1) = (qn � 1)(qn � q) · · · (qn �

qn�2)qn�1 and a similar argument will apply. ⇤
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