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Overview

Topological cyclic homology is a rapidly developing subject sitting between homotopy the-
ory and (via the work of Bhatt–Morrow–Scholze) p-adic arithmetic geometry. There are
now several excellent introductions to topological cyclic homology that focus on discrete
commutative rings and spherical group rings. We aim to give a computationally focused in-
troduction to the topological cyclic homology of finite height ring spectra. The topic is also
closely connected to (even, MU-based) synthetic spectra, and may help familiarize students
with their use in computations.

Warning: Many of these talks were live TeX’d and although we have done our best to edit
the content, there are possibly still typos, notational inconsistencies, or other mathematical
errors. Additionally, notes for some of the talks are missing or incomplete.
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1 Introduction (Allen Yuan)

Notes by Eunice Sukarto

In topology, we can assign to a space X algebraic invariants H∗(X,Z) and KU∗(X). These
are related by the Atiyah-Hirzebruch spectral sequence

Hs(X;πtKU)⇒ πt−sKUX

induced by the Postnikov filtration τ≥∗KU on KU.
In algebraic geometry/rings, are there similar invariants?

Grothendieck: For a ring R ⇝ étale cohomology H∗ét(R).

e.g. For R = C, H∗ét(C,Z) =

{
Z ∗ = 0

0 else
.

Quillen: For a (discrete) commutative ring R ⇝ algebraic K-theory spectrum K(R).
K0(R) = {finite dimensional projective R-modules,⊕,⊗}.
e.g. K(C)∧p = ku∧p , where ku is connective K-theory.

Lichtenbaum-Quillen conjecture: For R a nice ring, p a prime invertible in R, there
exists a spectral sequence

Es,t
2 = Hs

ét

(
R;Z/p

(
− t

2

))
⇒ πt−sK(R)/p

where t is a certain twist. Informally, this is saying that K(R)(p), which has no étale
descent, has a filtration by H∗ét(R), which has étale descent.

Thomason: K-theory mod p with the Bott element β inverted

R 7→ K(R)/p[β−1]

has étale descent.

Waldhausen: Lichtenbaum-Quillen is equivalent to the map

K(R)→ Lf
1K(R)

being an isomorphism on homotopy groups in large enough degrees.

A Detour: Reminders on the Chromatic Filtration

Recall that the complex cobordism MU has homotopy groups

π∗MU ∼= Z[x1, x2, . . .]

where xi has degree 2i. The Lubin-Tate parameters

(p, v1, v2, . . .)
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sit inside π∗MU and can be chosen such that vi = xpi−1, so vi has degree 2(pi − 1). For
each prime p, the p-localization MU(p) of MU splits as a direct sum of suspensions of the
Brown-Peterson spectrum BP, whose homotopy groups are given by

π∗BP ∼= Z(p)[v1, v2, . . .].

Let BP⟨n⟩ denote the truncated BP-spectrum. It is a BP-algebra spectrum with homotopy
groups

π∗BP⟨n⟩ ∼= Z(p)[v1, . . . , vn].

For example,

BP⟨−1⟩ = Fp

BP⟨0⟩ = Z(p)

BP⟨1⟩ = ℓ,

where ℓ injects into p-local connective K-theory as the Adams summand, sending v1 to βp−1.
If p = 2, then ℓ = ku(2). There are ring maps

S→ MU→ BP→ BP⟨n⟩

where S and MU are E∞ rings, while BP and BP⟨n⟩ are not.
We can mostly pretend that p, v1, v2, . . . lift to π∗S. More precisely, we have p ∈ π∗S, a

type 0 spectrum. For any e0, S/pe0 is a type 1 spectrum, so π∗(S/pe0) contains some power
of v1. Similarly, for any e1, S/pe0 , ve11 is a type 2 spectrum, so π∗(S/pe0 , ve11 ) contains some
power of v2, and so on.

Let
T (n) = S/pe0 , . . . , ven−1

n−1 [v−1n ]

for some e0, . . . , en−1. For any e0, . . . , en−1, S/pe0 , . . . , v
en−1

n−1 is a type n spectrum, so the
Bousfield class of T (n) does not depend on the choice of e0, . . . , en−1. Alternatively, we
could have picked any type n spectrum in place of S/pe0 , . . . , ven−1

n−1 .
We denote by LT (n) the Bousfield localization with respect to T (n). This is closely

related to LK(n), where K(n) is the nth Morava K-theory. We define finite localization as

Lf
n = LT (0)⊕...⊕T (n),

which is closely related to
Ln = LK(0)⊕...⊕K(n).

End of Detour

Ausoni-Rognes: computed K(ℓ)/p, v1 for p ≥ 5 and showed that it is a finitely
generated Fp[vp]-module. If M is a finitely generated graded F2[v2]-module, then
M →M [v−12 ] is an isomorphism in high enough grading. This implies that

K(ℓ)→ Lf
2K(ℓ)

is an isomorphism on π∗>>0.
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Lichtenbaum-Quillen for ring spectra: For n ≥ 0,

K(BP ⟨n⟩)(p) → Lf
n+1K(BP ⟨n⟩)

is an isomorphism on π∗>>0 iff K(BP ⟨n⟩)(p) has fp type n + 1. This was proved by
Hahn-Wilson and extended in Hahn-Raksit-Wilson.

The goal of this workshop is to understand the key computations in Hahn-Wilson and
Hahn-Raksit-Wilson, focusing on n = 0, 1 i.e. BP ⟨n⟩) = Z, ℓ.

K(R) TC(R)

TC−(R)

THH(R)

Day 1: Properties + computations of THH(R)

- THH(R) for R = S[x], MU , Fp

- THH(Z)/p, THH(ℓ)/p, v1

Day 2: Motivic filtration/motivic spectral sequence

Filtration disambiguation

A spectrum X is the limit of its Postnikov tower

X = lim
←

(· · · → τ≤1X → τ≤0X → · · · ).

The Postnikov/Whitehead filtration on X is

τ≥∗X : · · · → τ≥1X → τ≥0X → · · · → colim
→

= X.

If X = KU , every other degree is constant since KU is concentrated in even degrees.
This allows us to consider the double-speed Postnikov filtration

τ≥2∗X : · · · → τ≥2X → τ≥0X → · · · .

e.g. Fil∗motTHH(Fp) = τ≥2∗THH(Fp) is a synthetic spectrum. Synthetic spectra is a
nice home for motivic filtrations. We can compute THH(Z)/p, THH(ℓ)/p, v1 using
motivic spectral sequences.

Days ≥ 3: More structures on THH

- circle action:

TC−(R) = THH(R)hS
1

TP (R) = THH(R)tS
1
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- Frobenius:

TC(R) = eq

(
TC−(R) TP (R)

can

φ

)
- redshift

X = colimFil∗motX gr∗X

K(R) ∼ H∗ét(R)
HH(R)( HKR filtration) Ω∗R

HP (R) H∗dR(R)

TP (R) H∗∆(R) prismatic cohomology of R
TC−(R) Nygard filtration on H∗∆
TC(R) H∗syn(R) syntomic cohomology

LQ says that K(R) ∼ H∗ét(R) i.e. K(R) is built out of H∗ét(R). If R is algebraically
closed/strictly Henselian, then ku ∼ Z.
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2 Definition of THH (Catherine Li)

Notes by Maxine Calle

In addition to giving a definition of THH, we will also talk about some properties of THH
and do some example computations. These example computations will be relatively short,
compared to other computations which require a whole talk to cover (see, for instance,
Section 3).

We will only consider E∞-ring spectra unless explicitly stated otherwise, which allows
us to use the following definition of THH.

Definition 2.1. Let R→ A be a map of E∞-ring spectra. Then the topological Hochschild
homology of A relative to R is THH(A/R) := A ⊗

A⊗RA
A.

There’s no op in this definition because we’re working with E∞-rings.

Notation. If we take R = S, then we will simply write THH(A). If A is an ordinary
(discrete) ring, then THH(A) := THH(HA).

Remark 2.2. If A and R are ordinary (commutative) rings, then HH(A/R) = A⊗L
A⊗L

RA
A is

sometimes called Shukla homology. It’s also sometimes referred to as Hochschild homology,
although it is double-derived unlike classical Hochschild homology.

We can give another definition of THH by universal properties (see the next theorem).
The idea is that THH(A) is like “the free E∞ A-algebra with S1-action.” But before we state
this formulation, we recall that CAlg is tensored over spaces, meaning there is a functor

(−)⊗(−) : CAlg× Spc→ CAlg

which preserves colimits in each variable so that there is an adjunction

Spc CAlg

A⊗(−)

CAlg(A,−)

⊣

for A ∈ CAlg. In particular, if X is a space, then A⊗X = colimX A where A is viewed as

a constant diagram, i.e. the colimit of X → ∗ A−→ CAlg. There are different notations out
there for this colimit (such as A ⊗ X,X ⊗ A) but we will stick with A⊗X . The following
result appears in [MSV97].

Theorem 2.3 (McClure–Schwänzel–Vogt). Let A be an E∞-ring. Then

THH(A) ≃ A⊗S
1

.

In particular, the unit map A → THH(A) induced by ∗ → S1 is initial among E∞-maps
A→ B for B with S1-action, i.e. for any such map there is a factorization

A THH(A)

B

where the dotted arrow is S1-equivariant.
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Proof. Write S1 as pushout in spaces

∗ ⨿ ∗ ∗

∗ S1

and apply A⊗(−) (which preserves pushouts) to get

A⊗A A

A colimS1 A

,

using the fact that A ⊗ A is the coproduct in CAlg(Sp). Observe that this is the same
pushout formula for the relative tensor product A ⊗

A⊗A
A, and hence we have

THH(A) = A ⊗
A⊗A

A ≃ A⊗S
1

as claimed. The universal property follows from the equivalences

MapS
1

E∞
(THH(A), B) ≃ MapS

1

Spc(S
1,MapE∞

(A,B)) ≃ MapE∞
(A,B).

We now state some properties of THH, particular base-change formulas, which can also
be found in [KN18]. We will also make use of the following result, although we will not
prove it here.

Proposition 2.4. The functor THH: CAlg→ CAlg is symmetric monoidal.

Proposition 2.5. Let R→ R′ and R→ A be E∞-maps. Then there is an equivalence

THH(A/R)⊗R R′ ≃ THH(A⊗R R′/R′).

Proof. Let B be an E∞ R′-algebra with S1-action. We will show that THH(A/R) ⊗R R′

has the same universal property as THH(A⊗R R′/R′). In particular, we have

MapS
1

R′ (THH(A/R)⊗R R′, B) ≃ MapS
1

R (THH(A/R), B)

≃ MapR(A,B)

≃ MapR′(A⊗R R′, B)

≃ MapS
1

R′ (THH(A⊗R R′), B),

where the first and third equivalences use the adjunction between restriction and extension
of scalars − ⊗R R′, and the second and fourth equivalences use the universal property of
THH.
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Theorem 2.6. Given a commutative diagram of E∞-ring maps,

A C B

R T S

,

then there is an equivalence

THH(A/R)⊗THH(C/T ) THH(B/S) ≃ THH((A⊗C B)/(R⊗T S)).

We will not prove this theorem in general, but instead in the following special case.

Corollary 2.7. Let R→ A be a map of E∞-rings. Then

THH(A/R) ≃ THH(A)⊗THH(R) R.

Proof. We will show that THH(A) ⊗THH(R) R has the correct universal property. Given a
E∞ R-algebra B with S1-action, we first claim that

MapS
1

R (THH(A)⊗THH(R) R,B) ≃ MapS
1

THH(R)(THH(A), B).

In particular, there is an augmentation map r : THH(R)→ R induced by collapsing S1 → ∗,

THH(R) ≃ colim
S1

R→ colim
∗

R ≃ R.

This is a retraction onto the 0th level, meaning that r is equivariant with respect to the
trivial S1-action on R and precomposing with the unit

R→ THH(R)
r−→ R

is the identity on R. Now, we use the adjunction

CAlgS
1

THH(R) CAlgS
1

R

−⊗THH(R)R

r∗

⊣

to derive the claimed equivalence (where, by an abuse of notation, we have written B instead
of r∗B).

We now claim that

MapS
1

THH(R)(THH(A), B) ≃ MapR(A,B),

which will complete the proof. To see this, observe that the data of a triangle of (non-
equivariant) maps

R A

B
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is equivalent to the data of a triangle of S1-equivariant maps

THH(R) THH(A)

B

by using the universal property of both THH(A) and THH(R) to obtain the dashed arrows
in the diagram below

R A

THH(R) THH(A)

B

.

The proof is the same for the general case (i.e. manipulations of universal properties)
but requires a bit more book-keeping. Next, we will discuss some example computations.

Example 2.8 (HH of polynomial algebras). Let R be a discrete commutative ring and
consider HH(R[x1, . . . , xn]/R). Since THH is symmetric monoidal and R[x1, . . . , xn] ∼=
R[x]⊗n, it suffices to compute HH∗(R[x]/R). We claim that

HH∗(R[x]/R) ∼= R[x]⊗ Λ(dx),

i.e. it is R[x] concentrated in degrees 0 and 1. (This is part of the HKR theorem.)
To prove the claim, observe that

HH(R[x]/R) = R[x]
L
⊗

R[x]⊗L
RR[x]

R[x] ∼= R[x]
L
⊗

R[a,b]
R[x]

where R[a, b] acts on R[x] by sending a, b 7→ x and using the multiplication in R[x]. We

therefore want to compute TorR[a,b]
∗ (R[x], R[x]). We resolve R[x] as a R[a, b]-module,

0→ R[a, b]
·(a−b)−−−−→ R[a, b]→ R[a, b]/(a− b) ∼= R[x]→ 0.

Then, we obtain the complex

0→ R[x]⊗R[a,b] R[a, b]
id⊗·(a−b)−−−−−−−→ R[x]⊗R[a,b] R[a, b]→ 0

but then ·(a− b) kills R[x] as an R[a, b]-module and so the complex above becomes

0→ R[x]
0−→ R[x]→ 0

as claimed.

Example 2.9 (THH(MU)). There is a formula for THH of a Thom spectrum that will
allow us to do this computation; see [Blu10],[BCS10], and [Sch11] for the general formula,
as well as [RSV22] for a more recent interpretation. We will list a few variants of this
formula (but will not prove them).
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Theorem 2.10. Let R be an E∞-ring spectrum and X a connected En+1-space. If f : X →
BGL1(R) is an En+1-map such that the En+1-structure on the Thom spectrum Mf extends
to an En+2 R-algebra structure, then there is an equivalence of En R-algebras

THH(Mf/R) ≃Mf ⊗ S[BX].

There is an analogous statement for the E∞-setting, replacing X with an E∞-group G.
Given an E∞-map f : G→ BGL1(R), there is an equivalence

THH(Mf/R) ≃Mf ⊗ S[BG].

Now, to compute THH(MU), we plug MU ≃ colim(BU → BGl1(S)→ Sp) into this formula
to obtain

THH(MU) ≃MU ⊗ S[BBU ].

In particular, we can compute

THH∗(MU) = MU∗ ⊗ Λ(x1, x2, . . . )

where the generators are in odd degrees.

Example 2.11 (THH(S[t])). Consider S[t] := S[N] = Σ∞+ N; we expect to obtain

THH(S[t]) ≃ S⊕
⊕
n≥1

Σ∞+ (S1/Cn).

We will start with a slightly easier computation: S[Z]. We can get this from a more general
computation for spherical group rings, with

THH(S[G]) ≃ Σ∞+ LBG

where L denotes the free loop space and the circle action rotates loops. This equivalence
follows from the previous example: the group ring S[G] arises as the Thom spectrum of the
trivial map G→ BGL1(S), i.e.

colim(G→ BGL1(S→ Sp) ≃ colim
G

S ≃ Σ∞+ G = S[G].

So by the previous example,

THH(S[G]) ≃ S[G]⊗ S[BG] ≃ S[G×BG] ≃ S[LBG].

We therefore have

THH(S[Z]) ≃ Σ∞+ LS1 ≃ Σ∞+ MapSpc(S
1, S1) ≃ Σ∞+ (S1 × Z).

The visual intuition is that we have a circle for each element of Z, and S1 acts by rotating
the nth loop at n-times speed:

. . . −2 −1 0 1 2 . . .

THH(S[Z]) : . . . . . .
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so we might expect THH(S[N]) to look like the suspension spectrum on something like:

. . . −2 −1 0 1 2 . . .

THH(S[N]) : . . . ∅ ∅ • . . .

.

Then, as claimed previously, we have

THH(S[t]) ≃ S⊕
⊕
n≥1

Σ∞+ (S1/Cn)

i.e. a wedge of a point and a bunch of circles, where the quotient S1/Cn ≃ S1 encodes the
circle action (rotating the nth circle at n-times speed).

Here is a sketch of the actual calculation. From the definition, we have

THH(S[N]) ≃ S[N]⊗S[N×N] S[N] ≃ S[N⊗N×N N].

The geometric realization that defines the relative tensor product N⊗N×N N looks like

| N× N N× (N× N)× N . . . |.

Let Xk = N × (N × N)×k × N. Since the arrows preserve sums, we can decompose the
realization into a disjoint union∐

n∈N
| Xn

0 Xn
1 . . . |

where Xn
k consists of k-simplices which sum to n. For example, taking n = 0, there is only

one way to sum to 0 for each k (taking all zeros), and so

| X0
0 X0

1 . . . | = |∗ ← ∗ ← . . .| = ∗.

Whereas, for n = 1, there are four non-degenerate simplices: two in degree 0 and two in
degree 1. So we get a picture that looks like

| ∗∗ ∗ ∗ ∗∗ . . . |

and the attaching maps imply that we get S1 after realization. The other choices of n ≥ 2
similarly produce circles (where all simplices higher than degree n are degenerate). The
circle action follows from considering the map THH(S[N])→ THH(S[Z]).
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3 Computation of THH(Fp) (Joseph Hlavinka)

Notes by Akira Tominaga

The goal of this talk is to explain the following computation.

Theorem 3.1 (Bökstedt). We have an E1-algebra equivalence

THH(Fp) ≃ Fp ⊗ Σ∞+ ΩS3.

In particular, using the Serre spectral sequence, one sees that

π∗ THH(Fp) ≃ Fp[x], |x| = 2.

Remark 3.2. This theorem does not reveal the circle action on THH(Fp). The circle action
on S3 is not compatible with the circle action on THH .

Remark 3.3. Recall that there is a trace map K(Fp)→ THH(Fp). Quillen computed that

K∗(Fp) ≃

{
0 ∗ = 2i,

Z/(pi − 1) ∗ = 2i− 1.

Hence the original trace map is not a good approximation in this case. However, after
p-completion, we obtain that K(Fp)

∧
p ≃ Zp, so the trace map give a better approximation.

One way to deduce Bökstedt’s computation is to use following result.

Theorem 3.4 (Hopkins-Mahowald). There is an E2-algebra equivalence

Fp ⊗ Fp ≃ Fp ⊗ Σ∞+ Ω2S3.

Proof of Bökstedt’s periodicty.

THH(Fp) ≃ Fp ⊗Fp⊗Fp
Fp

≃ Fp ⊗Fp⊗Σ∞
+ Ω2S3 Fp

≃ Fp ⊗ S⊗Σ∞
+ Ω2S3 S

≃ Fp ⊗ Σ∞+ ΩS3.

We will see how to prove the Hopkins-Mahowald’s result in the rest of this talk. We
restrict to the p = 2 case below, but the idea is the same when p > 2.

Definition 3.5. Let X be a compact pointed space. The free En-algebra on X is the
En-algebra FreeEn

(X) := Σ∞+ ΩnΣnX. This construction is meant to satisfy the universal
property

MapEn
(FreeEn(X), Y ) ≃ MapSp(Σ

∞
+ X,Y ).

The free En-Fp-algebra on X is the spectrum Fp ⊗ FreeEn
(X).
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Remark 3.6. We have an equivalence

MapFp−En
(Fp ⊗ Σ∞+ ΩnSn+k, Y ) ≃ MapEn

(Σ∞+ ΩnSn+k, Y )

≃ MapSp(S
k, Y ).

Construction 3.1. Let A be an En-algebra and x ∈ πkA. Take the Fp-En-algebra map
x̃ : Fp ⊗ Σ∞+ ΩnSn+k → A using the equivalence above. For an element Qj : Sj → Fp ⊗
Σ∞+ ΩnSn+k, we denote the composition x̃ ◦Qj as Qjx.

Theorem 3.7. Let A be an En-algebra. Then there is a suitable choice of Qr so that the
resulting operations Qr : H∗(A;F2)→ H∗+r(A;F2) satisfy the following properties:

(a) if x ∈ Hi(A;F2), then Qr(x) = 0 for r < i or i > i+ n,

(b) Qr(x) = x2 when |x| = r, and

(c) Adem, Cartan, and Nishida relations hold.

Let’s take A = F2 ⊗ F2. For a map x ∈ π1(F2 ⊗ F2), we associate an E2-F2-algebra map
F2 ⊗ Σ∞+ Ω2S3 → F2 ⊗ F2.

Theorem 3.8 (Araki-Kudo). We have

π∗F2 ⊗ Σ∞+ Ω2S3 ≃ F2[x1, x2, . . . ], |xi| = 2i − 1.

satisfying Q2ixi = xi+1.

Proof of Hopkins-Mahowald. Recall that π∗F2⊗F2 ≃ F2[ξ1, ξ2, . . . ] with Q2iξi = ξi+1. Con-
sider the map ξ̃1 : F2⊗Σ∞+ Ω2S3 → F2⊗F2 associated to ξ1 ∈ π1F2⊗F2. Then one can check

that π1ξ̃1 sends ξ1 to x1.
1 Because ξ̃1 is an E2-map, it commutes with the Dyer-Lashof

operations. In particular, ξ̃1 sends ξi to xi.

Now we are done on the THH(Fp). Let us comment a variant of this computation.

Theorem 3.9. Let R be a discrete perfect Fp-algebra. Then

π∗THH(A) ≃ A[x], |x| = 2.

To prove this, we recall the sperical Witt vector spectrum SW (A). It is a p-complete, flat
S-algebra satisfying SW (A) ⊗ Fp ≃ A.

Proof.

THH(A) ≃ THH(SW (A) ⊗ Fp)

≃ THH(SW (A))⊗ THH(Fp)

≃ THH(SW (A))⊗ Fp ⊗Fp
THH(Fp)

≃ THH(A/Fp)⊗Fp
THH(Fp)

≃ A⊗Fp
THH(Fp)

where the second equality uses the fact that THH is symmetric monoidal, and the fourth
equality follows from a formula from the last talk.

1We choice the element in π∗F2 ⊗ F2 so that this will happen. This claim is due to Steinberger.
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Lastly, we briefly mention the polynomial generator in THH∗(Fp) and the suspension
construction. Let A be an E∞-ring with the unit u : S → A. Then the following diagram
commutes:

S //

u

��

0

��
A
u⊗id−id⊗u

// A⊗A.

Therefore we can take a map σ : cofib(u) ≃ Σfib(u) → A ⊗ A. Similarly, the following
diagram

Σfib(u) //

��

%%

0

��
A⊗A //

��

A

��
0 // A // THH(A)

commutes and we have a map σ2 : Σ2 fib(u)→ THH(A).

Proposition 3.10. Take A = Fp. Then π0 fib(u) = pZ and we have σ2(p) = x ∈
π2 THH(Fp).
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4 More computations of THH (Jackson Morris)

Notes by Atticus Wang

Fix an odd prime p throughout. In this talk we’ll review some background on suspension op-
erations and filtered spectra, and then use some of this technology to compute the homotopy
groups of THH(Zp)/p and THH(ℓp)/(p, v1).

4.1 Suspension operations

Let us first elaborate on the suspension operations mentioned near the end of the last talk.
This will be useful for later talks. The main references for this section are [HW22] appendix
A and [LL23] section 3.1.

Without aiming for full generality, let’s work in the familiar land of spectra. Let A
be a homotopy commutative E1-algebra, and let I = fib(S → A). There are two maps
A → A ⊗S A, given by the left and right units. We can precompose both maps with
I → S → A. Then any point in I → A ⊗S A is nullhomotopic “for two reasons”, so we
obtain a loop in A⊗S A. In other words we get a map ΣI → A⊗A. This is how you could
think about it. Formally, there are natural homotopies filling all the squares

I 0

S A

0

A A⊗A

e

e eL

eR

so you automatically get a map ΣI → A ⊗ A by pushing out from the back face. Another
way to say the same thing is that there is a natural nullhomotopy of the composition

S→ A
eL−eR−−−−→ A⊗A, so we get a dotted map

S A ΣI

A⊗A

eL−eR

This is the suspension map σ.
Doing this once more gives a map σ2 : Σ2I → THH(A). In the intuitive picture, the loop

you got before in A ⊗ A is zero in THH(A) again for two reasons, so we get a 2-sphere in
THH(A). Formally:

ΣI 0

A⊗A A

0

A THH(A).

m

m◦T
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Here, we need the natural map eL − eR : A→ fib(m : A⊗A→ A) to factor through ΣI. It
suffices to show that S → A → fib(m) is zero, i.e. that the map π0(A) → π0(fib(m)) maps
the unit to 0. But because m is surjective on homotopy groups, π0(fib(m)) ⊂ π0(A⊗A), so
the map π0(A)→ π0(A⊗A) induced by eL − eR does indeed map the unit to zero.

Exercise 4.1. Show that the Bott element u ∈ THH2(Fp) arising from the identification
THH(Fp) ≃ Fp⊗Σ∞+ ΩS3 is the same element as σ2p. (Hint: first show that σp is the degree
1 exterior power generator of the Steenrod algebra by comparing with Fp ⊗L

Z Fp.)

Precomposing σ2 with the connecting homomorphism gives the map

d : ΣA→ Σ2I
σ2

−→ THH(A).

The geometric picture is that this is supposed to take a point in A, take its image in THH(A),
and use the S1 action on THH(A) to form a circle. In other words:

Exercise 4.2. The map d is the same map as

ΣA→ A⊗ ΣA = (Σ∞+ S1)⊗A→ THH(A)

where the last map is induced by the circle action on THH.

The last map we’ll define is a map t : Σ−2 THH(A) → limCP1 THH(A), where the limit
is taken over the diagram CP1 ↪→ CP∞ = BS1 → Sp encoding the S1-action on THH. To
construct this, write CP1 as a colimit of spaces

CP1 = colim(S1 ⇒ S0).

When taking the limit over an indexing category which can be written as a colimit, one can
break it up as a limit of the limits over each individual part2. Applying this to the above
cofiber sequence we get

lim
CP1

THH(A) ≃ lim(THH(A)⊕ THH(A)⇒ THH(A)⊕ Σ−1 THH(A))

≃ lim(THH(A)→ Σ−1 THH(A))

and t is just the connecting homomorphism for this fiber sequence.
The geometric picture is that if we take a 2-sphere in THH(A) and apply t, it recovers

the fixed points of the S1-action on the sphere, namely the two poles; in other words it is
a kind of inverse to the suspension operation. The geometric picture suggests the following
proposition (whose proof we skip):

Proposition 4.3 ([HW22], lemma A.4.1). The following square commutes:

I S

Σ−2 THH(A) limCP1 THH(A).

σ2

t

2This is explained e.g. here.

https://people.math.harvard.edu/~dwilson/notes/infty-tutorial.pdf
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4.2 Filtered objects

In this section we discuss filtered and graded objects. References include [BHS20] appendix
B and [LL23] section 2.

Definition 4.4. Let C be a stable ∞-category. A t-structure on C is the data of a pair of
two subcategories C≥0,C≤−1 such that:

• C≥0 is closed under Σ, and C≤−1 is closed under Σ−1.

• For X ∈ C≥0 and Y ∈ C≤−1, Map(X,Y ) is contractible.

• For any X ∈ C there exist Y ∈ C≥0 and Z ∈ C≤−1 such that Y → X → Z is a fiber
sequence.

Exercise 4.5. Show that:

(a) C≥0 ∩ C≤−1 = ∅.

(b) There exists a right adjoint τ≥0 : C→ C≥0 to the inclusion C≥0 ↪→ C. Similarly there
exist a left adjoint τ≤−1.

(c) C♡ := C≥0 ∩ C≤0 is an abelian 1-category.

(d) Given a stable ∞-category C, consider its homotopy category hC which is a triangu-
lated category. It is clear that a t-structure on C gives rise to a t-structure on hC.
Show that this is a bijection.

Our filtrations are decreasing by convention:

Definition 4.6. Define the category of filtered objects fil(C) = Fun(Z≥,C), and the category
of graded objects gr(C) = Fun(Z,C). Both are symmetric monoidal categories by Day
convolution. Here Z≥ is the poset · · · 2→ 1→ 0→ −1 · · · and Z is discrete.

Now suppose C is a presentably symmetric monoidal stable∞-category with a t-structure
which is compatible with the monoidal structure: this means that the tensor unit is con-
nective (i.e. in C≥0), and C≥0 is closed under tensor product. The example we’ll use is of
course Sp. Between the categories C,fil(C), gr(C), there are the following functors:

• −n : fil(C)→ C, taking the nth object.

• the left adjoint to the above, c0,n : C → fil(C). This takes X to the filtered object
· · · → 0 → X → X → · · · with the first X at the nth position. This is symmetric
monoidal. Let ck,n := Σkc0,n+k.

• the colimit (or “realization”) colim: fil(C)→ C. This is symmetric monoidal.

• the right adjoint to the above, the constant functor Y : C→ fil(C). This is symmetric
monoidal.

• the right adjoint to the above lim: fil(C)→ C.

• the associated graded, gr : fil(C)→ gr(C). This is symmetric monoidal.

• the right adjoint to the above, taking zeros for all the filtration maps: gr(C)→ fil(C).
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• the Whitehead tower τ≥∗ : C→ fil(C), which is lax symmetric monoidal.

• the bigraded homotopy groups π♡k,nX = π♡k Xn+k = Σ−kτ≥kτ≤kXn+k ∈ C♡ and

πk,nX = πkXn+k = [1k,n, X].

Exercise 4.7. Let the filtration parameter τ ∈ π0,−1(1
0,0) be defined by the map

· · · 0 0 1 · · ·

· · · 0 1 1 · · ·

and let Cτ ∈ fil(C).

(a) For any X ∈ fil(C), what is X ⊗ τ?

(b) Show that gr(C) can be identified with ModCτ (fil(C)), and taking associated graded
amounts to base changing −⊗ Cτ .

(c) On the other hand show that fil(C)[τ−1] ≃ C by X 7→ colimX.

Proposition 4.8. Let X ∈ fil(C). There is a spectral sequence associated to X:

E1
s,t = π♡t−s,s(grX) =⇒ π♡t−s(colimX).

The differentials dr are of bidegree (r+1, r). Intuition check: d1 goes from πt−s(grt X)→
πt−s−1Xt+1 → πt−s−1(grt+1 X) which is correct.

Remark 4.9. Many people prefer for this spectral sequence to be graded according to the
Adams convention, where the x-axis represents total degree t− s and the y-axis represents
Adams filtration degree s.

We now specialize to C = Sp where π♡ and π agree. Given a spectrum, we often study it
by putting a filtration on it and studying its associated spectral sequence. The suspension
operations allow us to formally determine some differentials in the spectral sequence. To
start with, given any spectrum X and an element x ∈ π∗(X) with a lift x̃ ∈ π∗(X ⊗ I), we
can tensor the maps σ, σ2 with X to obtain

σx ∈ π∗+1(X ⊗A⊗A), σ2x ∈ π∗+2(X ⊗ THH(A)).

In general they depend on the lift x̃. Similarly given any y ∈ π∗(X ⊗ A ⊗ A) with a
lift ỹ ∈ π∗(X ⊗ fib(m)), we can define σy ∈ π∗+1(X ⊗ THH(A)). Then for any element
x ∈ π∗(X ⊗A) we can define dx = σ((eL − eR)x).

Now let R be an E1-algebra in fil(Sp), X ∈ Sp. Suppose x ∈ πk(X) whose image in
πk(X ⊗ R0) = πk,−k(X ⊗ R) is equal to τ ry for some y ∈ πk(X ⊗ Rr), r ≥ 1. This means
that x maps to zero in πk,−k(X⊗gr(R)). The following is the key fact we’ll use to determine
the differentials:

Proposition 4.10 ([LL23], lemma 3.6). There is a lift x̃ ∈ πk,−k(X⊗fib(S0,0 → grR)) such
that in the spectral sequence associated to X ⊗THH(R), σ2x ∈ πk+2,−k−2(X ⊗THH(grR))
survives to the Er-page, and there is a differential dr(σ

2x) = ±dy.
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Sketch of proof. The idea is to map into this spectral sequence from a simpler one where we
know the differentials. Namely, a nullhomotopy of x in the associated graded is the same as
a homotopy x ∼ τ ry, which is the same as a nullhomotopy ν of τ ry in X ⊗ cofib(S0,0 → R).
Then we get a map of filtered objects

· · · 0 Sk · · · Sk 0 0 · · ·

· · · X ⊗Rr · · · X ⊗R1 X ⊗ (R0/S) X ⊗ (R−1/S) · · ·

y ν

we know the dr differentials of the spectral sequence of the top object because everything
has to be killed. That differential maps to a nontrivial differential in the bottom object,
which in turn maps to a nontrivial differential in X ⊗ THH(R) by applying σ2.

4.3 Main calculation

We will now do the calculation of THH(Zp)/p and THH(ℓp)/(p, v1) for p an odd prime,
following the streamlined method of [LL23], example 4.2 and 4.3. Note that this computation
goes back to Bökstedt ’86 (for Zp) and McClure–Staffeldt ’93 (for ℓp).

Our strategy is to put filtrations on Zp and ℓp, which induce filtrations on their THH
and quotients. Moreover, gr commutes with THH (because of monoidality) and quotients
(because of exactness), so the associated graded are just THH of grZp and gr ℓp, which are
easy to compute.

Recall that ℓp is the connective Adams summand: it is a p-complete spectrum which

can be defined as the connective cover of KU
hµp−1

(p) where µp−1 acts via Adams operations.

It satisfies
ku(p) = ℓp ⊕ Σ2ℓp ⊕ · · · ⊕ Σ2p−4ℓp,

and it has homotopy groups π∗ℓp = Zp[v1], |v1| = 2p− 2.
Recall also that Zp and ℓp are the first two examples in a series of spectra called truncated

Brown–Peterson spectra, BP⟨n⟩. They are obtained from BP by quotienting by the elements
vn+1, vn+2, · · · ∈ π∗BP. But Zp and ℓp are highly structured: they are E∞-rings, whereas
BP⟨n⟩ in general do not admit such structures.

Let’s begin. We filter Zp and ℓp by:

• Zfil
p is given the filtration · · · → Zp

p−→ Zp
p−→ Zp = Zp = . . . and let ṽ0 be 1 ∈ Zp in

filtration degree 1. It is an E∞-ring in fil(Sp), whose associated graded is Fp[v0]. (By
the way, this is also the Adams filtration of Zp along S→ Fp.)

• ℓfil is given the Whitehead filtration · · · → τ≥2ℓ→ τ≥1ℓ→ ℓ = ℓ = . . . and let p be in
filtration degree 0 and let ṽ1 be in filtration degree 2p− 2. It is an E∞-ring in fil(Sp)
because τ≥∗ is lax symmetric monoidal.

We can take THH(Zfil
p ) in the symmetric monoidal category fil(C). The image of ṽ0 in

Zfil
p → THH(Zfil

p ) is also denoted ṽ0. We’ll compute THH(Zfil
p )/ṽ0. Note that colimits and

taking associated graded both commute with THH and cofibers, so colimTHH(Zfil
p )/ṽ0 =

THH(Zp)/p and

gr(THH(Zfil
p )/ṽ0) = THH(Fp[v0])/v0 = Fp[σ

2p]⊗ ∧[dv0].
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Here σ2p has bidegree (−2, 0) and dv0 has bidegree (0, 1). By Proposition 4.10 applied to
R = Zfil

p , we get d1(σ
2p) = dv0 in the spectral sequence for THH(Zfil

p ). This maps to the

spectral sequence for THH(Zfil
p )/ṽ0, so the relation holds for us as well. By Leibniz rule, this

determines all differentials. There are no extension problems for degree reasons ((σt1)
2 = 0)

and we get
π∗(THH(Zp)/p) ≃ Fp[σ

2v1]⊗ ∧[σt1]

with |σ2v1| = 2p and |σt1| = 2p − 1. These elements can be named this way by [HW22],
proposition 6.1.6.

Similarly, let’s compute THH(ℓ)/(p, v1). As above, we compute THH(ℓfil)/(p, ṽ1), whose
colimit is what we want, and whose associated graded is

THH(gr(ℓfil))/(p, v1) = THH(Zp[v1])/(p, v1) = Fp[σ
2v1]⊗ ∧[λ1, dv1],

where |σ2v1| = (−2p, 0), |λ1| = (−2p−1, 0), and |dv1| = (−1, 2p−2). By degree reasons only
one page can carry differentials, namely the E2p−2-page; and it does have a differential by
Proposition 4.10, with d2p−2(dv1) = σ2v1. Thus the E∞ page looks like Fp[µ1]⊗ ∧[λ1, λ2].
Again, there are no extension problems for degree reasons, so we conclude that

π∗(THH(ℓ)/p, v1) = Fp[µ]⊗ ∧[λ1, λ2]

with |µ| = 2p2, |λ1| = 2p− 1, |λ2| = 2p2 − 1.
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5 Basics of synthetic spectra (Max Johnson)

Notes by Akira Tominaga

Let’s recall some terminology on filtered and graded objects. Let C be a presentable stable
category (namely, C = Sp).

Definition 5.1. The category of filtered objects in C is the functor category

Fil(C) := Fun(Z≥,C).

The category of graded objects is the functor category

Gr(C) := Fun(Z≤,C).

The category of filtered objects and graded objects have several associated functors.

Definition 5.2. Let the associated graded functor

gr∗ : Fil(C)→ Gr(C)

be the functor determined by

grn X := cofib(Xn+1 → Xn).

Definition 5.3. One can define a functor ι : Gr(C)→ Fil(C) by zero map.

Definition 5.4. Let τ : Fil(C)→ Fil(C) be the functor given by the structure map in filtered
objects.

Definition 5.5. Recall that we defined a functor

ci,j : C→ Fil(C)

by

(ci,jX)n :=

{
ΣiX n ≤ i+ j,

0 n > i+ j.

Definition 5.6. Let the realization functor Re: Fil(C)→ C be the functor given by

ReX := colim
n

Xn.

Remark 5.7. When C is symmetric monoidal, then Fil(C) and Gr(C) are also symmetric
monoidal via Day convolution. The idea for the Day convolution is, for X,Y ∈ C and n ∈ Z,
we define X ⊗ Y by the formula

(X ⊗ Y )n := colim
i+j≥n

Xi ⊗ Yj .

Let 1 be the unit in C. Then the unit 1Fil in Fil(C) is c0,0(1), and the unit 1Gr in Gr(C) is
the graded object whose image of 0 ∈ Z is 1 and n ̸= 0 is the zero object.

Remark 5.8. Note that gr∗ is symmetric monoidal and left adjoint to ι.
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Lemma 5.9. Denote Cτ ∈ Fil(C) the filtered object cofib(τ : c0,−1(1) → c0,0(1)). Then the
map c0,0(1)→ Cτ is E∞-algebra in Fil(C).

Proof. Note that Cτ equivalent to the image of the unit in Gr(C) via ι. The claim follows
because ι is lax symmetric monoidal.

Proposition 5.10. There is a categorycal equivalence Mod(Cτ) ≃ Gr(C). Under this equiv-
alence, we have a natural equivalence of functors −⊗ Cτ ≃ gr∗ .

For filtered objects, we can define the bigraded homotopy group

πs,tX := πsXs+t ≃ [Σsc0,s+t(1), X].

Associated to this bigraded homotopy group, for each filtered object X ∈ Fil(C), one can
construct a spectral sequence

Es,t
1 = πt−s(grt X)⇒ πt−s ReX.

In addition to this, one can set up τ -Bockstein spectral sequence

Es,t
1 = (πt−s grt X)[τ ]⇒ πs,tX.

For any filtered object X, these two spectral sequences are closely related each other. If we
understand the differentials in one spectral sequence, then we can deduce the differential of
the other. In fact, one can show dr(x) = y ⇔ dr(x) = τ ry.

Remark 5.11. Tate spectral sequence and homotopy fixed point spectral sequence.

Definition 5.12. A tower functor is a lax monoidal functor

T : C→ Fil(C).

The deformation of C by a tower functor T is the category Mod(T (1)).

Note the endomophism τ : Fil(C)→ Fil(C) restricts to Mod(T (1)).Denote Mod(T (1))[τ−1]
be the full subcategory spanned by τ -invertible objects.

Theorem 5.13. Denote Cτ to be the cofiber cofib(τ : T (1)→ T (1)). There are symmetric
monoidal equivalences of categories

Mod(T (1))[τ−1] ≃ Mod(Re(T (1))),

Mod(Cτ) ≃ Mod(gr∗ T (1)).

The first category Mod(T (1))[τ−1] can be thought of the generic fiber with respect to
the deformation by τ . The latter category Mod(Cτ) is the special fiber when τ = 0.

Now we specialize the case C = Sp.

Proposition 5.14. The functor

ν : Sp→ Fil(Sp), X 7→ Tot τ≥2∗(MU⊗•+1 ⊗X)

is a tower functor.
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Definition 5.15. We call the module category Mod(νS) to be the category of MU-synthetic
spectra SynevMU.

Proposition 5.16. The generic fiber Mod(νS)[τ−1] is equivalent to Sp.

Proof. This follows from the observation that

colim
n

Tot τ≥2n(MU⊗•+1) ≃ Tot colim
n

τ≥2n(MU⊗•+1)

≃ TotMU⊗•+1

≃ S.

Note that the sequential colimit and Tot commutes because, Tot is a sequential limit of
finite limit Totn, and the map Tot → Totn induces an isomorphism on homotopy groups
through a range increasing in n.

Also, we can analyze the special fiber. The special fiber becomes more algebraic, namely,
it is related to the E2-term of the Adams Novikov spectral sequence.

Proposition 5.17. There is a symmetric monoidal equivalence

Mod(Cτ) ≃ StableevMU∗MU

where the latter is the Hovey’s stable category of even MU∗MU-comodules.

Hovey’s stable category StableevMU∗MU has a feature that its heart Stableev,♡MU∗MU is iso-
morphic to the category of even comodules ComodevMU∗MU. In particular, we have an iso-
morphism of abelian groups

πs grs+t Cτ ≃ Exts,tMU∗MU(MU∗,MU∗).

Remark 5.18. Even MU∗MU-comodule algebra gives an algebra in Cτ -modules. For exam-
ple, MU∗/(p, v1, · · · , vn) is an even MU∗MU-comodule algebra. Therefore Cτ/(p, v1, · · · , vn)
is an E∞-ring in the category of Cτ -modules, although the Smith-Toda complex does not
always exist in Sp.

As a concluding remark, we note the following. This result will not be used in the rest
of this workshop.

Theorem 5.19. After p-completion, there is an equivalence

SynevMU ≃ SH(C)cell

where SH(C)cell is the smallest subcategory of all complex motivic spectra containing spheres
and closed under colimits.
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6 The even filtration (Keita Allen)

Notes by Keita Allen

6.1 Introduction

Yesterday we introduced topological Hochschild homology, a spectral invariant which, to
an E∞ ring A, associates another E∞ ring THH(A). This is an invariant which is related
to algebraic K-theory; the homotopy groups THH∗(A) serve as a first approximation to
K∗(A). We know algebraic K-groups are hard to compute directly, so the following question
is then of interest to us.

Question 6.1. Can we compute THH∗(A)?

We saw some fundamental computations yesterday (THH∗(Fp), THH∗(Z)/p, THH∗(ℓ)/(p, v1))
but the way we computed these was somewhat ad-hoc. We can then ask the following slight
modification of Question 6.1:

Question 6.2. Can we compute THH∗(A) in a principled way?

Max provided us a first approach to an answer to this question; we saw that if we have
a filtration on a spectrum A, then we get a spectral sequence converging to the homotopy
groups of A. So as a further refinement, we can ask the following question.

Question 6.3. Can we provide a functorial filtration on THH(A) which yields an interesting
spectral sequence?

The goal of this talk is to provide an answer to this question in the affirmative; this
will be the even filtration. We will see that this filtration recovers various other interesting
filtrations on objects of interest, and later in the day we will see that it can be used to
advance our understanding of the THH of ring spectra.

Notation

In a slight departure from [HRW22], we will denote the ∞-category of spectra by Sp and
the category of E∞ rings by CAlg. Given an ∞-category C, we will denote the category of
filtered objects in C (the category of functors from the poset Z into C) by FilC.

6.2 The even filtration and evenly faithfully flat maps

Definition 6.4. An E∞ ring A is said to be even if π∗X is concentrated only in even
degrees.

Even E∞ rings are nice; for example, their homotopy groups form a commutative ring,
and they are always complex-orientable. The even filtration can be thought of as a means
of approximating an arbitrary E∞ ring by even ones.

Definition 6.5 (The even filtration). Let A be an E∞ ring. For each integer n, we define

filnev A = lim
A→B
B even

τ≥2nB ∈ CAlg,
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where τ≥∗B denotes the Postnikov truncation of B. By a universal property argument, we
have maps

· · · → filn+1
ev A→ filnev A→ filn−1ev A→ · · · ;

these assemble to define a filtered object

fil∗ev A ∈ Fil CAlg .

This assignment promotes to a functor

fil∗ev : CAlg→ Fil CAlg,

which we will refer to as the even filtration.

Those more well-versed than I am in the language of∞-categories may be unsatisfied by
my assertion that this assignment can be made functorial. For those of you, the following
simple categorical description may be appealing.

Definition 6.6 (The even filtration, again). The even filtration is the right Kan extension

{even E∞ rings} CAlgev Fil CAlg

CAlg

τ≥2∗

fil∗ev

In addition to actually guaranteeing that we have a functor, some other satifying things
fall out of the above definition. First, we will note that on even E∞ rings, the even filtration
is just the double-speed Postnikov filtration. Further, since τ≥2∗ is lax symmetric monoidal,
fil∗ev is also canonically lax symmetric monoidal, and so takes E∞ rings to E∞ algebras in
filtered spectra. In particular, for any E∞ ring A, fil∗ev A will be a module over the commu-
tative algebra fil∗ev S. We’ll see later that this even filtered sphere is something familiar.

Now, having this definition is great, but as it stands it is a little scary; it is easy enough
to understand when the ring we are filtering is even, but otherwise this gigantic limit does
not seem very computable. The following definition is our first step towards understanding
this filtration.

Definition 6.7 (Evenly faithfully flat maps). A map A→ B of E∞ rings is evenly faithfully
flat, or eff, if for any even E∞ ring C and a map of E∞ ring A → C, the pushout B ⊗A C
is even and π∗(B ⊗A C) is faithfully flat over π∗(C).

The even filtration enjoys a certain “descent” property along evenly faithfully flat maps.

Proposition 6.8. Let A→ B be an eff map. Then

fil∗ev A = Tot•
(
fil∗ev B

⊗A•+1
)
:= lim

∆,•

(
fil∗ev B

⊗A•+1
)

We won’t prove this here, but the proof of this is actually kind of formal, using general
stuff about Grothendieck topologies.
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6.3 Some evenly faithfully flat maps

Now, we’ll move to discussing some examples of eff maps, and what this can tell us about
the even filtration.

Proposition 6.9. The map S→MU is evenly faithfully flat.

Proof. Let S → C be a map into an even E∞ ring. Then we have MU ⊗S C = MU ⊗ C,
where the latter is the tensor product of underlying spectra. So

π∗(MU ⊗S C) = π∗(MU ⊗ C)

= MU∗C

= (π∗C)[b1, b2, . . .] |bi| = 2i,

where the second equality is the definition of homology, and the third equality follows from
the fact that even ring spectra are complex orientable and a computation with the Atiyah-
Hirzebruch spectral sequence. (See [Lur10], Lecture 7 for more details.) In particular,
MU ⊗S C is even, and as a free π∗C-module it is also faithfully flat.

This, in conjunction with the eff descent result 6.8, show us that the even filtration on
the sphere is actually something familiar.

Corollary 6.10. The even filtration on S is the (double-speed Postnikov) décalage of the
Adams-Novikov filtration on S:

fil∗ev S ≃ Déc fil∗AN S = Tot•
(
τ≥2∗MU⊗•+1

)
.

In particular, the even filtration on the sphere converges; colim∗(fil
∗
ev S) = S and lim∗(fil

∗
ev S) =

0.

Proof. By the proposition above and Proposition 6.8, we have

fil∗ev S ≃ Tot•
(
fil∗ev MU⊗•+1

)
.

Since MU is even, the even filtration on MU is the double-speed Postnikov filtration,
yielding the corollary.

Remark 6.11. For those unfamiliar, the Adams-Novikov filtration on S comes from the
cosimplicial “descent” resolution

S ≃ Tot•MU•+1,

which gives rise to a filtered object filAN
∗ S := fil∗MU•+1 with filn MU•+1 = fib(TotMU•+1 →

Totn−1 MU•+1). The spectral sequence associated to this filtration is the Adams-Novikov
spectral sequence. Décalage is way of turning a filtered object into another filtered object,
which has the effect of “turning the page” on associated spectral sequences; the E1 page of
the spectral sequence associated to Déc fil∗MU•+1 is the E2 page of the spectral sequence
associated to fil∗MU•+1. In particular, the two filtrations/spectral sequences have the same
convergence properties. There is a nice discussion of décalage in Section 2 of [Ang+23], and
more details in [Hed21].
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Remark 6.12. Recall that for any E∞ ring A, fil∗ev A is a module over fil∗ev S. Thus, the corol-
lary above tells us that the even filtration actually lands in ModFilSp(Tot•

(
τ≥2∗MU⊗•+1

)
),

which is the category of (MU -)synthetic spectra as discussed by Max; that is, fil∗ev is a
functor

fil∗ev : CAlg→ SynMU .

We follow this up with another class of eff maps, this time involving something we have
heard a lot of about yesterday: THH.

Proposition 6.13. The maps

THH(MU)→MU

THH(S[t])→ S[t]

are evenly faithfully flat.

Proof. We will prove that THH(S[t]) → S[t] is eff; the proof proceeds essentially the same
way when we replace S[t] with MU3. Let THH(S[t]) → C be a ring map into an even E∞
ring C; we need to show that π∗(S[t] ⊗THH(S[t]) C) is even and faithfully flat. To compute
the homotopy groups of a pushout

A⊗B C,

we use the Tor spectral sequence; this has signature

TorB∗(π∗A, π∗C) = π∗A⊗L
π∗B π∗C =⇒ π∗(A⊗B C).

However, it is difficult to use this spectral sequence directly to S[t]⊗THH(S[t])C, written this
way; THH∗(S[t]) is not a nice ring to try to compute Tor over. However, we can massage
this a bit; we have

S[t]⊗THH(S[t]) C ≃ C[t]⊗C⊗THH(S[t]) C.

Now our base is a bit nicer; we get

π∗ (C ⊗ THH(S[t])) = π∗
(
C ⊗

(
S[t]⊗ S1

))
= C∗[t]⊗C∗ C∗(S

1)

= C∗[t]⊗C∗ ΛC∗(dt)

= ΛC∗[t](dt) :

an exterior algebra. Tor over this is a free module generated in even degrees, and further the
spectral sequence will collapse for degree reasons. This shows us that π∗(C ⊗THH(S[t]) S[t])
is even and free over π∗C, and is in particular faithfully flat.

6.4 The even filtration and motivic filtrations

One of the remarkable features of the even filtration is its very close relationship to some
invariants of interest in arithmetic geometry.

Theorem 6.14 ([BMS19]). Let R be a (discrete) quasisyntomic commutative ring. Then
there is a motivic filtration on THH(R):

fil∗mot THH(R),

where the associated graded is known as Hodge-Tate cohomology.
3See https://www.youtube.com/watch?v=y92tka3bwLc for more details on the MU case.

https://www.youtube.com/watch?v=y92tka3bwLc
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Theorem 6.15 ([HRW22], Theorem 5.0.3). Let R be a quasisyntomic commutative ring.
Then there is an equivalence

fil∗ev THH(R) ≃ fil∗mot THH(R).

Remark 6.16. Bhatt-Morrow-Scholze also define motivic filtrations on the richer invariants
of TC−,TP, and TC; these have associated graded given by things such as syntomic and
prismatic cohomology. There are also variations of the even filtration on these objects which
recover the BMS motivic filtrations; these will come up in discussion later in the week.

Computing the motivic filtration on THH(Fp[t]/Fp)

To close, we’ll take a look at the motivic filtration on THH(Fp[t]/Fp), and see how this
shows up in its homotopy. We begin with the following lemma, which we will omit proof of;
the argument is similar to our proof of Proposition 6.13.

Proposition 6.17 (Special case of [HRW22], Lemma 4.2.5). The map THH(Fp[t]/Fp) →
Fp[t] is evenly faithfully flat.

Using this, eff descent tells us that

fil∗mot THH(Fp[t]/Fp) = Tot•
(
fil∗ev Fp[t]

⊗THH(Fp[t]/Fp)•+1
)
.

The fact that the map THH(Fp[t]/Fp) → Fp[t] is eff shows us that the tensor powers
Fp[t]

⊗THH(Fp[t]/Fp)•+1 are even:

• For • = 0, this is automatic, and

• for • > 0, this follows inductively; since

Fp[t]
⊗THH(Fp[t]/Fp)•+1 = Fp[t]⊗THH(Fp[t]/Fp)

(
Fp[t]

⊗THH(Fp[t]/Fp)•
)
,

assuming Fp[t]
⊗THH(Fp[t]/Fp)• is even, the fact that THH(Fp[t]/Fp)→ Fp[t] is eff tells us

that Fp[t]
⊗THH(Fp[t]/Fp)•+1 is also even.

Thus we can make the further identification

fil∗mot THH(Fp[t]/Fp) = Tot•
(
τ≥2∗Fp[t]

⊗THH(Fp[t]/Fp)•+1
)
, 4

that is, the motivic filtration is again the (décalage of the) descent filtration.
Now, Catherine showed us that

THH∗(Fp[t]/Fp) ∼= Fp[t]⊗ Λ(dt). (6.1)

Let’s see how these generators are incarnated in the motivic filtration. We have seen that

THH(S[t]/S) ∼= S[t]⊗ Σ∞+ S1,

which tells us that

THH(Fp[t]/Fp) ≃ THH(S[t]/S)⊗ Fp ≃
(
Fp ⊗ Σ∞+ N

)
⊗Fp

(
Fp ⊗ Σ∞+ S1

)
= Fp[t]⊗Fp

Fp[S
1].

4Note that the same argument shows us that if A → B is an eff map into an even target B, then
fil∗mot A = Tot•

(
τ≥2∗B

⊗A•+1
)
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It turns out we can understand the descent filtration on THH(Fp[t]/Fp) in terms of that of
these factors; we have an equivalence of maps

(THH(Fp[t]/Fp) −→ Fp[t]) ≃ Fp[t]⊗Fp

(
Fp[S

1] −→ Fp

)
,

and so descent along this map tells us that

fil∗mot THH(Fp[t]/Fp) = Fp[t]⊗Fp
Tot•

(
τ≥2∗F

⊗Fp[S1]•+1

p

)
.

Comparing this with our known answer for THH∗(Fp[t]/Fp) in 6.1, we can do some fiddling
to identify where each part comes from; the Fp[t] part comes from filtration degree zero,
and the exterior generator dt comes from filtration degree 1.5

5I think the idea is supposed to be that Fp ⊗Fp[S1] Fp = Fp[S⊗S[S1] S] = Fp[BS1] = Fp[CP∞] = Fp[dt].
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7 The motivic spectral sequence for THH(Z)∧p (Guoqi
Yan)

Notes by Jackson Morris

A quick note is that we will really be computing THH(Zp)
∧
p . Jeremy gave a reason why

this is equivalent to the above computation related to how p-completion interacts with the
tensor product.

We saw in the previous talk that the map THH(S[z]) = S[z] ⊗ S1 → S[z] coming from
collapsing the circle to a point is eff. The previous descent result gives us an isomorphism

THH(Z) ∼= Tot(THH(Z)/S[z]⊗•+1),

which, after p-completion, is an isomorphism

THH(Zp)
∧
p
∼= Tot(THH(Zp)/SZp

[z]⊗•+1),

where SZp
= S∧p are the spherical Witt vectors. A key point here is that since the map

THH(S[z]) → S[z] is eff, the motivic filtration agrees with the Adams tilration, and so the
motivic spectral sequence ends up being the same as the Adams spectral sequence.

Now, consider the map SZp → THH(SZp)
⊗•+1. When we apply THH(Zp/−), we get the

map

THH(Zp/SZp
)→ THH(Zp/SZp

[z]⊗•+1) ∼= THH(Zp/SZp
[z])
⊗THH(Zp/SZp )•+1

.

Further, we have that

THH(Zp)
∧
p
∼= THH(Zp/SZp

)
≃−→ Tot(THH(Zp/SZp

[z]⊗•+1).

Later, we will see that we have a Hopf algebroid

(THH∗(Zp/SZp
[z]),THH∗(Zp/SZp

[z1, z2]))) = (A,Γ).

To try to alleviate some notational annoyances, we will use A and Γ as indicated above.
The following theorem is due to Krause-Nikolaus.

Theorem 7.1. π∗A = Zp[u], where |u| = 2.

Now, we want to understand Γ. First, we observe that there is a map Zp[z1, z2] → Zp

given by sending z1, z2 7→ p. By construction, we have that z1 − z2 ∈ kernel =: I. Further,
we can see that

I/I2 = HH2(Zp/Zp[z1, z2]) ∼= THH2(Zp/SZp [z1, z2]).

Thus some quotient representative, which we will dubiously refer to as σ2(z1 − z2), lives in
THH2(Zp/SZp [z1, z2]). The idea, pointed out by Allen, is that elements of the kernel are
precisely the elements we can apply σ2 to. We can define the left unit as being induced by
the map on THH:

ηL : THH(Zp/SZp
[z])→ THH(Zp/SZp

[z1, z2]), z 7→ z1.

Our theorem tells us that THH∗(Zp/SZp
[z]) = Zp[u1], and we can identify this polynomial

generator as σ2(p− z). By taking powers of u1 in the image, we get a filtration on Γ.
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Lemma 7.2. gr∗ Γ = Zp[u1]⊗ Zp⟨σ2(z1 − z2)⟩

Here, we are using the angle brackets to denote the divided power algebra.

Proof. We have a string of isomorphisms which we can chase:

THH(Zp/SZp
[z1, z2])/u1

∼= THH(Zp/SZp
[z1, z2])⊗THH(Zp/SZp [z]) THH(Zp/Zp)

∼= THH(Zp/Zp[z2]).

Thus THH∗(Zp/Zp[z2]) ∼= Zp⟨σ2(z1−z2)⟩. Notice that thing is even, and so the u1-Bockstein
spectral sequence coming from the filtration collapses. Thus:

gr∗ Γ = Zp[u1]⊗ Zp⟨σ2(z1 − z2)⟩

We can now proceed to describe the Hopf algebroid (A,Γ). Consider the following
puhsout diagram:

SZp
[z] SZp

[z1, z2]

SZp
[z1, z2] SZp

[z1, z2, z3]

ηR

ηL

where ηL(z) = z1, ηR(z) = z2 induce the left and right unit maps for the Hopf algebroid,
the rightmost vertical map is zi 7→ zi, and the bottom horizontal map is zi 7→ zi+1. Once
we apply THH(Zp/−), we can apply base change to get the following isomorphism:

THH(Zp/SZp
[z1, z2, z3]) ∼= THH(Zp,SZp

[z1, z2])⊗THH(Zp/SZp [z2]) THH(Zp/SZp
[z2, z3])

∼= Γ⊗A Γ

The diagonal ∆: Γ→ Γ⊗A Γ is induced by

SZp [z1, z2]→ SZp [z1, z2, z3], z1 7→ z1, z2 7→ z3.

The conjugation c : Γ→ Γ is induced by

SZp [z1, z2]→ SZp [z1, z2], z1 ↔ z2.

The conunit ε : Γ→ A is induced by

SZp [z1, z2]→ SZp [z], zi 7→ z.

Recall that we have an Adams resolution

THH(Zp,SZp
) ∼= Tot(THH(Zp/SZp

[z]⊗•+1))

and so we can look at the associated Adams spectral sequence with E2-page

En,s
2 = Extn,sΓ (A) =⇒ πn−s,s THH(Zp/SZp

).

We can actually compute this E2-page in a nice manner by building a resolution of A by
relative injective extended Γ-comodules. Recall that extended Γ-comodules are those of the
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form M ⊗A Γ for M ∈ModA, and a Γ-comodule is a relative injective if it is a summand of
Γ⊗A M for some M ∈ModA. Our description of is

Γ = Zp[u1]⊗ Zp⟨σ(z1 − z2)⟩.

We can choose a free Zp-basis for Zp⟨σ(z1 − z2)⟩ as {⟨σ(z1 − z2)
[i] : i ≥ 0}, where

σ(z1 − z2)
[i]σ(z1 − z2)

[j] =

(
i+ j

i

)
σ(z1 − z2)

[i+j].

Magically, we can use this basis to construct our resolution. If we let

D : σ(z1 − z2)
[i] → σ(z1 − z2)

[i−1]

and extend by Z[u1]-linearity to a map D : Γ → Γ{Dz}, we can not only observe that this
is surjective, but that ker(D) = A. Thus, our resolution is very short.

0 A Γ Γ 0D

Applying HomΓ(A,−) gives us the following:

0 HomΓ(A,Γ) HomΓ(A,Γ) 0

0 A A 0

d

∼= ∼=

Since A is a polynomial on one generator we can conclude that d(un) = −nundz. This
completely determines the differentials of the spectral sequence. If I could code up spectral
sequences, it would look nice.
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8 The motivic spectral sequence for ℓ via descent from
MU (Anish Chedalavada)

Notes by Juan Moreno

The goal for the this talk is to compute gr∗mot THH(ℓ)/(p, v1). This will be used later in
Shai’s talk (Section 13) to compute some stuff about TC− and TP. There are three main
ingredients for this computation and we’ll record them here as the first three propositions.

Proposition 8.1. The map THH(ℓ)→ THH(ℓ/MU) is eff.

Proof. This one is not so bad so we can go ahead and prove it. From Keita’s talk we know
that THH(MU)→ MU is eff. The result then follows from the pushout square below

THH(MU) MU

THH(ℓ) THH(ℓ/MU).

The next ingredient is a computation of THH(ℓ/MU)∗. We will postpone the proof until
the end as it is a bit involved.

Proposition 8.2. THH(ℓ/MU)∗ is even and given by

ℓ∗[w2,i|i ≥ 0]⊗ℓ∗ ℓ∗[yj,i|j ̸≡ −1 mod p, j ≥ 1, i ≥ 0].

Furthermore w2,0 can be taken to be σ2v2.

The last ingredient is to recall the abudment of this motivic spectral sequence which was
computed in Jackson’s talk.

Proposition 8.3. There is an isomorphism

THH∗(ℓ)/(p, v1) ∼= Fp[σ
2v2]⊗ Λ(σt1, σt2),

where Λ denotes an exterior algebra.

The upshot of Proposition 8.1 is that [HRW22] then tells us that

fil∗mot THH(ℓ) = fil∗ev THH(ℓ) = Tot(fil∗ev THH(ℓ/MU)⊗THH(ℓ)•+1).

Proposition 8.2 tells us that THH(ℓ/MU)∗ is even so fil∗ev can be replaced with the Postnikov
filtration

fil∗mot THH(ℓ) ≃ Tot(τ≥2∗ THH(ℓ/MU)⊗THH(ℓ)•+1)

We can rewrite this further by remembering the some formulas from Catherine’s talk:

THH(ℓ/MU)⊗THH(ℓ) THH(ℓ/MU) ≃ THH(ℓ/MU⊗•+1).

The cobar complex for THH(ℓ)→ THH(ℓ/MU) then has the form THH(ℓ/MU⊗•+1), so we
have

fil∗mot THH(ℓ) ≃ Tot(τ≥2∗THH(ℓ/MU⊗•+1)).
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Now we start modding out by (p, v1). From Proposition 8.2 we know that for each
•, THH∗(ℓ/MU⊗•+1)∗ is a free ℓ∗-module. This implies that we can just mod out by
(p, v1) levelwise in the cobar complex and the resulting spectral sequence will compute
π∗THH(ℓ)/(p, v1). Thus

πs gr
∗
mot THH(ℓ)/(p, v1) ∼= Hs(C(∗)),

where C(∗) is the cobar complex computing Tot(Hπ≥2∗ THH(ℓ/MU⊗•+1)/(p, v1)). To sum-
marize, the motivic spectral sequence has the form

Hs(C(2t)) =⇒ Fp[σ
2v2]⊗ Λ(σt1, σt2).

Remember, our goal is to give an explicit description of this E2-page. Our approach will
be to construct a May-Ravenel spectral sequence converging to the E2-page of the motivic
spectral sequence such that the E2-page of the May-Ravenel spectral sequence has the same
rank as the answer for the motivic spectral sequence from Proposition 8.3. By a homological
squeeze theorem, we then deduce that the motivic spectral sequence collapses allowing us
to identify gr∗mot.

Notation. For the sake of legibility, let’s establish some notation before proceeding with
the argument. We denote

• THH(ℓ)/(p, v1) by A,

• THH(ℓ/MU)/(p, v1) by B,

• (B ⊗A B)∗ by Σ∗ ,

• and B∗ ⊗L
A∗

B∗ by Σ.

Note that B∗ is even so Proposition 8.1 tells us that

B∗ → Σ∗

is flat. The cohomology of the cobar complex can then be identified as

H∗(C(∗)) ∼= ExtΣ∗(B∗, B∗)

for the Hopf algebroid (B∗,Σ∗). To get the May-Ravenel spectral sequence, we first construct
some other spectral sequences obtained by filtering Σ∗ by the Postnikov filtrations for A
and B.

Explicitly, view A and B as filtered by {τ≥∗A} and {τ≥∗B}. Then for each n, we can

filter B⊗An+1 by {τ≥∗B⊗τ≥∗An+1}. This yields a spectral sequence of the form

π∗(B
⊗L

A∗n+1
∗ ) =⇒ π∗(B

⊗An+1) (8.1)

To describe the E2-page, notice that the map A∗ → B∗ sends σ
2v2 7→ w2,0 and, since B∗ is

even, must send the exterior classes to zero. Thus

Σ∗ ∼= B∗ ⊗Fp
P ⊗Fp

Γ{σ2t1, σ
2t2},

where P is a polynomial algebra on classes in even deegrees and Γ{−} denotes a divided
power algebra on the given classes. Since Σ∗ is concentrated in even degrees, we have that
for each n, the spectral sequence of Equation (8.1) collapses.
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It follows that for each n, π∗(B
⊗An+1) has a filtration with associated graded given by

π∗(B
⊗L

An+1
∗ ). One can check that these filtrations for varying n are suitably compatible

with the maps in the cobar complex so that this filtration to gives rise to the May-Ravenel
spectral sequence

ExtΣ∗
(B∗, B∗) =⇒ ExtΣ(B∗, B∗).

The last step is to analyze the E2-page of this spectral sequence. For this, we use the evident
tensor product decomposition of the Hopf algebroid (B∗,Σ∗) as

(Fp[σ
2v2],Fp[w2,0])⊗ (P, P ⊗Fp P )⊗ (Fp,Γ(σ

2t1, σ
2t2))

to decompose ExtΣ(B∗, B∗) as

Fp[σ
2v2]⊗Fp

Fp ⊗ ΛFp
(σt1, σt2) = A∗.

Thus, writting degrees as a pair (stem, weight), we have π∗ gr
∗
mot A

∼= A∗ with |σ2v2| =
(2p2, p2) and |σti| = (2p− 1, p). This completes the computation.

As promised, we now return to Proposition 8.2.

proof of Proposition 8.2. We compute

THH(ℓ/MU) ≃ ℓ⊗ℓ⊗MUℓ ℓ

using first a Tor spectral sequence followed by a bar spectral sequence. As one might hope,
getting to the E∞-page will be painless. The hard work will be resolving the extension
problems.

The exposition will be cleaner if we introduce the following notation first. For an MU-
algebra R, write Er(R) for the Er-page of the Tor spectral sequence

Torp,qMU∗
(R∗, R∗) =⇒ π∗(R⊗MU∗ R),

and write E′r(R) for the Er-page of the bar spectral sequence computing

π∗ Tot•(R⊗MU (R⊗MU R)⊗MU• ⊗MU R).

Start with
Torp,qMU∗

(ℓ∗, ℓ∗) =⇒ π∗(ℓ⊗MU∗ ℓ).

The E2-page is Tor over a polynomial algebra on infinitely many generators and ℓ∗ is a
quotient of this polynomial algebra by some of those generators. Thus, the E2-page is
given by an exterior algebra over ℓ∗ with a generator for every generator in the kernel of
MU∗ → ℓ∗. The spectral sequence collapses for degree reasons and we get

E2(ℓ) = E∞(ℓ) ∼= Λℓ∗(σv2, σv3, ...)⊗ℓ∗ Λℓ∗(σxj |j ̸= pk − 1).

Now consider the bar spectral sequence for

Tot•(ℓ⊗MU (ℓ⊗MU ℓ)⊗MU• ⊗MU ℓ).

Again, this collapses for degree reasons and we get

E′2(ℓ) = E′∞(ℓ) ∼= Γℓ∗(σ
2v2, ...)⊗ℓ∗ Γℓ∗(σ

2xj |j ̸= pk − 1).
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Now, to resolve multiplicative extensions.
Running the same argument with ℓ replaced by HFp, we obtain

E′2(HFp) = E′∞(HFp) ∼= ΓFp(σ
2v1, σ

2v2, ...)⊗Fp ΓFp(σ
2xj |j ̸= pk − 1).

We see that the map
E′∞(ℓ)→ E′∞(HFp)

induced by ℓ → HFp is injective. It therefore, suffices to resolve multiplicative extensions
in E′∞(HFp). We turn to this now.

Viewing HFp ⊗MU HFp as an E∞-HFp algebra, we have the following actions of the
Dyer-Lashof operations:

Qep(vi)σvi = σvi+1,

and
Qep(xj)σxj = σxjp+p−1 modulo decomposables,

where

ep(vi) =

{
pi if p > 2

2i+1 if p = 2
,

and

ep(xj) =

{
j + 1 if p > 2

2(j + 1) if p = 2
.

The reader is referred to Lemma 2.4.1 in [HW22] for a proof of these. The proof then follows
from Theorem 3.6 in [BM10], which exhibits operations on the E1-page of the Künneth
spectral sequences used here that are compatible with the Dyer-Lashof operations, together
with compatibility of σ and σ2 with the Dyer-Lashof operations.
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9 THH as a cyclotomic spectrum (Maxine Calle)

Notes by Sanjana Agarwal

In this talk, we have the following goals:

• To define what a cyclotomic/ p-cyclotomic spectrum is

• To understand why THH is a cyclotomic spectrum

• To see, as a result, how one can define other spectra like TP, TC, etc.

Notation. We will write S1 for the circle group; this is also written as T in the literature.
For p a prime, we write Cp ⊆ S1 for the finite cyclic group of order p given by the pth

roots of unity. A key observation that we will make repeated use of is that S1/Cp
∼= S1 as

topological groups.

A p-cyclotomic spectrum is a spectrum X that has a circle action by S1 and an equiv-
ariant Frobenius map

ϕp : X → XtCp

where XtCp is a Tate construction. The talk will explain these concepts and make this idea
more precise; some references for this material are [NS18], [KN18], [HS18].

9.1 Equivariant preliminaries

Definition 9.1. Let G denote any finite or compact Lie group. A (Borel) G-spectrum
or a spectrum with a G-action is a functor X : BG→ Sp.

If G is a finite group, a model for BG is the nerve of the category with a single object,
∗, and one morphism each for each element of G. An element g ∈ G ‘acts’ on X(∗) := X
(abuse of notation) via the endomorphisms on X given by X(g). For G = S1, we have
BG ≃ CP∞.

Definition 9.2. The category of (Borel) G-spectra is SpBG := Fun(BG,Sp).

Here are some first examples of spectra with G-action.

• Any spectrum X can be viewed as a G-spectrum with a trivial G-action via the
functor X(∗) = X and X(g) = id. More abstractly, there is a map Sp = Fun(∗,Sp)→
Fun(BG,Sp) induced by the pullback along BG→ ∗.

• If Y is a G-space, viewed as a functor Y : BG→ Spc, then Σ∞+ Y is a G-spectrum via

the composition BG
Y−→ Spc

Σ∞
+−−→ Sp.

We now focus on our main example, THH(A): We want to show that THH(A) is an S1-
spectrum. Intuitively, one way to think about about why and how THH(A) should inherit
a circle action is by looking at another definition of THH that we haven’t seen this week.
Given any ring object A in a nice category, one can do the cyclic bar construction and define
THH as the realization of this cyclic object:

THH(A) := | A A⊗A A⊗A⊗A · · · |.
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On the ith term of the cyclic object, there is an action of Ci+1 which cyclically permutes
the A terms. Geometrically realizing the cyclic object gives you an object with a S1-action.
Formalizing this idea in the setting of ∞-categories takes some work, and can be found in
[NS18, §III.2].

When A is an E∞-ring, we can make use of the universal property of THH (Section 2,
Theorem 2.3) to prove that THH(A) has an S1-action. Recall that, given any E∞-ring B
with S1 action which receives a map from A, we have

MapS
1

CAlg(THH(A), B)
≃−→ MapCAlg(A,B)

and THH(A) ≃ A⊗S
1

. That gives us

S1 → Map(S1, S1)→ Map(THH(A),THH(A))

by taking the functor (−)⊗S1

on both sides of Map(S1, S1) (noting that the first map exists
since S1 acts on itself). Hence we have an action of S1 on THH(A) via the maps in the
image of the above composition.

We now return to a general equivariant notion. Given any spectrum with G-action X,
there are two ways to obtain an ordinary (i.e. non-equivariant) spectrum.

Definition 9.3. Homotopy orbits and homotopy fixed points: Given a G-spectrum
X : BG → Sp, the homotopy orbits are XhG := colimBG X and the homotopy fixed points
are XhG := limBG X.

Definition 9.4. Negative topological cyclic homology: The negative cyclic homology
of A is the homotopy fixed point spectrum

TC−(A) := THH(A)hS
1

.

When working one prime at a time, we may instead want to consider the p-completion

TC−(A; p) := (THH(A)hS
1

)∧p .

We note that TC−(A; p) may not be standard notation.

9.2 The Tate construction

The Tate construction is a generalization of Tate cohomology. Recall that for a finite group
G and a G-module M , there is a norm map from the G-orbits of M to the G-fixed points
given by

Nm: MG →MG

[m] 7→
∑
g∈G

g ·m.

This map crucially allows us to define long exact sequences between group homology and
group cohomology of G with coefficients in M , which gives us Tate cohomology Ĥ∗(G;M).
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Tate construction for finite groups: If G is a finite group, then by abstract nonsense

there is always a norm map Nm: XhG → XhG of spectra. The Tate construction is the
cofiber

XtG := cofib(XhG
Nm−−→ XhG).

Note that since XtG is the cofiber, there is a canonical map can: XhG → XtG. We now list
some properties of Tate construction:

(a) The functor (−)tG : SpBG → Sp is an exact functor of stable ∞-categories.

(b) (−)tG is a lax symmetric monoidal functor such that (−)hG can
==⇒ (−)tG is also lax

symmertic monoidal.

(c) If M is a G-module, then the Tate construction recovers Tate cohomology in the sense
that π∗(HM tG) ∼= Ĥ−∗(G;M).

Tate construction for G = S1: For S1, there is a norm map ΣXhS1
Nm−−→ XhS1

and the
Tate construction is defined to be

XtS1

:= cofib(ΣXhS1
Nm−−→ XhS1

).

Remark 9.5. The suspension appears in the source of the norm because S1 is not a fi-
nite group. There is a more general formula for the norm when G is compact Lie, which
specializes to the case above for G = S1.

Definition 9.6. The topological periodic homology of A is the Tate construction

TP(A) := THH(A)tS
1

.

We let TP(A; p) denote the p-completion of the spectrum TP(A).

9.3 p-cyclotomic spectra

If X is a spectrum with S1-action, we can always restrict to an action of Cp ≤ S1 for any
fixed prime p. Again by abstract nonsense, there is a norm map XhCp

→ XhCp and we map
consider the Tate construction

XtCp := cofib(XhCp
→ XhCp)

for this Cp-action. In this case, XtCp inherits a residual action by S1/Cp
∼= S1.

Definition 9.7. A p-cyclotomic spectrum is X ∈ SpBS1

with an S1-equivariant map
Φp : X → XtCp called the Frobenius.

More generally, a cyclotomic spectrum is a spectrum with S1-action along with Frobenii
maps ϕp for all primes p. However, for our purposes, we can get away with working one
prime at a time so we will mostly focus on the p-cyclotomic setting.



9.3 p-cyclotomic spectra 41

Remark 9.8. Our definition differs slightly from others in the literature, where a p-
cyclotomic spectrum may be required to have an action by Cp∞ rather than S1. We note that
Cp∞ arises as the “p-power torsion” subgroup within S1; in particular, (BS1)∧p ≃ (BCp∞)∧p ,
so in the p-complete setting there is no meaningful difference.

The (infinity) category of p-cyclotomic spectra CycSpp has as objects all p-cyclotomic
spectra as above, and a 1-morphism f : X → Y is an S1-equivariant map of spectra such
that

X XtCp

Y Y tCp .

ϕX

f ftCp

ϕY

.

This infinity category can be formalized as a lax equalizer of the functors

SpBS1

SpBS1

.
id

( )tCp

In general, a lax equalizer of two functors F,G : C→ D is computed as a pullback

LEq(F,G) D∆1

C D×D

(ev0,ev1)

(F,G)

;

note that an object is (c, Fc
f−→ Gc) and a 1-morphism is the data of a 1-morphism in C that

makes the relevant square commute. One may similarly define the∞-category of cyclotomic
spectra where the maps must be compatible with the Frobenii across all primes p, i.e. the
lax equalizer of

SpBS1 ∏
p Sp

BS1

.

∏
p id

∏
p( )tCp

Defining these ∞-categories as lax equalizers immediately implies some nice properties:

(a) Equivalences of p-cyclotomic spectra are given by underlying equivalences.6

(b) CycSpp is a stable ∞-category.

(c) The forgetful functor CycSpp → SpBS1

is exact and preserves all (small) colimits.

(d) For all primes p, there is a restriction map CycSp→ CycSpp.

(e) CycSpp inherits a symmetric monoidal structure from Sp.

We now claim that THH(A) is a p-cyclotomic spectrum. We have already discussed
how THH(A) is a spectrum with S1-action, so it suffices to construct a Frobenius map
THH(A)→ (THH(A))tCp . To do so, we use something called the Tate diagonal.

6In particular, we are not considering p-cyclotomic spectra as a subcategory of genuine S1 spectra,
although there is a comparison between the Borel notion we have described here and a more genuine
equivariant notion.
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First, observe that we have a natural way to map any spectrum X into a spectrum
with Cp-action by taking the diagonal X → X⊗p, where Cp permutes the factors of X⊗p.
However, (−)⊗p is not an exact functor (it is not even additive), but post-composing with
the Tate construction fixes this issue.

Theorem 9.9. For every X ∈ Sp, there is a map X
∆p−−→ (X⊗p)tCp called the Tate diagonal

which extends to a natural transformation

Sp Sp

id

((−)⊗p)tCp

∆p .

Moreover, there is a unique such natural transformation ∆p which is also symmetric monoidal.

The Tate diagonal has the nice property that it takes En-algebras to En-algebra maps.
Moreover, if X is bounded below, then ∆p is a p-completion. We can use the Tate diagonal
to construct Frobenius maps. Before examining THH(A), we first discuss an easier example.

Example 9.10. The sphere spectrum S with the trivial S1-action is a p-cyclotomic spec-
trum. The S1-equivariant Frobenius map ϕp : S → StCp can be constructed using the Tate
diagonal:

ϕp : S
∆p−−→ (S⊗p)tCp

∼=−→ StCp .

More generally, note that this composition factors as

S (S⊗p)tCp

map(BCp,S) ≃ ShCp StCp

∆p

p∗
=

can

where p : BCp → ∗ is the collapse map. This composition can be made equivariant, using the
fact that S has trivial action and recalling various adjunctions involving mapping into/out
of objects with trivial action. In particular, p∗ and the equivalence map(BCp,S) ≃ ShCp are
S1-equivariant, so ϕp is as well (since can is equivariant by construction).

Remark 9.11. This construction (using p∗ and can) works more generally to give any
spectrum X with trivial S1-action the extra structure of a p-cyclotomic spectrum.

We are finally ready to construct the Frobenius map for THH(A). We only sketch
the proof for when A is an E∞-ring (where we can use the universal property of THH),
although the statement holds for E1-algebras; the proof is more involved in that case, see
[NS18, §III.2].

Proposition 9.12. There is a Frobenius map ϕp : THH(A)→ THH(A)tCp .

Proof. First, observe that A → A⊗p is initial in E∞-algebra maps A → B where B has a
Cp-action. Thus we have a Cp-equivariant map A⊗p → THH(A) of E∞-algebras. We apply
the Tate construction to obtain a map

(A⊗p)tCp → THH(A)tCp .
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Recall that the Tate construction THH(A)tCp has a residual action by S1/Cp
∼= S1. We

then have a diagram of E∞-maps

A THH(A)

(A⊗p)tCp THH(A)tCp

∆p

and the universal property of THH(A) implies that there is an S1-equivariant factorization
via the dashed arrow. This is the desired map of E∞-algebras ϕp : THH(A)→ THH(A)tCp .

9.4 Topological Cyclic Homology, briefly

We finally define TC(A). We will assume that A is a connective E∞-ring (so in particular
THH(A) is bounded below), as this allows us to make use of the Tate orbit lemma in the
definition below.

Definition 9.13. The topological cyclic homology of A at a prime p is the equalizer

TC(A, p) := eq

(
TC−(A, p) TP(A, p)

can

ϕ

)

Recall that (THH(A)hS
1

)∧p =: TC−(A, p) and TP(A, p) := (THH(A)tS
1

)∧p . By a slight abuse
of notation, the map can in the diagram above is the p-completion of the canonical map
THH(A)hS

1 → THH(A)tS
1

. The map ϕ is a bit more complicated: first, since the Frobenius
map ϕp is S1-equivariant, we may consider

(ϕp)
hS1

: THH(A)hS
1

→ (THH(A)tCp)hS
1

≃ (THH(A)tCp)h(S
1/Cp),

where the equivalence is merely using our favorite fact S1/Cp
∼= S1. Now, the Tate orbit

lemma implies that we may miraculously “cancel fractions” and obtain

(THH(A)tCp)h(S
1/Cp) ≃ THH(A)tS

1

.

The p-completion of the composition

THH(A)hS
1 (ϕp)

hS1

−−−−−→ (THH(A)tCp)hS
1

≃ (THH(A)tCp)h(S
1/Cp) ≃ THH(A)tS

1

is the map ϕ in the equalizer above.

There is a different but equivalent formulation of TC, which makes use of a previous
example that S with trivial action can be extended to a p-cyclotomic spectrum via the Tate
diagonal.

Theorem 9.14. There is an equivalence TC(A, p) ≃ mapCycSpp
(S,THH(A))∧p .
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10 The circle action and redshift (Noah Wisdom)

Notes by Sanjana Agarwal

10.1 Talk Outline

In this talk we will

(a) Introduce S1-homotopy fixed point spectral sequence (HFPSS) and S1-Tate fixed point
spectral sequence (TFPSS).

(b) Relate the σ2 construction (from talk 3) with the circle action.

(c) Calculate π∗(TC
−(Fp)) and π∗(TP(Fp)).

(d) Prove redshift for TC−(Zp/MU) and TC−(ℓ/MU).

(e) And deduce analogous statements for absolute TC and K-theory.

10.2 S1-HFPSS and TFPSS

We want to be able to compute the spectra we have defined earlier, like TC−, TP , etc.
The main tool towards that are the fixed point spectral sequences, which we define in this
section. But to be able to define that, we need the notion of filtered spectra.

Definition 10.1. A filtered spectrum is a diagram ... → Xi → Xi+1 → ... of spectra
indexed on Z.

Any filtered spectrum gives rise to a spectral sequence with signature

Ep,q
1 := πp(cofib(Xq → Xq+1)) =⇒ πp+q(colimX•).

In the case when X ∈ Fun(BG,Sp) (example of interest for us is when G = S1, and
X = THH(−)) consider τ≥p : Sp → Sp and compose. Doing this for each p, gives a fil-
tration, τ≥•X ∈ Fil(Fun(BG,Sp)). On this filtered spectra, one can compatibly apply the
functors (−)hG and (−)tG (this is not immediate but can be shown - one has to check that
(−)hG and (−)tG are compatible with Whitehead filtrations [NS18, p. I.2.6]) and the result-
ing spectral sequences are called the homotopy fixed spectral sequence and Tate fixed point
spectral sequence, respectively.

To write down the E2-page of the spectral sequence we identify the cofibers or the
graded pieces and use the fact that (−)hG is exact. Turns out that the relevant cofiber is
K(πlX, k)hG giving the E2-page of HFPSS as the group cohomology H∗(G;π∗X) and the

E2-page of the TFPSS as the Tate cohomology Ĥ∗(G;π∗X).

Theorem 10.2. There exists the following spectral sequences called the homotopy fixed point
spectral sequence and the Tate fixed point spectral sequence respectively

E2
p,q
∼= H−p(G;πq(X)) =⇒ πp+q(E

hG)

E2
p,q
∼= Ĥ−p(G;πq(X)) =⇒ πp+q(E

tG)

These two spectral sequences will be our two essential tools in this talk.
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10.3 The σ2 construction and the circle action

Recall
σ2 : Σ−1(A/1)→ Σ−2 THH(A)

from the third talk. We want to create a way of ”undoing” this map. We have an action
map

ΣTHH(A)→ S1
+ ⊗ THH(A)→ THH(A)

with adjoint THH(A)→ Σ−1 THH(A).
This gives a fiber sequence

lim
CP 1

THH(A)→ THH(A)→ Σ−1 THH(A)

with connecting morphism t : Σ−2 THH(A) → limCP 1 THH(A). Using the σ2 map above,
we get the following diagram which gives us a notion of ’undoing’ σ :

Theorem 10.3. There’s a functorial diagram

Σ−1(A/1) 1

Σ−2 THH(A) limCP 1 THH(A).

σ2

t

10.4 Calculating π∗TC
−(Fp) and π∗TP(Fp)

In this subsection, we are finally ready to use the tools above for our first example compu-
tation - we would like to compute the homotopy groups of TC−(Fp) and TP(Fp).

Theorem 10.4. π∗ TC
−(Fp) ∼= Zp[t, σ

2p]/(tσ2p− p) and π∗ TP(Fp) ∼= Zp[t
±1].

Proof. Recall that THH∗(Fp) ∼= Fp[σ
2p]. The HFPSS computing π∗TC

−(Fp) has E2-page
H∗(BS1;Fp[σ

2p]). Since this is concentrated in even degrees, it collapses. Thus the E∞-
page is Fp[σ

2p, t] with t ∈ H2(CP∞;Fp). But now this is a bad extension problem with Fp

as all the associated graded pieces. Thinking of t as the complex orientation of TC−(Fp),
we obtain the equation t · σ2p− p = 0 in π∗ TC

−(Fp)

p p

σ2p tσ2p = p

σ2

t

which resolves the extension problem, giving π∗ TC
−(Fp) ∼= Zp[t, σ

2p]/(tσ2p− p).

Similarly the TFPSS computing π∗TP(Fp) has E2-page Ĥ∗(BS1,Fp[σ
2p]) which col-

lapses as well. Comparing it with HFPSS gives that π∗TP(Fp) → π∗TC
−(Fp) is an iso-

morphism for ∗ ≤ 0. Since the map is multiplicative, we have the image of this map pkZp

for ∗ = 2k ≥ 0. Thus, π∗TP(Fp) ∼= Zp[t
±1].



10.5 Towards Redshift for TC−(Zp/MU) and TC−(ℓ/MU) 46

10.5 Towards Redshift for TC−(Zp/MU) and TC−(ℓ/MU)

Our next example computation is computation for TC−(Zp/MU) and TC−(ℓ/MU). In the
process we see red-shift for these spectra.

Theorem 10.5. π∗ TC
−(Zp/MU) ∼= THH∗(Zp/MU)[[t]] and π∗TC

−(ℓ/MU) ∼= THH∗(ℓ/MU)[[t]].

Proof. Recall that THH∗(Zp/MU) is a polynomial Zp-algebra and THH∗(ℓ/MU) is a poly-
nomial Zp[v1]-algebra. In both of these cases, the HFPSS is concentrated in even degrees,
and there is no extension problem.
Thus π∗TC

−(Zp/MU) ∼= THH∗(Zp/MU)[[t]] and π∗ TC
−(ℓ/MU) ∼= THH∗(ℓ/MU)[[t]]. Here

t ∈ H2(CP∞; THH0(−/MU)) is the standard generator.

Redshift for Zp/MU and ℓ/MU : Recall from previous talks that one polynomial
generator for THH∗(Zp/MU) is σ2v1, and a generator for THH∗(ℓ/MU) is σ2v2.

Choose x ∈ TC−(−/MU) corresponding to σ2vi in the HFPSS (i = 1, 2 respectively).
The limCP 1 term in our diagram from theorem 10.3 controls mod t2 behavior in the spectral
sequence (by a different choice of filtration for the HFPSS). Hence by the same diagram, tx
is vi modulo t2, ie. tx− vi = t2y.

Write x′ = x − ty. Then tx′ = vi, and we may replace the polynomial generator x in

TC−(−/MU) with x′. The unit map π∗(MUhS1

(p) ) → TC−(−/MU) thus sends the complex

orientation to t and vi to t(σ2vi).

By work of Hovey, since TC−(Zp/MU) is an MU-module,

LK(1) TC
−(Zp/MU) = (TC−(−/MU))[v−11 ]∧(p)

which by our computation may be directly checked to be nonzero. Additionally,

LK(2) TC
−(ℓ/MU) = (TC−(ℓ/MU))[v−12 ]∧(p,v1)

which is again directly seen to be nonzero.

Consider the composition of ring maps

K(Zp)→ TC(Zp)→ TC−(Zp)→ TC−(Zp/MU)

. Taking K(1) localization gives a sequence of ring maps for which the last ring is nonzero.
Hence all rings are nonzero. Similarly, consider

K(ℓ)→ TC(ℓ)→ TC−(ℓ)→ TC−(ℓ/MU)

and take K(2)-localizations. We’ve proven the following rings are nonzero: LK(1)K(Zp),

LK(1) TC(Zp), LK(1) TC
−(Zp), LK(1) TC

−(Zp/MU), LK(2)K(ℓ), LK(2) TC(ℓ), LK(2) TC
−(ℓ),

and LK(2) TC
−(ℓ/MU)!
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11 Cyclotomic Frobenius and the Segal conjecture (Is-
abel Longbottom)

Notes by Atticus Wang

Fix a prime p throughout. The goal of this talk is to prove the following theorem:

Theorem 11.1 ([HW22], 4.3.1). The Frobenius

φ : THH(BP⟨n⟩)/(v0, . . . , vn)→ THH(BP⟨n⟩)tCp/(v0, . . . , vn)

is an isomorphism in π∗ for all ∗ sufficiently large.

To explain the context for this theorem, recall that the classical Segal’s conjecture for
Cp is equivalent to the fact that the Frobenius for THH(S) = Striv,

φ : S→ StCp ,

exhibits the right hand side as the p-completion of S.
We’ll make the following informal definition: For a bounded below, p-complete, p-

cyclotomic spectrum X, we say it satisfies Segal’s conjecture if the Frobenius φ : X → XtCp

is an isomorphism in π∗ for all ∗ sufficiently large.
It follows by the thick subcategory theorem in BP-modules that in Theorem 11.1 we can

replace each vi by any arbitrarily large power veii , so that S/(ve00 , . . . , venn ) exists as a type
n+1 complex. By the thick subcategory theorem in spectra, we conclude that for any type
n+ 1 spectrum E, E ⊗ THH(BP⟨n⟩) satisfies Segal’s conjecture in the above sense.

Remark 11.2. The significance of Segal’s conjecture is not only historical, but it is also
one of the key inputs for proving the Quillen–Lichtenbaum conjecture for BP⟨n⟩. We sketch
this deduction given the necessary inputs. Suppose that X satisfies Segal’s conjecture, then

φ : XhS1

→ (XtCp)hS
1

= XtS1

is also an isomorphism in large degrees. Suppose in addition that the canonical map
can: XhS1 → XtS1

vanishes in all sufficiently large degrees, a property which turns out
also to be true for X = E⊗THH(BP⟨n⟩) where E is a type n+2 complex ([HW22], Section
6). Then we conclude that E⊗TC(BP⟨n⟩) is bounded above for any type n+2 complex E.
With some more work, one can in fact show that π∗(E ⊗ TC(BP⟨n⟩)) is finite. By results
of Mahowald–Rezk [MR99] this implies that

TC(BP⟨n⟩)→ Lf
n+1 TC(BP⟨n⟩)

is an isomorphism in sufficiently large degrees. The Quillen–Lichtenbaum conjecture is the
analogous statement with TC replaced by algebraic K-theory.

The proof strategy for Theorem 11.1 is the following. We’ll filter BP⟨n⟩ by the Fp-Adams
filtration, and after taking care of convergence issues we only need to prove the theorem for
the associated graded, which is a graded E2-polynomial algebra over Fp. Such a case can
be further reduced to the case of a spherical polynomial ring in a single variable, where the
result follows from Segal’s conjecture for S.
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11.1 Descent towers

One of the oldest techniques to understand a spectrum X is to approximate it with a
well-understood ring spectrum A. For example, suppose X = S, then the Adams (resp.
Adams–Novikov) spectral sequence tries to approximates it by A = Fp (resp. A = MU).

The way this works is by writing down the cosimplicial spectrum

X ⊗A⇒ X ⊗A⊗A→→→ X ⊗A⊗A⊗A . . .

whose limit we denote by X∧A. Then we can filter X∧A by the descent tower

desc≥∗A X := lim(τ≥∗(X ⊗A)⇒ τ≥∗(X ⊗A⊗A)→→→ . . . ).

The functor assigning X to desc≥∗A X is a lax symmetric monoidal functor Sp → fil(Sp).
This means for example that if our input X is an E2-ring such as BP⟨n⟩, its descent tower
is a E2-ring in the category of filtered spectra. See talk 4 and references therein for more
on filtered spectra.

The associated graded of desc≥∗A X is

gr∗A X = Σ∗ lim(Hπ∗(X ⊗A)⇒ Hπ∗(X ⊗A⊗A)→→→ . . . ).

Totalization of a cosimplicial abelian group like this is computed by the homology of the
associated chain complex (by taking alternating sums of the cosimplicial maps). In other
words,

π−• gr
∗
A X = H•+∗(π∗(X ⊗A)→ π∗(X ⊗A⊗A)→ . . . )).

Now, suppose in addition that the map π∗(A)→ π∗(A⊗A) induced by 1⊗ unit (equiv-
alently, unit⊗ 1) is flat. Then a standard trick on cohomology theories shows that

π∗(X ⊗A⊗A) = π∗((X ⊗A)⊗A (A⊗A)) = A∗X ⊗A∗ A∗A

and similarly for the other terms. This means that the chain complex computing gr∗A X can
be rewritten as

A∗X → A∗X ⊗A∗ A∗A→ A∗X ⊗A∗ A∗A⊗A∗ A∗A→ . . .

which is the bar complex which computes the Ext groups ExtA∗A(A∗A,A∗X) of comodules
over the Hopf algebroid (A∗, A∗A) (see [Rav86], appendix A1).

Putting this all together, we have the following:

Proposition 11.3. There is a natural spectral sequence

Es,t
2 = Exts,tA∗A

(A∗, A∗X) = πt−s gr
t
A X =⇒ πt−sX

∧
A.

When X is additionally a ring spectrum, this spectral sequence is multiplicative.

We say this spectral sequence converges conditionally if the limit

lim
∗
(desc≥∗A X) = 0.

For example if X and A are connective, this is clearly satisfied.
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Remark 11.4. There is a natural map X → X∧A. When the fiber of the unit map S → A
is 1-connective, this map is an equivalence. For example A = MU satisfies this. In other
cases, we can sometimes still determine X∧A. Since X∧A is A-local, the map X → X∧A factors
through the Bousfield localization LAX. The map LAX → X∧A is an equivalence in many
situations (see [Bou79], theorems 6.5–6.7). For example, when A = Fp, this is satisfied and
we get the p-completion X∧p .

Let’s see what happens in the case ofX = BP⟨n⟩ and A = Fp. Since BP⟨n⟩ is p-complete,
we get the spectral sequence

Es,t
2 = Exts,tA∗

(Fp, H∗(BP⟨n⟩;Fp)) =⇒ πt−sBP⟨n⟩,

where A∗ is the mod p Steenrod algebra and A∗ its dual. By Steve Wilson’s result ([Wil75],
proposition 1.7) we know the Fp-cohomology

H∗(BP⟨n⟩;Fp) = A∗/(Q0, . . . , Qn)

where Q0, . . . , Qn are defined as in Milnor [Mil58]. Taking its dual we get

H∗(BP⟨n⟩;Fp) = A∗□∧(τ0,...,τn)Fp = eq(A∗ ⇒ A∗ ⊗ ∧(τ0, . . . , τn))

where the two maps are inclusion into the first factor and the diagonal A∗ → A∗ ⊗ A∗
composed with the quotient map by ξ’s and τn+1, τn+2, . . . . The fact that H∗(BP⟨n⟩;Fp) is
extended means that we can apply the change-of-rings theorem ([Rav86], A1.3.13) to get

Exts,tA∗
(Fp, H∗(BP⟨n⟩;Fp)) = Exts,t∧(τ0,...,τn)(Fp,Fp) = Fp[v0, . . . , vn]

with the last step by Koszul duality. These classes vi live in degree (s, t) = (1, 2pi − 1) and
detect the classes p, v1, . . . , vn ∈ π∗(BP⟨n⟩) = Zp[v1, . . . , vn] respectively. We can choose

lifts ṽi ∈ π∗ desc
≥2pi−1
Fp

BP⟨n⟩. Note that v0 can be uniquely lifted and so we denote the lift

just by v0 as well. It in fact exists as an element v0 ∈ π0 desc
≥1
Fp

S detecting p.

11.2 Reduction to the associated graded

From now on we’ll just write desc for desc≥∗Fp
. Consider the descent tower descBP⟨n⟩. As we

remarked above, it is an E2-algebra in fil(Sp), therefore we can apply THH to it in fil(Sp),
and the resulting filtered spectrum will have underlying object (i.e. colimit) THH(BP⟨n⟩).
Furthermore, there is also a cyclotomic Frobenius map in the filtered context, and it is
compatible with taking the colimit: the only caveat is that the Frobenius here is twisted by
a shear in filtration degree:

Definition 11.5. For a filtered spectrum X : Z≥ → Sp, let LpX denote the filtered spec-
trum

. . . X1 → X0
id−→ . . .

id−→ X0 → X−1 . . .

where (LpX)ip = · · · = (LpX)ip−p+1 = Xi. More concisely, it is the left Kan extension of
X along p : Z→ Z.

Proposition 11.6 ([Ant+22], example A.11). For any E1-algebra R in fil(Sp) (resp. gr(Sp)),
there is a natural S1-equivariant map of filtered (resp. graded) spectra

φ : Lp THH(R)→ THH(R)tCp

compatible with taking the colimit and taking the associated graded.
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Recall in the beginning we wanted to show that the Frobenius

φ : THH(BP⟨n⟩)/(v0, . . . , vn)→ THH(BP⟨n⟩)tCp/(v0, . . . , vn)

induces an isomorphism in π∗ for ∗ ≫ 0. We can upgrade this to a map of filtered spectra
by Proposition 11.6, which recovers the original map after taking colimits:

φ : Lp THH(descBP⟨n⟩)/(v0, . . . , ṽn)→ THH(descBP⟨n⟩)tCp/(v0, . . . , ṽn) (11.1)

so we have broken the problem down to two separate parts:

(a) Show that the filtered objects on both sides have limit 0 (i.e. conditional convergence);

(b) Show that the induced map on the associated graded is an equivalence in large enough
degrees.

We’ll first deal with (a) and leave (b) for the next section. Recall that because desc is
symmetric monoidal, descX is a desc S-module for any spectrum X, in particular there is
a map

v0 : descX[1]→ descX

where desc≥j X[1] = desc≥j−1 X.

Proposition 11.7. Let A be a connective E1-algebra, then the tower THH(descA)∧v0 con-
verges conditionally.

Proof. It suffices to show that THH(descA)/v0 converges conditionally. This is computed
by the colimit of a simplicial filtered spectrum, with terms (descA)⊗n/v0 = desc(A⊗n)/v0.

Let us first show that lim(desc(A⊗n)/v0) = 0. In fact it is true for any bounded below
spectrum X that desc≥∗(X)/v0 becomes increasingly connective as ∗ grows. It is computed
by a spectral sequence with E2 page

s

0 t− s

where the only nonzero entries need to be both above the solid line t ≥ ∗ and below
the dashed line, which is the classical vanishing line in the Adams spectral sequence (see
[HW22] C.3.4 and references therein). From this it is easy to see that desc≥∗(X)/v0 has to
be increasingly connective.

We now have U = THH(descA)/v0 as a geometric realization of a simplicial filtered
spectrum U(•) whose each individual term is conditionally convergent. Consider its skeletal
filtration

0→ sk0 → · · · → skn−1 → skn → · · · → U



11.3 The Segal conjecture for polynomial Fp-algebras 51

where skn is the realization of the left Kan extension

∆op
≤n fil(Sp)

∆op

U(≤n)

Each skn is a finite colimit, which is equivalently a finite limit, which commute with limits.
So skn are all conditionally convergent. The cofiber skn / skn−1 is the latching object L[n]U
(see [Lur09]), which is a retract of ΣnU([n]). In particular, because the filtered object
U([n]) = descA⊗n+1/v0 is uniformly connective in each term, skn / skn−1 is uniformly n-
connective.

Now, fix an index k, and look at Milnor’s sequence

0→ lim1
s πk−1(Us)→ πk(lim

s
Us)→ lim

s
πk(Us)→ 0

where Us denotes the filtration on U . For any fixed index s, πk(Us) = πk(colimn(skn)s) =
colimn πk(skn)s = πk(skk+1)s by the above. So lims πk(Us) = lims πk(skk+1)s. Similarly
lim1

s πk−1(Us) = lim1
s πk−1(skk+1)s. But Milnor’s sequence for skk+1 implies that both of

these are zero. So we conclude that limU = 0 as desired.

Proposition 11.8. Let A be a connective E1-algebra, then the tower THH(descA)tCp con-
verges conditionally.

Proof. We know that (limTHH(descA))tCp = ((limTHH(descA))∧p )
tCp by [NS18] I.2.9,

and the latter is zero because (limTHH(descA))/p = lim(THH(descA)/v0) = 0 by Propo-
sition 11.7. So it suffices to show that in general for a filtered G-spectrum X which is
uniformly bounded below, the natural map (limX)tG → lim(XtG) is an isomorphism.

First, this is clear if we replace tG by hG, so it suffices to prove that the natural map
(limX)hG → lim(XhG) is an equivalence. The object XhG is computed by the colimit of
the simplicial object

· · ·Σ∞+ G⊗ Σ∞+ G⊗X →→→ Σ∞+ G⊗X ⇒ X.

Denote its skeleta by skn(X). Then since it is a finite colimit, the natural map skn(limX)→
lim(skn X) is an equivalence. Moreover, since X is uniformly bounded below, the connectiv-
ity of the map skn X → XhG uniformly increases with n. Taking the limit and using Milnor’s
sequence, we see that the maps lim(skn X)→ lim(XhG) and skn(limX)→ (limX)hG both
become increasingly connective with n. Thus, the natural map (limX)hG → lim(XhG) is
an equivalence.

Combining Propositions 11.7 and 11.8 shows (a).

11.3 The Segal conjecture for polynomial Fp-algebras

For part (b), suppose the associated graded object of descBP⟨n⟩ is the E2-algebra R, then
the associated graded of Equation (11.1) is given by

φ : Lp THH(R)/(v0, . . . , vn)→ THH(R)tCp/(v0, . . . , vn).
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Recall from the discussion above that π∗R = Fp[v0, . . . , vn] as a commutative Fp-algebra,
with vi in total degree t− s = 2pi − 2 and weight7 t = 2pi − 1. This fact alone determines
the E2-structure of R completely:

Definition 11.9 (spherical polynomial rings). For integers r, w, let S2r(w) denote the
graded spectrum with S2r in weight w and zero elsewhere. By S[x] (where x has degree
2r and weight w), we will mean the free graded E1-algebra on S2r(w), with structural map
x : S2r(w)→ S[x]. Recall that as a spectrum it is given by

S0(0)⊕ S2r(w)⊕ S4r(2w)⊕ . . .

It in fact admits the structure of a graded E2-ring ([HW22], 4.1.1). This E2 structure
originates from the fact that there exists an E2-map Z → Pic(S) sending 1 7→ S2, which
comes from the one-point compactification of complex vector spaces (the J-homomorphism).

Proposition 11.10 ([HW22], proposition 4.2.1). Let R be a graded E2-Fp-algebra with
π∗R = Fp[a1, . . . , an] with |ai| in nonnegative even degrees and positive weights. Then R
must be equivalent to Fp ⊗ S[a1]⊗ · · · ⊗ S[an] as graded E2-Fp-algebras.

We skip the proof but the idea is to show that Fp ⊗ S[a1] ⊗ · · · ⊗ S[an] has an E2-Fp-
algebras cell structure concentrated in even degrees, which then implies that there are no
obsctructions to writing down an E2 map from it to R, which then must be an equivalence.
Granted this, it suffices to prove the following:

Proposition 11.11. For R as above, the cyclotomic Frobenius

φ : Lp THH(R)→ THH(R)tCp

induces on homotopy groups the obvious inclusion of rings

Fp[x, a1, . . . , an]⊗ ∧(σa1, . . . , σan)→ Fp[x
±1, a1, . . . , an]⊗ ∧(σa1, . . . , σan)

where x has degree 2 and weight 0, and σ raises degree by 1 and does not change the weight.

This clearly implies (b) since the exterior algebra has bounded degree. See talk 4 for
background on the suspension operation σ.

To prove this proposition, we can write φ as the composition

THH(Fp)⊗i Lp THH(S[ai])→ THH(Fp)
tCp ⊗i THH(S[ai])tCp → THH(R)tCp (11.2)

where the first map is the tensor product of each individual Frobenii and the second is from
the lax monoidal structure of (−)tCp . Thus, it suffices to show that the first map is of the
desired form on homotopy groups, and the second map is an equivalence. To do this, we
need to better understand the cyclotomic Frobenius on spherical polynomial rings.

11.4 Segal’s conjecture for S[x]
Suppose x has degree 2r and weight w.

Proposition 11.12 ([Mat21], theorem 3.8). As a S1-spectrum,

THH(S[x]) =
⊕
k≥0

IndS
1

Ck
S2kr(kw).

7Here, “weight” means the grading from the descent filtration.
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Here Ck acts on S2kr(kw) = (S2r(w))⊗k by permuting the tensor factors, IndS
1

Ck
is the

functor which is left adjoint to the functor SpBS1

→ SpBCk restricting along BCk → BS1,
and the k = 0 summand is just S.

As an illustrative example, taking r = w = 0 recovers the classical computation

THH(S[x]) = Striv
⊕
k≥1

Σ∞+ (S1/Ck).

Assume from now on that w > 0, so that all the different summands of THH(S[x]) live
in distinct weights, and we can look at each k separately.

Definition 11.13. For a topological group G, a G-spectrum X is finite if it lies in the thick
subcategory of G-spectra generated by Σ∞+ (G/H) for H ≤ G closed.

Proposition 11.14. If w ̸= 0, then THH(S[x]) is weight-wise finite as a Cp-spectrum.

Proof. Clearly it suffices to look at a fixed k. First, for r ≥ 0, (S2r)⊗k is a retract of
Σ∞+ S2rρ where ρ is the regular representation of Ck. The space S

2rρ admits a finite Ck-CW-

structure, so S2kr is finite. Now, induction preserves finiteness, because IndFG(G/H) = F/H.

So IndS
1

Ck
S2kr is finite as a S1-spectrum. We now need to show that any finite S1-spectrum

is finite as a Cp-spectrum. The proper closed subgroups of S1 are Cn for n ≥ 1. If p | n
then Cp fixes S1/Cn so it’s just Σ(Σ∞+ ∗). If p ∤ n, then Cp acts on S1/Cn freely, and it also
clearly admits a finite Cp-CW-structure.

Let’s now see what THH(S[x])tCp looks like. We can look at each k independently.
By the proof above, when p ∤ k, ResS1

Cp
IndS1

Ck
S2kr can be built only using suspensions of

Σ∞+ Cp = S⊕p, whose Tate fixed point is 0 since Cp acts freely. When k = mp, we have

ResS1

Cp
IndS1

Ck
S2kr = S2kr ⊗ Σ∞+ S1

where Cp acts on the second factor trivially and on the first factor by permuting the tensor
factors in S2kr = (S2kr)⊗p. Therefore,

THH(S[x])tCp ≃
⊕
m≥0

S2rmp(wmp)tCp ⊗ Σ∞+ S1.

Proposition 11.15. The cyclotomic Frobenius

φ : Lp THH(S[x])→ THH(S[x])tCp

exhibits the right side as the p-completion of the left side.

Proof. By definition of φ we have the following square whose arrows are all S1-equivariant:

LpS[x]⊗m ⊗ Σ∞+ S1 (S[x]⊗mp)tCp ⊗ Σ∞+ S1

Lp THH(S[x]) THH(S[x])tCp .φ

Looking at the summand corrsponding to xm in the top map, it is by definition the Tate-
valued Frobenius

S2rm → (S2rmp)tCp
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tensored with S1
+, which is the p-completion map by the classical Segal’s conjecture for

spheres. On the bottom, this map corresponds to φ in weight wpm. This proves that φ is
p-completion in each weight and thus we are done.

We can finally prove Proposition 11.11, which finishes the proof of the main Theo-
rem 11.1.

Proof of Proposition 11.11. Recall that we need to show the first map in Equation (11.2) is
the desired map on homotopy groups and the second map there is an equivalence. It is a
classical fact ([NS18], IV.4) that the Frobenius THH(Fp)→ THH(Fp)

tCp is Fp[x]→ Fp[x
±]

on homotopy, and we have just shown that Lp THH(S[x])→ THH(S[x])tCp is p-completion,
so the first map is indeed as claimed on homotopy groups.

To show the second map is an equivalence, using Proposition 11.14, it suffices to show
that for X,Y nonnegatively graded Cp-spectra where Y is weight-wise finite, then the nat-
ural map XtCp ⊗ Y tCp → (X ⊗ Y )tCp is an equivalence. Because they are nonnegatively
graded and (−)tCp is taken degreewise, it suffices to show the same statement for X,Y (un-
graded) Cp-spectra. In this case, the subcategory of Cp-spectra Y such that the map is an
equivalence is thick and contains Σ∞+ Cp (because both sides are 0) and S (by the classical
Segal conjecture), so we are done.
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12 Motivic filtrations on TC− and TP (Avi Zeff)

Notes by Roger Murray

12.1 More even filtrations

In Talk 6 we saw that, for A an E∞-algebra, we could define the even filtration as a right
Kan extension, and that it had a description as the limit

lim
A→B

B∈CAlgev

τ≥2∗B.

If we make the further assumption that A comes equipped with an S1-action, then we can
make a suite of similarly-flavoured definitions. For example, we define

fil∗ev,hS1 A := lim
A→B S1-equivariant

B∈(CAlgev)BS1

τ≥2∗(B
hS1

),

fil∗ev,tS1 A := lim
A→B S1-equivariant

B∈(CAlgev)BS1

τ≥2∗(B
tS1

).

In particular fil∗ev,hS1(−) is the right Kan extensions of

τ≥2∗((−)hS
1

) : (CAlgev)BS1

→ FilSp

along the inclusion (CAlgev)BS1

↪→ CAlgBS1

, and likewise for fil∗ev,tS1(−) and τ≥2∗((−)tS
1

).

Although we won’t mention it again, another definition we could make forB ∈ (CAlgev)BS1

is
fil∗+ fil∗ev,hS1 := lim

A→B
B even

τ≥2∗ (τ≥∗B)
hS1

.

This is a bifiltered spectrum.
Yet another place we can come up with an even filtration is for cyclotomic spectra. Ear-

lier, in Talk 9, we observed that, for A a (p-complete, bounded below) cyclotomic spectrum,
there is an equivalence

TC(A) ≃ fib(φ− can : AhS1

→ AtS1

).

Now suppose A is an even cyclotomic E∞-ring, meaning that A is a (bounded below, p-
typical) cyclotomic E∞-ring such that the underlying E∞-ring is even. Then we have a
functor CycSpevp → FilSp defined by

A 7→ fib
(
φ− can : τ≥2∗(A

hS1

)→ τ≥2∗(A
tS1

)
)
.

We define
fil∗ev,TC : CycSp→ FilSp

to be the right Kan extension of this functor along the inclusion

CycSpev ↪→ CycSp .
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12.2 Time to Descend

Our newly defined filtrations play nicely with eff maps. In particular, just like Proposi-
tion 6.8, if we have an eff map A → B between two E∞-algebras with S1-action, then the
following canonical map is an equivalence:

fil∗ev,hS1(A)
∼−−→ lim

∆
fil∗ev,hS1

(
B⊗A•+1

)
. (12.1)

One of the most important examples of an eff map we’ve seen is the unit S → MU. It
turns out that for A any E∞-ring with S1-action, the map A→ A⊗MU is eff and therefore,
by above, we have an equivalence

fil∗ev,hS1(A)
∼−−→ lim

∆
fil∗ev,hS1

(
A⊗MU⊗A•+1

)
.

This is a particularly nice example of descent which we call Novikov descent.
We would like to study even filtrations of THH. It turns out that, in order to have nice

forms of descent, it will be useful to consider a certain class of maps. We now take some
time to set things up.

Fact 12.1.

(1) If k → S is a map of even, connective E∞-algebras such that π∗(S) is polynomial over
π∗(k) then the map THH(S/k)→ S is eff.

(2) If S → R is a quasiregular quotient (meaning it is a map of even E∞-rings such that
the cotangent complex Lπ∗(R)/π∗(S) has Tor-amplitude concentrated in degree 1), then
THH(R/S) is even.

Suppose we have maps

k S R
f g

where f is as in (1) and g is as in (2) of 12.1, i.e. such that THH(R/S) is even and
THH(S/K)→ S is eff. We have the pushout diagram

THH(S/k) S

THH(R/k) THH(R/S),

whose bottom map THH(R/k) → THH(R/S), under our assumptions, is eff with even
target. This is especially nice since, for example, then

fil∗ev(THH(R/k))
∼−−→ lim

∆
fil∗ev

(
THH(R/S)⊗THH(R/k)•+1

)
≃ lim

∆
τ≥2∗

(
THH(R/S⊗k•+1)

)
(12.2)

where the last equivalence follows from the fact that THH(R/S) is even. This descent will
be used, for example, in the next talk. We give this particularly nice situation a name:

Definition 12.2. A map k → R of even, connective E∞-rings is quasi-lci if it has a
factorisation

k
f−→ S

g−→ R

where f and g are as in (1) and (2) of Fact 12.1 respectively.
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Remark 12.3.

(1) We could alternately define it to be a map k → R of E∞-rings such that Lπ∗(R)/π∗(k)

has Tor-amplitude concetrated in degrees [0, 1].

(2) Note that this doesn’t quite match up with the actual definition of [HRW22] but for
our purposes it will suffice.

Definition 12.4. A map of k → R of E∞-rings is chromatically quasi-lci if

(1) k ⊗MU and R⊗MU are even,

(2) and k ⊗MU → R⊗MU is quasi-lci.

Definition 12.5. An E∞-algebra R is quasisyntomic if Z → R is quasi-lci and π∗(R) has
bounded p -power-torsion.

Definition 12.6. An E∞-algebra R is chromatically quasisyntomic if R⊗MU is quasisyn-
tomic.

Remark 12.7. Being both even and chromatically quasi-lci (resp., even and chromatically
quasisyntomic) is equivalent to being quasi-lci (resp., quasisyntomic).

We are currently building up towards prismatic cohomology. Perfectoid rings are of
particularly interest here as they have the property that taking THH, TC− or TP spits
out something even. The class of quasiregular semiperfectoid rings (or qsrp rings), which
we will discuss below, also satisfy this property but generally lead to higher computational
complexity. These rings are of significance in number theory since, very roughly and vaguely
speaking, quasisyntomic rings are covered by qrsp rings and these are the largest/coarsest
covers that are still tractable via THH techniques.

Definition 12.8. If k → R is chromatically quasi-lci, we define

fil∗mot(THH(R/k)) = fil∗ev(THH(R/k)),

fil∗mot(TC
−(R/k)) = fil∗ev,hS1(THH(R/k)),

fil∗mot(TP(R/k)) = fil∗ev,tS1(THH(R/k)).

We again have descent statements similar to those of 12.2.
We give the the corresponding associated graded spectra names, which specialise to those

of the same name made in [BMS19] in the case R is, for example, a discrete ring which is
perfectoid or qsrp.

Definition 12.9.

(1) gr∗mot(TC
−(R)) is the Nygaard-filtered prismatic cohomology of R denoted N≥∗∆̂R{∗},

(2) gr∗mot(TP(R)) is the Prismatic cohomology of R denoted ∆̂R{∗} (where {∗} denotes

the Breuil-Kisin twist and (̂−) denotes completion with respect to Nygaard filtration),

(3) gr∗mot(THH(R)) is (related to) the Hodge-Tate cohomology of R denoted ∆̂R{∗}.
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To prove that these definitions specialise to those of [BMS19], one argues that, for
Grothendieck topology reasons, one can restrict to looking at qrsp rings. In this case, Bhatt–
Morrow–Scholze showed that their filtrations were just double-speed Postnikov filtrations
and that THH, TP, and TC− were all even, and therefore agree.

If k is something called a cyclotomic-base, for example k is S, we can also define:

Definition 12.10.
fil∗mot TC(R/k) := fil∗ev,TC THH(R/k).

The associated graded for fil∗mot TC(R) is called the syntomic cohomology of R.

12.3 Understanding gr∗mot(TC
−(S(p)))

Next we begin to study gr∗mot(TC
−(S(p))). Using our descent for filev,hS1 plus Novikov

descent, there is an equivalence

π∗
(
gr∗mot TC

−(S(p))
) ∼−−→ lim

∆
π∗

((
THH(S(p)/MU⊗•+1

(p) )
)hS1)

We refer to the right hand side as the cobar complex for TC−(S(p)).
The complex orientation for BP can be represented as a class t ∈ π−2BP

hS1

by identifying
the E2-page of the homotopy fixed point spectral sequence with BP∗CP∞ ≃ π−∗BP[[t]]. Thus
by considering the composition

BPhS1

→ MUhS1

(p) −→ TC−(S(p)/MU(p)),

where the second map is the homotopy fixed points of the natural map

MU(p) → THH(S(p)/MU(p)) ≃ THH(S(p))⊗THH(MU(p)) MU(p),

we obtain a class, which we also call t, in the cobar complex for TC−(S(p)). We saw this
yesterday in Talk 10. More generally we have a map of cobar complexes

π∗
(
BP⊗•+1

)hS1

→ π∗

((
THH(S(p)/MU⊗•+1

(p) )
)hS1)

.

To understand gr∗mot(TC
−(S(p))) it will be important to understand more about this class

t.

The cobar complex π∗
(
BP⊗•+1

)hS1

is determined, in part, by the hopf algebroid struc-
ture for (BP∗CP∞, (BP⊗ BP)∗(CP∞)). In particular the structure maps

BP∗[[t]] BP∗BP[[t]] ≃ BP∗[t1, t2, . . .][[t]]
ηL

ηR

extending the left and right unit for the Hopf algebroid (BP∗,BP∗BP). We extend the
conjugation self map c on BP∗BP to BP∗BP[[t]] via c(t) = t. We would like to describe
ηR(t) as this will help us to be able to calculate differential for the cobar complex for, e.g.
gr∗mot TC

−. We will see this next up in the talk 13.
We have

ηR(t) = c(t+G t1t
p +G +t2t

p2

+G · · · )

where G is the universal p-typical formal group law of BP∗ [Wil82, Lemma 3.14].
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13 Prismatic cohomology of Z and ℓ (Shai Keidar)

Notes by Anish Chedalavada

In this talk we compute the prismatic cohomology of Z and ℓ mod (p, v1) or (p, v1, v2)
respectively, and eventually TC− and TP of Z and ℓ. Recall that we have computed

THH∗(Z/MU) ≃ Z[w1,i | i ≥ 0]⊗ Z[yj,i | j ̸= 1 mod p, i ≥ 0]

and
THH∗(ℓ/MU) ≃ ℓ∗[w2,i | i ≥ 0]⊗ℓ∗ ℓ∗[yj,i | j ̸= 1 mod p, i ≥ 0]

in the previous talk. The even filtrations

fil∗mot THH(Z) ≃ Tot(τ≥2∗ THH(Z/MU⊗•+1)),

fil∗mot TC
−(Z) ≃ Tot(τ≥2∗ THH(Z/MU⊗•+1)hS

1

),

fil□+ fil∗mot TC
−(Z) ≃ Tot(τ≥2□(τ≥2∗THH(Z/MU⊗•+1)hS

1

)),

give rise to algebraic t-Böckstein spectral sequences for A = Z, ℓ as below.

π∗(gr
∗
mot THH(A))[t]⇒ gr∗mot TC

−(A)

and
π∗(gr

∗
mot THH(A))[t±1]⇒ gr∗mot TP(A).

13.1 Case A = Z
The E1 terms are explicitly given as:

THH∗(Z)/p ≃ Fp[σ
2v1]⊗ Λ(λ)

with degrees |σ2v1| = 2p and |λ| = 2p− 1. Owing to the regularity of the action of t on the
cobar complex computing gr∗mot TP(Z)8, the t-adic filtration on (gr∗mot TP(Z))/(p, v1) may
be computed by quotienting (p, v1) in each graded component9. Since tσ2v1 detects v1, the
E1-pages of these spectral sequences become

Fp[σ
2v1, t]/(tσ

2v1)⊗ Λ(λ)⇒ gr□mot TC
−(Z)/p (13.1)

and
Fp[t

±1]⊗ Λ(λ)⇒ gr□mot TP(Z). (13.2)

We note that when displayed in Adams grading, the differentials above change bidegree
dr : πa,b → πa−1,b+1.

Theorem 13.1. The algebraic t-Boc̈kstein spectral sequence of 13.2 is determined by mul-
tiplicative structure along with the following facts:

(a) The classes tp, µ, λ1 are permanent cycles.

8resp. gr∗mot TP(ℓ)
9resp. for gr∗mot TP(ℓ)/(p, v1, v2)
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(b) There is a dp differential dp(t) =̇ tp+1λi.

The E∞ page is Fp[t
±p]⊗ Λ(λ1).

Remark 13.2. The unit map BP → MU(p) via the Quillen idempotent supplies the com-
posite

π2∗(BP
⊗•+1)hS

1

→ π2∗(MU⊗•+1)hS
1

→ π2∗ TP(ℓ/MU⊗•+1)

whose totalization yields a map from the cobar complex for (BP∗CP∞, (BP⊗BP)∗CP∞) to
the cobar complex computing gr∗mot TP(ℓ). Using that this Hopf algebroid is associated to a
flat cover of the universal p-typical formal group law, [Wil82, p. 3.14] deduces the following
formula:

ηR(t) = c(t+G t1t
p +G t2t

p2

+ . . . )

where +G denotes the addition on the formal group law BPhS1

and c denotes the conjugation
action on BP∗BP. In loc. cit. this is used to derive the relation

ηR(t) = t− tpt1 mod p, v1, t
p+2. (13.3)

Proof of Theorem 13.1. We follow the proof in [HRW22, p. 6.5.1]. We first note that the

relation of 13.3 implies that ηR(t
pk

) = tp
k − tp

k+1

tp
k

1 mod (In, t
pk+2). The claimed differ-

entials of part (2) follow from the fact that tpt1 = tp+1σ2t1 and that (σ2t)p
i

is detected by
λi for 1 ≤ i ≤ n. Furthermore, we have that

ηR(t
pn+1

) = tp
n+1

+ tp
n+2

tp
2

1 = tp
n+1

+ tp
n+2+pn+1

(σ2t1)
pn+1

mod (In, t
pn+2+2pn+1

).

In particular, ηR(t
pn+1

) = tp
n+1

mod tp
n+2+pn+1

, so tp
n+1

must survive to the Epn+1 page.

For the first claimed cycle in (1), note that any recipient of a differential from tp
n+1

must
live in Adams weight 1: the only candidates are of the form dpi

Notes from the rest of this talk are unfortunately not available. Here is the description from
the preliminary syllabus:

• Calculate, via the algebraic Tate spectral sequence [HRW22, §6.5], the mod (p, v1)
prismatic cohomology of Z and the mod (p, v1, v2) prismatic cohomology of ℓ (the
two cases are analogous and we leave the speaker to decide how to handle them; for
instance, it would be fine to only do one of the cases).

• Conclude also the bigraded homotopy groups of π∗ gr
∗
mot TC

−(Z)/(p, v1) and π∗ gr
∗
mot TC

−(ℓ)/(p, v1, v2).
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14 Syntomic cohomology of Z and ℓ (Preston Cranford)

Notes by Preston Cranford, edited by Joe Hlavinka and Atticus W.

In this talk we calculate the (p, v1, v2) syntomic cohomology of the p-completed connec-
tive Adams summand ℓ∧p . Then we discuss three features of the calculation: Tate duality,
collapsing of v2-Bockstein spectral sequence, and satisfaction of the Lichtenbaum–Quillen
conjecture.

Fix a prime p. Let ℓ denote the p-completed connective Adam’s summand ℓ∧p , the ring-
spectrum with it’s usual E∞-structure.

Before we calculate the (p, v1, v2) syntomic cohomology of ℓ, we start by defining syntomic
cohomology of suitable E∞-rings, chromatically quasisyntomic E∞ rings. For the statement
of the definition we recall that

Definition 14.1. [HRW22, Section 1] For R a chromatically p-quasisyntomic E∞-ring, the
syntomic cohomology of R is the associated graded of filmotTC(R)∧p = filev,p,TCTHH(R)∧p .

Now that we have defined syntomic cohomology of chromatically p-quasisyntomic E∞-
rings, we define mod (p, v1, . . . , vn) syntomic cohomology to be the mod (p, v1, . . . , vn) re-
duction of syntomic cohomology.

Recalling from a previous talk that ℓ is chromatically p-quasisyntomic, we now begin
calculating it’s mod (p, v1, v2) syntomic cohomology. Since we’ve already calculated what
the canonical map(

gr∗motTC
−(ℓ)

)
/(p, v1, v2)

′′can”−−−−→ (gr∗motTP(ℓ)) /(p, v1, v2)

looks like on the level of homotopy groups in Talk 4.3, it only remains to understand
what the Frobenius map is on the level of homotopy groups. The main idea of the proof is
to show that the mod (p, v1, v2) Frobenius(

gr∗motTC
−(ℓ)

)
/(p, v1, v2)

φ−→ (gr∗motTP(ℓ)) /(p, v1, v2)

is given by the mod (p, v1) Frobenius

(THH(ℓ)) /(p, v1)
φ−→
(
THH(ℓ)tCp

)
/(p, v1)

as we recall now.

Lemma 14.2. [Talk 4.1] The mod (p, v1, . . . , vn) Frobenius map π∗
(
THH(BP ⟨n⟩)⊗BP ⟨n⟩ Fp

) φ−→
π∗
(
THH(BP ⟨n⟩)tCp ⊗BP ⟨n⟩ Fp

)
is identified with the ring map

Λ(λ1, λ2, . . . , λn)⊗ Fp[µ]→ Λ(λ1, λ2, . . . , λn)⊗ Fp[µ
±1]

that inverts the class µ.

Now that we’ve recalled Lemma 14.2 just for the case n = 1 so that BP ⟨n⟩ = ℓ we are
ready to compute the mod (p, v1, v2) Frobenius in Lemma 14.3.
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Lemma 14.3. [HRW22, Corollary 6.6.1] In terms of the isomorphisms(
gr∗motTC

−(ℓ)
)
/(p, v1, v2) ∼= Fp[t

p2

, µ]/(tp
2

µ)⊗ Λ(λ1, λ2)

⊕ Fp{tdλ1, t
pdλ2, t

dλ1λ2, t
pdλ1λ2 | 0 < d < p},

(gr∗motTP(ℓ)) /(p, v1, v2)
∼= Fp[t

±p2

]⊗ Λ(λ1, λ2)

calculated in a previous talk, the Frobenius is trivial on classes not of the form λϵ1
1 λϵ2

2 µk

where k ≥ 0 and ϵ1, ϵ2 ∈ {0, 1} and sends each class of the form λϵ1
1 λϵ2

2 µk to an F×p multiple

of the class named λϵ1
1 λϵ2

2 t−p
2k.

Proof. Consider the diagram

TC−(ℓ) TP(ℓ)

THH(ℓ) THH(ℓ)tCp

φ

φ

with the left vertical arrow given by the unit map. The diagram commutes by the Tate
orbit lemma. Modding out by (p, v1) gives the commuting diagram(

TC−(ℓ)
)
/(p, v1) (TP(ℓ)) /(p, v1)

(THH(ℓ)) /(p, v1)
(
THH(ℓ)tCp

)
/(p, v1).

φ

φ

Since we understand the Frobenius bottom horizontal map, we have an oppurtunity
to understand the Frobenius top horizontal map. We will do this using the fact that the
Frobenius preserves the motivic filtration, as stated in the following black-boxed lemma:

Lemma 14.4. [HRW22, Theorem 1.3.6] Let R be a chromatically quasisyntomic E∞-ring.
Then, for each prime number p, the Nikolaus–Scholze Frobenius

φ : TC−(R)∧p → TP(R)∧p

refines to a natural map

φ : fil⋆motTC
−(R)∧p → fil⋆motTP(R)∧p .

The same is true of the canonical map between the same objects, and fil⋆motCplTC(R)p can
be computed as the equalizer of the filtered Frobenius and canonical maps.

Taking mod (p, v1) reductions, we get the following commutative diagram(
gr∗motTC

−(ℓ)
)
/(p, v1) (gr∗motTP(ℓ)) /(p, v1)

(gr∗motTHH(ℓ)) /(p, v1)
(
gr∗motTHH(ℓ)tCp

)
/(p, v1).

φ

φ

We argue that the above diagram factors through one of the form
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(
gr⋆mot TC

−(ℓ)
)
/(p, v1, v2) (gr∗motTP(ℓ)) /(p, v1, v2)

(gr∗motTHH(ℓ)) /(p, v1)
(
gr∗motTHH(ℓ)tCp

)
/(p, v1).

φ

f g

φ

Note that v2 = 0 in (gr⋆ev ℓ) /(p, v1), so the sequence of algebra maps

gr⋆ev ℓ→ gr⋆mot THH(ℓ)
φ−→ gr⋆mot THH(ℓ)tCp

imply that v2 = 0 in
(
gr⋆mot THH(ℓ)tCp

)
/(p, v1). Thus, the natural map

gr⋆mot TP(ℓ)/(p, v1)→ gr⋆mot THH(ℓ)tCp/(p, v1)

factors over a map

g : gr⋆mot TP(ℓ)/(p, v1, v2)→ gr⋆mot THH(ℓ)tCp/(p, v1).

Now that we have the Frobenius map which we wish to understand in a commuting
diagram with a Frobenius map that we do understand, we can start studying the former.
We leave the proof of g being an isomorphism to the next Lemma 14.5. The map f is
trivial on every class not of the form λϵ1

1 λϵ2
2 µk. Lemma 14.2 and g being an isomorphism

(Lemma 14.5) together imply that each class of the form λϵ1
1 λϵ2

2 µk has non-trivial Frobenius
image. The only non-trivial classes in the codomain in the same degree as λϵ1

1 λϵ2
2 µk, are F×p

multiples of the class named λϵ1
1 λϵ2

2 t−p
2k.

The above proof is complete except for the justification of the map g being isomorphism.
We justify this now.

Lemma 14.5. [HRW22, Theorem 6.4.1] The map g above is an isomorphism

(gr⋆mot TP(ℓ)) /(p, v1, v2)
∼=−→
(
gr⋆mot THH(ℓ)tCp

)
/(p, v1)

Proof. We can compute the motivic associated graded for TP(ℓ) via the cobar complex
associated to the descent

TP (ℓ)→ TP(ℓ/MU)

with sth term given by π∗TP(ℓ/MUs+1). The domain of g is calculated by the complex
obtained from modding out each term π∗ TP(ℓ/MU⊗s+1) by p, v1 and v2. The codomain is
obtained from the complex π∗THH(ℓ/MU⊗•+1)tCp by levelwise killing p and v1. We first
note that, for each value of s ≥ 0, v2 = 0 in

(
π∗THH(ℓ/MU⊗s+1)tCp

)
/(p, v1). This can be

seen from the existence of the relative cyclotomic Frobenius map

π∗THH(ℓ/MU⊗s+1)/(p, v1)→ π∗THH(ℓ/MU⊗s+1)tCp/(p, v1),

because v2 ≡ 0 modulo (p, v1) in any π∗ℓ-algebra such as π∗THH(ℓ/MU⊗s+1). It follows
that g extends to a map of cobar complexes which levelwise is of the form

gs :
(
π∗TP(ℓ/MU⊗s+1)

)
/(p, v1, v2)→

(
π∗THH(ℓ/MU⊗s+1)tCp

)
/(p, v1).

To prove that g is an isomorphism, we will prove the stronger claim that gs is an isomor-
phism for each s ≥ 0. To see that each gs is an isomorphism we first the Lemma 14.6 below
that the group

(
π∗THH(ℓ/MU⊗s+1)tCp

)
/(p, v1, v2) can be computed from

(
π∗ TP(ℓ/MU⊗s+1)

)
/(p, v1)

by killing [p](t) for any complex orientation t.
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Lemma 14.6. [HRW22, Lemma 6.4.2] Let M ∈ ModBS1

MU be an S1-equivariant MU-module.
Then the map

M tS1

/[p](t) = M tS1

⊗
MUtS1 MUtCp →M tCp

is an equivalence. In paticular for
(
π∗THH(ℓ/MU⊗s+1)tCp

)
/(p, v1) ∈ ModBS1

MU , we have an
equivalence(

π∗THH(ℓ/MU⊗s+1)tCp
)
/(p, v1) ∼=

((
π∗THH(ℓ/MU⊗s+1)tS

1
)
/(p, v1)

)
/([p](t))

Proof. This argument largely follows [NS18, p. IV.4.12] Since MUtCp = MUtS1

/[p](t) is a

perfect MUtS1

-module as seen in the following sequence

MUtCp → MUtS1 [p](t)−−−→ MUtS1

.

Therefore, the functor (−)⊗
MUtS1 MUtCp commutes with all limits and colimits. Using

the equivalences M tG = colim(τ≥nM)tG and M tG = lim(τ≤nM)tG for G = Cp it is sufficient
to assume that M is bounded. By filtering M by it’s Postnikov filtration it suffices to assume
that M is discrete. For M is discrete then it’s S1-action is trivial because BS1 is connected
and

Fun(BS1,Aut(M)) = Fun(BS1,Aut(π0(M)))

By a similar argument one can see that its induced Cp-action is trivial too. Now that
we’ve reduced to discrete S1-action case, we show for M with a trivial S1-action that

M tS1

/[p](t) = M tS1

⊗
MUtS1 MUtCp →M tCp

as desired. Since M has a trivial S1-action we have that AhS1

= ABS1

. But since M
is discrete it also has trivial Cp-action, so likewise AhCp = ABCp . Now consider the fiber
sequence

S1 → BCp → BS1 d→d⊗p

−−−−−→ BS1.

of spaces. Dualizing and lifting to spectra gives a cofiber (=fiber) sequence

Σ∞BCp → Σ∞BS1 → (BS1)∧.

Homming from M then determines a fiber (=cofiber) sequence

MBCp ←MBS1

←M (BS1)∧ .

Because M is a MU -module, there is a Thom isomoprhism M (BS1)∧ ∼= Σ−2MBS1

. Note
that

(BS1)∧ = cofib(S(V )→ D(V ))

and D(V ) ∼= CP∞. Finally, the map

Σ−2MBS1

→MBCp
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can be identified with the map M [[t]]→M [[t]] sending 1 to the Euler characteristic p[t].
This proves

MhS1

/[p](t) = MhS1

⊗
MUhS1 MUhCp →MhCp

is an equivalence, and the analogous statement with tS1 and tCp in place of hS1 and
tCp, respectively, follows from inverting t.

We finish by using the black-boxed Lemma 14.7

Lemma 14.7. [HRW22, Section 6] We have that v2 is a unit multiple of [p](t).

Finally knowing that v2 = cp[t](t) for a unit c allows us to conclude that

((
π∗THH(ℓ/MU⊗s+1)tS

1
)
/(p, v1)

)
/([p](t)) =

((
π∗THH(ℓ/MU⊗s+1)tS

1
)
/(p, v1)

)
/(cv2)

=
((

π∗THH(ℓ/MU⊗s+1)tS
1
)
/(p, v1)

)
/(v2)

=
((

π∗THH(ℓ/MU⊗s+1)tS
1
)
/(p, v1, v2)

)
as desired.

Now that we know the Frobenius, we are ready for the syntomic cohomology calculation.

Theorem 14.8. [HRW22, Theorem 6.0.4] The mod (p, v1, v2) syntomic cohomology of ℓ is
a finite Fp-vector space. As a vector space, it is isomorphic to

(a) Fp{1}, in Adams weight 0 and degree 0.

(b) Fp{∂, tdλ1, t
dpλ2 | 0 ≤ d < p}, in Adams weight 1. Here, |∂| = −1, |tdλ1| = 2p−2d−1,

and |tdpλ2| = 2p2 − 2dp− 1.

(c) Fp{tdλ1λ2, t
dpλ1λ2, ∂λ1, ∂λ2 | 0 ≤ d < p}, in Adams weight 2. Here, |tdλ1λ2| =

2p2− 2p− 2d− 2, |tdpλ1λ2| = 2p2− 2p− 2dp− 2, |∂λ1| = 2p− 2, and |∂λ2| = 2p2− 2.

(d) Fp{∂λ1λ2}, in Adams weight 3 and degree 2p2 + 2p− 3.

Proof. By definition of TC, we have the fiber sequence

TC(ℓ)→ TC−(ℓ)
φ−can−−−−→ TP(ℓ),

and since the motivic filtration preserving the fiber sequence, we have a fiber sequence

gr∗mot TC(ℓ)→ gr∗mot TC
−(ℓ)

φ−can−−−−→ grmot ∗TP(ℓ).

By taking appropiate reductions, we have the induced fiber sequence

gr∗mot TC(ℓ)/(p, v1, v2)→ gr∗mot TC
−(ℓ)/(p, v1, v2)

φ−can−−−−→ gr∗mot TP(ℓ)/(p, v1, v2).
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The mod (2, v1, v2)-syntomic cohomology of ℓ = ku

−1 0 1 2 3 4 5 6 7 8 9 10

0

1

2

3

1

∂ λ1t λ1

λ2t
2

λ2

λ1λ2t λ1λ2∂λ1 ∂λ2

λ1λ2t
2

∂λ1λ2

which induces a long exact sequence

· · · → gr∗−1mot TP(ℓ)/(p, v1, v2)→ gr∗mot TC(ℓ)/(p, v1, v2)

→ gr∗mot TC
−(ℓ)/(p, v1, v2)

φ−can−−−−→ gr∗mot TP(ℓ)/(p, v1, v2)→ · · ·

of groups which we will use to deduce the result. The map

gr∗mot TC
−(ℓ)/(p, v1, v2)

φ−can−−−−→ gr∗mot TP(ℓ)/(p, v1, v2)

is given by the rule that classes of the form λe1
1 λe2

2 tkp
2 ∈ gr∗mot TC

−(ℓ)/(p, v1, v2) go to

−λe1
1 λe2

2 tkp
2 ∈ gr∗mot TP(ℓ)/(p, v1, v2), classes of the form λe1

1 λe2
2 tµk ∈ gr∗mot TC

−(ℓ)/(p, v1, v2)

go to a F×p -multiple of λe1
1 λe2

2 t−kp
2 ∈ gr∗mot TP(ℓ)/(p, v1, v2), and all other classes go to zero.

The kernel of this map gives the terms in the syntomic cohomology calculation that don’t
have λi’s in them. The cokernel is given by

gr∗mot TP(ℓ)/(p, v1, v2)

im(φ− can)
∼=

Fp[t
p2

]⊗ Λ(λ1, λ2)

Fp[tp
2 ]

∼= Λ(λ1, λ2).

This contributetes the basis elements with a ∂ coming from the degree shift.

Now we discuss three consequences of the syntomic cohomology calculation. The first is
the following.

Proposition 14.9. [HRW22, Theorem 6.0.4] The v2-Bockstein spectral sequence (converg-
ing to the mod (p, v1) syntomic cohomology of ℓ as an Fp[v2]-module) collapses with no
differentials. As a consequence, we’ve calculated gr∗mot (TC(ℓ)) /(p, v1) as a Fp[v2]-vector
space.

Proof. Recall that the v2-Bockstein spectral sequence (converging to the mod (p, v1) syn-
tomic cohomology of ℓ as an Fp[v2]-module) has signature

π∗,∗ ((gr
∗
mot (TC(ℓ)) /(p, v1)) /(v2)) [v2]→ (gr∗mot (TC(ℓ)) /(p, v1))

which can be rewritten
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π∗,∗ (gr
∗
mot (TC(ℓ)) /(p, v1, v2)) [v2]→ (gr∗mot (TC(ℓ)) /(p, v1))

due to regularity. Since we know gr∗mot (TC(ℓ)) /(p, v1, v2) and that |v2| = (2p2 − 2, 0)
we have the following description of the E1 page of the spectral sequence.

We have π∗,∗ (gr
∗
mot (TC(ℓ)) /(p, v1, v2)) [v2] as an Fp vector space isomorphic to

(a) Fp{ve2 | 0 ≤ d < p, e ≥ 0}, in Adams weight 0 and degree (2p2 − p)e.

(b) Fp{ve2∂, ve2tdλ1, v
e
2t

dpλ2 | 0 ≤ d < p, e ≥ 0}, in Adams weight 1. Here, |∂| = −1,
|tdλ1| = 2p− 2d− 1, and |tdpλ2| = 2p2 − 2dp− 1.

(c) Fp{ve2tdλ1λ2, v
e
2t

dpλ1λ2, v
e
2∂λ1, v

e
2∂λ2 | 0 ≤ d < p, e ≥ 0}, in Adams weight 2. Here,

|tdλ1λ2| = 2p2 − 2p − 2d − 2, |tdpλ1λ2| = 2p2 − 2p − 2dp − 2, |∂λ1| = 2p − 2, and
|∂λ2| = 2p2 − 2.

(d) Fp{ve2∂λ1λ2, e ≥ 0}, in Adams weight 3 and degree 2p2 + 2p− 3.

We argue that there are no non-trivial differentials. In a Bockstein spectral sequence, the
differentials are trigraded. The differentials increase Adams weight by 1 and must increase
v2-degree by a positive amount. Differentials increases v2-degree by at least 1, Adams weight
by 1, and degree by −1. Any differential increasing v2-degree by b ≥ 1 map va2x1 to va+2

2 x2

for some a ≥ 0 and x1, x2 having no factor of v2 where deg(va+b
2 x2)−deg(va2x1) = −1. This

implies deg(x2)−deg(x1) = b(2p2−2)−1. Thus b < 2 since the maximum deg(x2)−deg(x1)
that can occur is 2p2 − 2. Since deg(x2) − deg(x1) = 2p2 − 1 cannot occur, b cannot be 1,
so we conclude that all differentials collapse.

The E1-page of the v2-Bockstein spectral sequence for p = 2

−1 0 1 2 3 4 5 6 7 8 9 10 11 12

0

1

2

3

1

∂ λ1t λ1

λ2t
2

v2∂

v2

λ2

v1λ1t

λ1λ2t

v2λ1

v2λ2t
2

λ1λ2∂λ1 ∂λ2

λ1λ2t
2

∂λ1λ2

v22∂

v22

Now that we’ve stated the first observation, we state the second.

Proposition 14.10. The syntomic cohomology calculation exhibits something that looks
like Tate duality.

Now that we’ve stated the first observation, we state the third.

Proposition 14.11. [HRW22, Corollary 6.6.3] For any prime p ≥ 2 and type 3 p-local
finite complex F , F∗TC(ℓ) is finite.
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Proof. Let C denote the category of p-complete finite spectra V such that V∗TC(ℓ) is fi-
nite. See that C is a thick subcategory of p-complete finite spectra: it contains 0 because
0∗TC(ℓ) is finite, it’s closed under fibers and cofibers by observing the long exact sequence
associated to a fiber or cofiber sequence, and retraction preserves tensoring with TC(ℓ) and
so will preserve finiteness.

By the Thick Subcategory Theorem, C must be C≥n for some ≥ n, the category of
finite p-local spectra of type ≥ n. Fix (i, j, k) so that the generalized Moore spectrum
V := S/(pi, vj1, vk2 ) exists and thus is type 3. If we show that V ∈ C≥n, it follows that k ≤ 3
in which case C≥3 ⊂ C, that is, the proposition would be proven.

We show that V∗TC(ℓ) is finite for V the type 3 complex S/(pi, vj1, vk2 ). Note that (i, j, k)
have been picked so that there is a motivic spectral sequence with signature

gr⋆mot(TC(ℓ))/(p
i, vj1, v

k
2 )⇒ V∗TC(ℓ)

.
Now we see gr⋆mot(TC(ℓ))/(p

i, vj1, v
k
2 ) may be resolved by finitely many copies of gr⋆mot(TC(ℓ))/(p, v1, v2)

in the following way. We inductively for 1 ≤ m < i exhibit the cofiber sequence

gr⋆mot(TC(ℓ))/(p
m, v1, v2)

p−→ gr⋆mot(TC(ℓ))/(p
m, v1, v2)→ gr⋆mot(TC(ℓ))/(p

m+1, v1, v2)

giving a cofiber sequence

S/(pm, v1, v2)∗TC(ℓ)→ S/(pm, v1, v2)∗TC(ℓ)→ S/(pm+1, v1, v2)∗TC(ℓ)

where the first two terms are finite by inductive hypothesis so that the final term is also
finite. Repeating this process for the powers of v1 and v2 completes the proof.

Finally we discuss the following corollary of the Proposition 14.11.

Corollary 14.12. [HRW22, Theorem 6.6.4] The Litchenbaum-Quillen conjecture holds for
TC(ℓ), that is,

TC(ℓ)(p) → Lf
2TC(ℓ)(p)

is a π∗-iso for ∗ ≫ 0.

Proof. Recall that the Lf
2 -localization map S→ Lf

2S fits into a cofiber sequence

C → S→ Lf
2S

Such that C is a filtered colimit of objects of C≥3. In the last Proposition 14.11, we
proved that the objects C≥3 coincides with the spectra v such that V∗TC(ℓ) is finite, thus
C itself as the property that C∗TC(ℓ) is finite. Applying TC(ℓ)∗ gives the fiber sequence

TC(ℓ)→ Lf
2TC(ℓ)→ TC(ℓ)∗V.

whose long exact sequence has TC(ℓ)→ Lf
2TC(ℓ) must be an equivalence in degrees the

highest degree appearing in TC(ℓ)∗V plus one and onward.
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15 The relationship between TC and algebraic K-theory
(Albert Jinghui Yang)

Notes by Kai Shaikh

15.1 The Cyclotomic Trace

We begin with the Waldhausen S-construction of K. Let C ∈ Catst∞; we will define a stable
infinity category SnC for each n ∈ N. Let SnC have the objects sequences of maps:

∗ → X0,1 → X0,2 → ...→ X0,n

and choices of cofibers for each of the maps X0,i ↪→ X0,j → Xi,j , which are assembled into
a diagram:

∗ X0,1 X0,2 ... X0,n

∗ X1,2 ... ...

∗ ... Xn−1,n

∗

where each square is a pushout. The nerve of the category of such diagrams with compatible
maps is then a stable infinity category, which we denote SnC. The SnC’s are merged into a
bisimplicial set, whose diagonal corresponds to a stable infinity category, which we denote

S•C; we can now iterate this construction: Let S
(n)
• be the stable infinity category obtained

by iterating this procedure n times and then taking the diagonal. Finally, we get the K-
theory spectrum as

K(C)n =
∣∣∣(S(n)
• (C)

)≃∣∣∣
where ≃ denotes the core of an infinity category. Then we have:

Ω∞K(C) ∼= Ω |S•(C)≃| .

We note that this recovers Quillen’s Q-construction of algebraic K-theory. K as defined
above upgrade to a lax symmetric monoidal functor

K: Catst(C)→ Sp.

At this point we briefly digress to discuss idempotent completion.
We observe that idempotent complete stable infinity categories are closed under colimits,

so the forgetful functor:
F : Catperf → Catst

admits a right adjoint, which we denote Idem(−). We now make the following definition.
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Definition 15.1. F ∈
(
Catst

)∆1

is called a Morita equivalence if Idem(F ) is an equiva-
lence.

Definition 15.2. In Catperf , we call a sequence C
f−→ D

g−→ D exact (Karoubi) if

(a) g ◦ f ≃ 0,

(b) f is fully faithful, and

(c) E ≃ D/C.

Definition 15.3. F : Catst → Sp is called an additive invariant if:

(a) F inverts Morita equivalences,

(b) F preserves filtered colimits, and

(c) F sends split exact sequences to exact sequences.

Example 15.4. THH and K are additive invariants; TC does not preserve filtered colimits,
so it is not.

Notation. The forgetful functor PShaddSp (Catst) ↪→ PShSp(Cat
st) has a left adjoint which

we denote Ladd. Denote Madd by the composition of Ladd with the Yoneda embedding
Catst ↪→ PShSp(Cat

st). This is also known as the (non-commutative) additive motive.
The following theorem is critical:

Theorem 15.5 (Blumberg-Gepner-Tabuada).

K(C) ≃ Map(Madd(Sp),Madd(C))

for all C ∈ Catst. For F an additive invariant, we have

Map(K,F ) ≃ F (Spω).

We are now ready to define the (abstract) Dennis trace via the theorem. Note that

Map(K,THH) ≃ THH(Spω) ≃ S,

we have
π0 Map(K,THH) ≃ π0 THH(S) ≃ π0S ≃ Z.

The Dennis trace is defined to be the unique lax symmetric monoidal transformation
K → THH corresponding to 1 ∈ Z. The definition of cyclotomic trace is slightly more
involved, since, as we noted earlier, TC is not an additive invariant. However, it can be
approximated by additive invariants TCn as follows.

Construction 15.1. We recover TC as limn TC
n where TCn is given by an equalizer

TCn := eq

(
TRn TRn−1incl

φ

)
where TRn(−) = THH(−)Cpn , incl is the inclusion map, and φ is given by

THH(C)Cpn =
(
THH(C)Cp

)Cpn−1 →
(
ΦCp THH(C)

)Cpn−1 ≃ THH(C)Cpn−1 .

Noting that each TCn is an additive invariant (and even a localizing invariant), we are ready
to (sketchically) define the cyclotomic trace trc:
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Theorem 15.6 (Blumberg-Gepner-Tabuada). The maps K → TC correspond to compatible
systems of maps K→ TCn; thus, we have

Map(K,TC) ≃ lim
n

Map(K,TCn) = lim
n

TCn(S) = TC(S) ≃ S⊕ Σfib(ShS1 → Σ−1S).

After p-completion, trc : K→ TC corresponds to 1 ∈ Zp = π0

(
TC(S)∧p

)
.

15.2 The theorem of Dundas-Goodwillie-McCarthy

Here, we simply state the ultimate result of Dundas-Goodwillie-McCarthy.

Theorem 15.7 (Dundas-Goodwillie-McCarthy). For f : B → A a map of connective E∞-
rings with π0(f) being surjective with a nilpotent kernel, we have a cartesian square:

K(B) TC(B)

K(A) TC(A)

trc

trc

15.3 Goodwillie Calculus

In order to prove the theorem of Dundas-Goodwillie-McCarthy, we need the concept of
the Goodwillie Calculus. For F : C → D a functor preserving filtered colimits, we can
approximate it by n-excisive functors10 PnF , which perform similar to a polynomial of
degree n in a certain sense. These can be assembled into the following (also known as a
Taylor tower):

F → ...→ PnF → Pn−1F → ...→ P0F.

Let DnF denote
DnF := fib (PnF → Pn−1F ) .

DnF behaves like the homogeneous piece of F of degree n (and is determined by the deriva-
tive ∂nF ). To know what is happening here, we need the following definition.

Definition 15.8. Let I be a finite set of cardinality n, and P(I) be the category of subsets
of I. An n-cube is a functor χ : N(P(I))→ C. It is

(a) cartesian if χ(∅) ≃ holim∅ ̸=S⊂I χ(S),

(b) cocartesian if χ(∅) ≃ hocolim∅̸=S⊂I χ(S),

(c) strongly cocartesian if any 2-dimensional face is a pushout.

A functor F : C→ D is n-excisive if it takes strongly cocartesian (n+1)-cubes to cartesian
(n+ 1)-cubes. The category of n-excisive functors is denoted by Excn(C,D).

Example 15.9. By definition, 1-excisive functors are just ordinarily excisive functors, i.e.
sends pushouts to pullbacks.

10More precisely, Pn is left adjoint to the forgetful functor Excn(C,D) ↪→ Fun(C,D).
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The nice thing about n-excisive functors is that Excn(C,D) ⊂ Excn+1(C,D) for any
n ≥ 0. The aforementioned approximations DnF , PnF are n-excisive. They are related by
the following diagram:

Cn D

Sp(C)n Sp(D)

cr(n)DnF

(Σ∞
C )n

∂nF

Ω∞
D

where cr(n)DnF is the symmetric cross-effect of DnF . See Construction 6.1.3.20 in [Lur17].
More precisely, Ω∞D ◦ ∂nF ≃ cr(n)DnF ◦

∏
Ω∞C .

Example 15.10. For U , V an open cover of X ∈ Top∗, with U∩V ≃ ∗, and F : Top∗ → Sp,
we have ∂1F (X) ≃ ∂1(U)⊕ ∂1(V ). In other word, Goodwillie derivatives “see” the “linear”
part of F .

Theorem 15.11. If C has pushouts, D has sequential colimits and finite limits, and they
are commutative, then F : C → D admits n-th approximation PnF , and this is universal
among all natural transformations from F to any n-excisive functors.

15.4 Sketch of proof of DGM theorem

The following theorem of Goodwillie will be one of main ingredients in the proof:

Theorem 15.12 (Goodwillie). Let F and G be two functors from C to D and satisfy
the conditions being “ρ-analytic” functors (see [Goo92]), and both of them preserve filtered
colimits. If for all X ∈ C, we have ∂1F (X) ≃ ∂1G(X), then we get a cartesian square:

F (Y ) G(Y )

F (X) G(X)

for all (ρ+ 1)-connected Y → X.

Take C = Catst∞, D = Sp, F = K, and G = TC(= limn TC
n). If we can prove that

∂1K ≃ ∂1 TC, then by Goodwillie’s theorem we are done. To do that, we reduce the case to
the square-zero extension.

Step 1: Reduce to the square-zero extension

Theorem 15.13 (Goodwillie). If the DGM theorem is true in the special case when Y =
A⋉M → A, X = A (i.e. trivial square-zero extension), then it is true in general.

Idea of proof. Use the simplicial approximations to X and Y by bar constructions X• and
Y•, respectively. Then we can prove it level-wise, i.e. focus on K(Yr → Xr) and TC(Yr →
Xr). Each Xr is free associative, and by assumpion Yr → Xr is split surjective, yielding
Yr = Mr ⋊Ar.
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Step 2: Compute the Goodwillie derivatives

We will follow what Dundas and McCarthy did in their original work. A standard reference
for this part is the Chapter 3 of [Mad95]. Let M be a A-bimodule, and PA be the category
of projective A-bimodules. A fact by Dundas and McCarthy is that

THH(A,M) ≃ colim
n

Ωn |
⊕

c∈S(n)
• PA

homS•ModA
(c, c⊗A M) | .

Let P(A,M) be the category consisting of objects (P, α) for P ∈ PA and α : P → P ⊗A M

being A-linear. The morphisms in this category are (P1, α1)
f−→ (P2, α2) satisfying

P1 P1 ⊗A M

P2 P2 ⊗A M

f1 f⊗1

Define
K(P(A,M)) := colim

n
Ωn |

∐
c∈S(n)

• PA

homS•ModA
(c, c⊗A M) |

and
K̃(A,M) := fib(K(P(A,M))→ K) = ∂1K(A,M).

Dundas and McCarthy proved that K(P(A,M)) = K(A⋉M). Now like in Step 1, we can
also use the simplicial approximation M• → M to reduce the question level-wise. Suppose
M is m-connected, i.e. π∗|M•| = π∗M = 0 for ∗ ≤ m. Consider the diagram

K̃(A,M) THH(A,M)

Ωp fib(p) Ωp cofib(p) Ωp THH(p)

≃ ≃

α(p) β(p)

where

fib(p) = fib

∣∣∣∣∣∣
∐

c∈S(p)
• PA

hom
S

(p)
• ModA

(c, c⊗A M)

∣∣∣∣∣∣→
∣∣∣S(p)
• PA

∣∣∣
 ,

cofib(p) = cofib

∣∣∣S(p)
• PA

∣∣∣→
∣∣∣∣∣∣
∐

c∈S(p)
• PA

hom
S

(p)
• ModA

(c, c⊗A M)

∣∣∣∣∣∣
 ,

THH(p) =

∣∣∣∣∣∣
⊕

c∈S(p)
• PA

hom
S

(p)
• ModA

(c, c⊗A M)

∣∣∣∣∣∣ .
Lemma 15.14. α(p) is at least (p− 3)-connected, β(p) is 2m-connected.
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Idea of proof. Consider the diagram∣∣∣∐c∈S(p)
• PA

hom
S

(p)
• ModA

(c, c⊗A M)
∣∣∣ ∣∣∣S(p)

• PA

∣∣∣
∣∣∣∨c∈S(p)

• PA
hom

S
(p)
• ModA

(c, c⊗A M)
∣∣∣ ∗

and then use the Blakers-Massey theorem.

Choose p ≫ 2m and p → ∞, we have ∂1K(A,M) = THH(A,M). For the TC part, the
story is similar. A standard reference for this part is [Hes94]. Consider

T̃C(A,M) := fib(TC(A⋉M)→ TC(A)) = ∂1 TC(A,M).

Again, we use the simplicial approximation. The underlying space is TC(A⊕M). Suppose
M is m-connected, and M• →M . Recall that THH(A,M) = ∥Bcyc

• (A⊕M)∥, where

Bcyc
n (A⊕M) ≃ (A⊕M)⊗n+1 ≃

∨
S⊂[n]

A⊗([n]−S) ⊗M⊗S

is the cyclic bar construction. Write

Ta,n(A,M) =
∨

S⊂[n],|S|=a

A⊗([n]−S) ⊗M⊗S .

For example, T0,•(A,M) = THH(A).

Lemma 15.15. I |T1,•(A,M)| ≃ S1
+ ∧ THH(A,M).

II The cyclotomic structure map is given by

Rp : Ta,•(A,M)Cpr → Ta/p,•(A,M)Cpr−1

which induces

T̃C(A,M)∧p ≃

holim
Rp

( ∞∨
s=0

Tps,•(A,M)

)Cpr
∧

p

III By checking the connectivity, and looking at the free S1-action. The right hand side

in II is weak equivalant to
(
holimRp

(T1,•(A,M))
Cpr
)∧
p
, which is weak equivalent to

(
holim

r
(S1/Cpr

+ ∧ THH(A,M))
)∧
p
,

which is a consequence of I.

By the proposition and the fact S1/Cpr ≃ S1, one has

∂1 TC(A,M)∧p = T̃C(A,M)∧p ≃ (ΣTHH(A,M))
∧
p .
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Step 3: Analyticity of K and TC

This is to ensure both K and TC satisfy the requirement of “ρ-analytic” functors. We will
not give further explanations but rather directly leave the statement.

Theorem 15.16 (Goodwillie, 1992; McCarthy, 1997). K and TC are (−1)-analytic.

Step 4: From p-completed case to usual case

Again, approximate Y → X by simplicial rings Y• andX•, respectively. Use the p-completed
version of DGM (a.k.a. McCarthy’s theorem) in Step 2, and some complicated examination
on connectivity yields the desired result (a.k.a. Dundas’ theorem). See Chapter 3.4 and 3.5
of [Mad95] for details.

Remark 15.17 (Liam). Nowadays, we can appeal to a surprising result of Clausen-Mathew-
Morrow, which says that as a functor CycSp≥0 → Sp, TC(−)/p commutes with small
colimits. Strictly speaking, this result is stronger than we need for the proof of DGM, but
it is an important structural property of TC.
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16 The telescope conjecture at a fixed prime p (Lucas
Piessevaux)

Notes by Lucas Piessevaux

Let K(n) denote height n Morava K-theory with homotopy groups given by

K(n)∗ ∼= Fp[v
±
n ].

Let F (n) denote a finite type n complex, and define the mapping telescope

T (n) = v−1n F (n)

with respect to the vin-self map on F (n). These spectra define Bousfield localisations of the
form

SpK(n) ↪→ SpT (n) → Sp.

The K(n)-local category has good behaviour in the Adams–Novikov spectral sequence, while
the T (n)-local category has good behaviour on homotopy groups, as evidenced by the defi-
nition. It is then natural to ask whether the best of both worlds is true.

Conjecture 16.1 (Telescope conjecture, Ravenel). The inclusion

SpK(n) → SpT (n)

is an equivalence.

In fact, there are many equivalent formulations of the telescope conjecture, and the
original formulation was phrased in terms of the Adams–Novikov spectral sequence of a T (n)-
local spectrum. At n = 0 the telescope conjecture is clearly true if we use the convention
that K(0) = Q. One can use computational techniques to prove that this is also true at
n = 1.

Theorem 16.2 (Mahowald (p = 2), Miller (p > 2)). The telescope conjecture is true at
height n = 1.

Over time, computational evidence suggested that the telecope conjecture fails at heights
n ≥ 2. We now know that this is true by recent results of Burklund–Hahn–Levy–Schlank in
[Bur+23], where a counterexample is constructed using K-theory at all heights n ≥ 2 and
all primes. It is still an interesting question to ask for which spectra the telescope conjecture
is true, and in this talk we will discuss an example of a spectrum satisfying the height two
telescope conjecture, as well a counterexample. In the first case, we will see that the natural
map

Lf
2 TC(ℓ)→ L2 TC(ℓ)

is an equivalence, where we remind the reader that Lf
2 is the (smashing) localisation at

T (0)⊕ T (1)⊕ T (2), while L2 is the (equally smashing) localisation at height two Lubin–
Tate theory or K(0)⊕K(1)⊕K(2).

Remark 16.3. Using this interpretation, one sees that the telescope conjecture should be
true for all spectra arising as homotopy MU-modules; indeed their Adams–Novikov spectral
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sequence collapses so that a localisation on the ANSS E2-page corresponds to a localisation
on homotopy. The precise statement is that for an MU-module X the map

Lf
nX → LnX

is an equivalence. Since both localisations are smashing, it suffices to prove this forX = MU,
and this follows from a simple argument as in Theorem 2.7 (iii) of [Rav93].

16.1 An example

Let us now prove the following theorem:

Theorem 16.4 ([HRW22], Theorem 6.6.4). The height two telescope conjecture is true for
TC(ℓ), i.e. the map

Lf
2 TC(ℓ)→ L2 TC(ℓ)

is an equivalence.

The proof goes through several reductions.

• For bounded below ring spectra such as ℓ, we can compute TC using the Nikolaus–
Scholze fibre sequence

TC(ℓ) ≃ fib(can− ϕhT : TC−(ℓ)→ TP(ℓ)).

Since both maps involved in the fibre sequence are ring maps, we conclude that TC(ℓ)

admits the structure of a TC−(ℓ)-module. Since both Lf
S and L2 are smashing, it

therefore suffices to prove the theorem above for TC−(ℓ).

• The telescope conjecture is true at height one (and height zero), so it suffices to prove
the theorem after smashing with a finite type two complex F (2). Further, it follows

from the definition of Lf
2 that there is an equivalence

Lf
2F (2)⊗ TC−(ℓ) ≃ v−12 F (2)⊗ TC−(ℓ),

where we are inverting the vi2-self map on F (2).

• The motivic filtration on TC−(ℓ) arises from the motivic cobar complex

TC−(ℓ)
∼−→ Tot(TC−(ℓ/MU⊗•+1)).

Every term of the form TC−(ℓ/MU⊗•+1) admits the structure of a module over MUhT,
which itself is a module over MU by virtue of the fact that the action on MU is trivial.
In particular, the telescope conjecture is true for every term in this cosimplicial object

Using the final remark above, we have reduced the problem to analysing the map

v−12 F (2)⊗ TC−(ℓ)
∼−→ v−12 F (2)⊗ Tot(TC−(ℓ/MU⊗•+1)),
∼−→ v−12 Tot(F (2)⊗ TC−(ℓ/MU⊗•+1)),

−→ Tot(v−12 F (2)⊗ TC−(ℓ/MU⊗•+1)),
∼−→ Tot(L2 TC

−(ℓ/MU⊗•+1)),

where we used the fact that F (2) is finite to commute it past the limit. Indeed, the target is
a limit of L2-local spectra hence is L2-local itself, so it suffices to show that we can commute
v2-inversion with the totalisation in the motivic cobar complex.
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Lemma 16.5. To commute v−12 with Tot above, it suffices to show that the spectral sequence
associated to this cosimplicial object has a horizontal vanishing line on a finite page when
displayed in Adams grading.

Remark 16.6. This type of lemma is part of a larger picture of descent techniques, in
which a horizontal vanishing line on a finite page of the spectral sequence associated to a
cosimplicial object tells us that the totalisation tower {Totn}n was sufficiently finite to allow
us to treat the totalisation as a finite limit hence commute it with a filtered colimit. The
result we use here is Lemma 2.34 in [CM21].

Note that this horizontal vanishing line does indeed exist! The spectral sequence asso-
ciated to this cosimplicial object is the motivic spectral sequence computing TC−(ℓ), and
the explicit description of the prismatic cohomology of ℓ in Shai’s talk displays this hori-
zontal vanishing line (note that the Adams grading convention is sheared from the grading
convention we were using there). We conclude that v−12 F (2)⊗ TC−(ℓ) is L2-local, whence
the comparison map

Lf
2 TC(ℓ)→ L2 TC(ℓ)

is an equivalence.

16.2 A counterexample

Let us now provide a counterexample to the telescope conjecture at height two; we will
construct a spectrum that is T (2)-local but not K(2)-local. The goal of this section is to
prove that for some action of the group Z on ℓ, the coassembly map

LT (2) TC(ℓ
hZ)→ LT (2) TC(ℓ)

hZ

is not an equivalence. Let us restrict to primes p ≥ 7 to simplify arguments with Smith–Toda
complexes and Adams operations. The primary reference for the computational part of the
argument is Ishan Levy’s Oberwolfach report [GHR23]. In the second part of this section,
we will discuss the recent advances in chromatic homotopy theory and trace methods that
allow us to leverage this computational result into a disproof of the telescope conjecture at
height two. These arguments are discussed in more detail in [Bur+23].

Remark 16.7. The term coassembly refers to a limit comparison map: Let F : C → D be
a functor between categories with I-indexed limits for some category I. Let X ≃ limi∈I Xi

be a limit diagram in C, then functoriality of F gives us maps

F (X)
F (πi)−−−→ F (Xi)

assembling to a map
F (lim

i∈I
Xi)→ lim

i∈I
F (Xi).

16.2.1 Coassembly in TC

Note that ℓ already comes equipped with a natural multiplicative action of Z given by the
Adams operations restricted from those on complex K-theory.
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Remark 16.8. Recall that to compute THH(ℓ), we used a lift of ℓ to a filtered algebra by
means of its Fp-descent filtration or (p, v1)-adic filtration. Letting Ψ1+p be a generator of
the Adams operations on ℓ, we compute that on homotopy

Ψ1+p(v1) = (1 + p)p−1v1.

We conclude that ℓ lifts not only to ℓFil ∈ CAlg(SpFil) but to an object of CAlg(SpFil)BZ,
i.e. the Adams operations respect the multiplicative structure for the Day convolution on
the (p, v1)-adic filtration.

While the Adams action is certainly not trivial, recall that the associated graded of ℓFil

is given by Fp[v0, v1] ∈ CAlg(SpGr)BZ. By the formula established above, it is clear that the
Adams operations act trivially on this graded ring spectrum as p = 0. As a consequence,
we obtain

gr∗(ℓ
Fil)hZ ≃ Fp[v0, v1]⊗Fp

FhZ
p .

Once again, we obtain a spectral sequence with E1-page given by the graded THH of
gr∗(ℓ

Fil)hZ and converging to the usual THH of the underlying object of (ℓFil)hZ which
is ℓhZ by the compatibility of the filtration with the action. This is of the form

E1 = π∗(THHGr(Fp[v0, v1]⊗Fp
FhZ
p )),

∼= π∗(THHGr(Fp[v0, v1])⊗Fp
HHGr(FhZ

p /Fp)),

=⇒ π∗THH(ℓhZ).

The first tensor factor in the E1-page is the usual one computing THH(ℓ), while the second
one is more interesting: in fact the failure of the coassembly map to be an equivalence is
already happening at this level.

Lemma 16.9. Let C := C0(Zp,Fp) denote the Fp-algebra of continuous Fp-valued functions
on Zp. Then the coassembly map

π∗HH(FhZ
p /Fp)→ π∗HH(Fp/Fp)

hZ

is given by the map
ev0⟨ζ⟩ : C⟨ζ⟩ → Fp⟨ζ⟩

that evaluates a function at 0 ∈ Zp and preserves the exterior generator ζ.

Proof. First, note that the action on Fp by Z is trivial, so we are really describing the
coassembly map for FBZ

p . Now the Fp-cochains on a space factor through the unstable
p-completion of that space, which in this case allows us to replace the circle BZ by the
p-adic algebraic circle BZp which is now a p-profinite space. The upshot of this reduction
is that Hochschild homology (over Fp) of cochains on p-profinite spaces recovers continuous
cochains on the free loop space. In our case:

HH(FBZp
p /Fp) ≃ C∗(LBZp;Fp).

The topological group structure on BZp allows us to split LBZp as a product ΩBZp×BZp,
so by the Künneth formula we obtain

HH(FBZp
p /Fp) ≃ C∗(BZp;Fp)⊗Fp

C∗(Zp;Fp),

≃ Fp⟨ζ⟩ ⊗Fp C0(Zp;Fp)
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with the exterior class ζ arising as the fundamental class of the circle in degree −1. The
coassembly map then reduces to evaluation at the constant loop, which under the equiva-
lences above corresponds to evaluation at 0 ∈ Zp.

This virtuous behaviour on the E1-page, where the coassembly problem splits off as a
separate tensor factor, actually persists all the way to the mod p, v1 E∞-page as is proven
in [LL23]. We obtain an identification

π∗THH(ℓhZ)/p, v1 ∼= π∗THH(ℓ)/p, v1 ⊗Fp
HH∗(FhZ

p /Fp).

One could then proceed to compute TC(ℓhZ)/p, v1 similarly to the way we computed it for ℓ.
However, the group action does make the computation intractable at first sight. The trick
is to somehow deform this problem into a continuous family of spectral sequence computa-
tions in which the hard equivariant computation degenerates to the classical Ausoni–Rognes
style computation at a special fibre. We will now make this precise using some seemingly
inoccuous observations

Remark 16.10. In the discussion above about the Z-action on ℓFil as well as the resulting
computation in Hochschild homology, we could have replaced Z by pkZ for any k ≥ 0. The
only difference is that one then replaces BZ by its pk-fold cover.

For every k ≥ 0 the Hochschild homology computations then assemble into a system

· · · HH∗(FhpkZ
p /Fp) HH∗(Fhpk+1Z

p /Fp) · · · HH∗(Fp/Fp)

· · · C0(pkZp)⟨ζk⟩ C0(pk+1Zp)⟨ζk+1⟩ · · · Fp

= = =

induced by the inclusions pk+1Z → pkZ. On Hochschild homology one sees that the maps
are given by restriction

f ∈ C0(pkZp) 7→ f |pk+1Zp
∈ C0(pk+1Zp),

hence eventually evaluation at 0 as k tends to infinity. On the other hand, the fundamental
class ζk is sent to the fundamental class of its p-fold cover, i.e. pζk+1 which vanishes since
we are in characteristic p. One should think of the system above as a sort of sheaf on the
open subsets pkZp of Zp with stalk at zero corresponding to no action.

Lemma 16.11. Given f : A→ B a map of finite rank free C = C0(Zp)-modules, there exist
a k ≫ 0 such that

f ⊗C C0(pkZp) = f ⊗C,ev0
Fp ⊗Fp

C0(pkZp).

The lemma is to be interpreted as stating that for every f–to be thought of as a contin-
uous Zp-indexed morphism of Fp-vector spaces–there exists a sufficiently large k such that
the restriction of f to pkZp is entirely determined by its effect at 0 ∈ Zp.

Proof. Since A, B are assumed to be finite rank free modules, we reduce to the case A =
B = C so that f is given by multiplication by some function also denoted f . In this case,
we just use the fact that f is a continuous function to see that it must be locally constant
for the p-adic topology on Zp, whence there exists a neighbourhood pkZp of the origin on
which it is constant.
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The idea is now to apply this lemma to the case where f is a differential in one of the
spectral sequences involved in computing TC(ℓhZ)/p, v1 or TC(ℓ)hZ/p, v1. Let us first recall
what these spectral sequences were (as in Shai’s talk).

I The mod p, v1, v2 Nygaard filtered prismatic cohomology of ℓ was computed using the
algebraic t-Bockstein spectral sequence

E1 = Fp[t, µ]/tµ⊗ Λ(λ1, λ2) =⇒ grmot
∗ TC−(ℓ)/p, v1, v2.

The nontrivial differentials of interest were

dp(t) = tp+1λ1,

dp2(tp) = tp
2+pλ2,

and their propagations along the Leibniz rule. The resulting computation of the mod
p, v1, v2 Nygaard filtered prismatic cohomology of ℓ is given by

grmot
∗ TC−(ℓ)/p, v1, v2 = Fp[t

p2

, µ]/tp
2

µ⊗ Λ(λ1, λ2),

⊕ Fp{tdλ1, t
pdλ2, t

dλ1λ2, t
pdλ1λ2 | 0 < d < p}.

II The mod p, v1, v2 prismatic cohomology of ℓ was computed using the algebraic Tate-
t-Bockstein spectral sequence

E1 = Fp[t
±]⊗ Λ(λ1, λ2) =⇒ grmot

∗ TP(ℓ)/p, v1, v2.

The nontrivial differentials of interest were

dp(t) = tp+1λ1,

dp2(tp) = tp
2+pλ2,

and their propagations along the Leibniz rule. The resulting computation of the mod
p, v1, v2 prismatic cohomology of ℓ is given by

grmot
∗ TP(ℓ)/p, v1, v2 = Fp[t

±p2

]⊗ Λ(λ1, λ2).

The final step–as in Preston’s talk–was now to compute the mod p, v1, v2 syntomic coho-
mology using the Nikolaus–Scholze fibre sequence. Recall in particular that the Frobenius
map from Nygaard filtered prismatic cohomology to prismatic cohomology was described
by

ϕ(λi) = λi,

ϕ(µ) = t−p
2

,

ϕ(tx) = 0,

where tx denotes a generic class in grmot
∗ TC−(ℓ)/p, v1, v2 with t in its name. The canon-

ical map sends a class of the form λϵ1
1 λϵ2

2 tkp
2

to the correspondingly named class for ϵi ∈
{0, 1}, k ≥ 0 and is zero otherwise. The results above then glue together to tell us that

• The mod p, v1, v2 syntomic cohomology grmot
∗ TC(ℓ)/p, v1, v2 is bounded.
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• The v2-Bockstein spectral sequence collapses for degree reasons, so that

grmot
∗ TC(ℓ)/p, v1

is finitely generated as a Fp[v2]-module.

• We conclude that v−12 F (2)⊗ TC(ℓ) is finite dimensional over Fp[v
±
2 ].

In Preston’s talk, we saw that the conclusions above were precisely what is needed to estab-
lish Quillen–Lichtenbaum for ℓ. Of interest to us is the simple observation that all processes
above were finite: up to Leibniz propagation there were only finitely many differentials in
both algebraic t-Bockstein spectral sequences, and the assembly processes–gluing and run-
ning the collapsing v2-Bockstein spectral sequence–were finitary as well. Therefore, when
we repeat this process to compute grmot

∗ TC(ℓ)hZ/p, v1, we can apply Lemma 16.11 to every
differential in sight and take the maximum of all the k’s that the Lemma spits out to obtain
a neighbourhood of 0 in Zp on which the computation reduces to the computation above
augmented with a trivial action. Letting k be at least this maximum we therefore obtain

TC(ℓ)hp
kZ/p, v1 ≃ TC(ℓ)/p, v1⟨ζ⟩,

i.e. just cochains on the sphere BpkZ with values in TC(ℓ)/p, v1.

Remark 16.12. Recall that historically TC(ℓ)/p, v1 was already computed by Ausoni–
Rognes using other techniques. However, this computation is not finitary hence would not
have been suitable for application of our Lemma; one of the key innovations of the motivic
techniques in [HRW22] is that this computation becomes finite (and in particular that the
v2-Bockstein spectral sequence on syntomic cohomology just collapses entirely).

So we see that the computation of the target of the coassembly map was not too hard by
virtue of asymptotic constancy and the finiteness of the computation of mod p, v1 syntomic
cohomology of the Adams summand. In fact, similar asymptotic constancy techniques can
be applied to the computation of the source TC(ℓhZ)/p, v1, but they are far more involved.
We refer the reader to Section 7 in [Bur+23] for a discussion. Let us state the consequences
of this computation:

Theorem 16.13 (Theorem 7.20 of [Bur+23]). The trivial action coassembly map

π∗TC(ℓ
BZ)/p, v1 → π∗TC(ℓ)

BZ/p, v1

is given–as a graded Λ(λ1, λ2)-module map–by the direct sum of

I ev0 : C
0(pZp)⟨ζ⟩ ⊗Fp

N → Fp⟨ζ⟩ ⊗Fp
N ,

II i : Λ(λ1, λ2) ↪→ Λ(λ1, λ2, ζ),

III (π2 : coker(Fp
cst
↪−→ C0(Z×p )){∂ζ} ⊕ Fp{∂} → Fp{∂})⊗ i,

where N is the direct summand appearing in the prismatic cohomology of ℓ on generators
whose name contains t (i.e. those of Nygaard filtration at least one) in the kernel of the
canonical map.

It is clear from this description that the associated Fp[v
−1
2 ]-module map

π∗v
−1
2 TC(ℓhp

kZ)/p, v1 → π∗v
−1
2 TC(ℓ)hp

kZ/p, v1

has infinite dimensional source and finite dimensional target! This allows us to conclude
that the coassembly map in T (2)-local TC of ℓ is not an equivalence as desired.
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16.2.2 Coassembly in K-theory

Having obtained our computational result on the failure of the coassembly map to be an
equivalence, let us now discuss how to turn this into a counterexample of the telescope
conjecture at height two (and p ≥ 7). First–as promised in the title of [Bur+23]–let us turn
to K-theory.

Theorem 16.14 (Corollary 6.3 of [Bur+23]). For n ≥ 1 let R be a T (n + 1)-acyclic con-
nective E1-ring spectrum with an action of Z. Then the coassembly maps for this action
assemble to a commutative diagram

LT (n+1)K(LT (n)R
hZ) LT (n+1)K(RhZ) LT (n+1) TC(R

hZ)

LT (n+1)K(LT (n)R)hZ LT (n+1)K(R)hZ LT (n+1) TC(R)hZ,

∼ ∼

∼ ∼

where leftward maps are induced by localisation and rightward maps are cyclotomic trace
maps.

While we will not prove this theorem, let us state the main players in its proof, most of
which are recent results in telescopically localised K-theory and trace methods.

• The equivalence in the bottom left corner follows from applying Z-homotopy fixed
points to the purity isomorphism of Land–Mathew–Meier–Tamme ([Lan+24]) com-
bined with a vanishing result of Clausen–Mathew–Naumann–Noel ([Cla+20]). This
states that for an E1-ring R there is an equivalence

LT (n+1)K(R)
∼−→ LT (n+1)K(LT (n)⊕T (n+1)R)

and should be viewed as a preliminary form of redshift. Since R is T (n+1)-acyclic by
assumption, we obtain the bottom left equivalence. In fact, there are no connectivity
assumptions in the purity theorem stated here, so we can apply it to RhZ, which is
equally T (n+ 1)-acylic, to obtain the top left equivalence. ‘

• The equivalence in the bottom right corner follows from the Dundas–Goodwillie–
McCarthy (DGM) theorem from Albert’s talk: this gives us a Cartesian square

LT (n+1)K(R) LT (n+1) TC(R)

LT (n+1)K(π0R) LT (n+1) TC(π0R).

Since n + 1 ≥ 2 by assumption, we can use Mitchell’s theorem which states that
LT (n+1)K(Z) = 0 to see that LT (n+1)K (and hence also LT (n+1) TC since the cyclo-
tomic trace map is now an E0-map) vanish on discrete rings, whence the bottom row
in the DGM theorem vanishes and the top row is an equivalence.

• All that needs to be shown is now that the top right arrow is an equivalence. Recall
that RhZ is no longer necessarily connective, so we can not just apply the DGM
theorem. However, a recent result of Levy extends the DGM theorem to precisely the
context we need it in.
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Theorem 16.15 (Theorem B in [Lev22]). Let R and S be connective E1-rings with
Z-action with a Z-equivariant ring map f : R→ S. If f is 1-connective, then for any
truncating invariant E the induced map

E(RhZ)→ E(ShZ)

is an equivalence.

A truncating invariant–in the sense of Land–Tamme ([LT19], Definition 3.1) is a lo-
calising invariant such that for every connective E1-ring A the map A→ π0A induces

E(A)
∼−→ E(π0A).

It is clear from the classical DGM theorem that

Kinv := fib(tr : K→ TC)

is a truncating invariant. Levy’s theorem (which is proved using the techniques of
[LT19]) then tells us that

LT (n+1)K
inv(RhZ)→ LT (n+1)K

inv((π0R)hZ)

is an equivalence, where f : R → π0R is just the 0-truncation. This further implies
that the commutative diagram

LT (n+1)K(RhZ) LT (n+1) TC(R
hZ)

LT (n+1)K((π0R)hZ) LT (n+1) TC((π0R)hZ)

induces an equivalence on horizontal fibres, hence is Cartesian! It now suffices to note
that the rings on the bottom row admit ZhZ-algebra structures, and since the group
Z acts trivially on the ring spectrum Z (indeed, BZ only has cells in even degrees) we
see that ZhZ ≃ ZBZ is now itself a Z-algebra whence we can apply Mitchell’s theorem
and conclude that the bottom row vanishes and the top row must be an equivalence.

In conclusion, we see that the coassembly map

LT (2) TC(ℓ
hZ)→ LT (2) TC(ℓ)

hZ

not being an equivalence tells us that the coassembly map

LT (2)K(LhZ)→ LT (2)K(L)hZ

is not an equivalence either. Indeed, n = 1 since ℓ is clearly T (2)-acyclic, and LT (1)ℓ = v−11 ℓ
can be identified with the nonconnective Adams summand L.

16.2.3 Assembly: hyperdescent

Having obtained our result on failure of coassembly in telescopically localised K-theory, let us
now finally discuss the relation between these coassembly maps and the telescope conjecture.
The key strategy that we will leverage to obtain this disproof is that the E∞ rings LK(n)S
and LT (n)S have different arithmetic behaviour with respect to Galois extensions.
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• By a celebrated result of Devinatz–Hopkins, the map

LK(n)S→ En(Fp)

to height n Lubin–Tate theory over Fp is the algebraic closure of the K(n)-local sphere,
and is in fact a pro–Galois extension with Galois group Gn.

• On the other hand, it is not clear how many Galois extensions11 of LK(n)S lift to
LT (n)S. One important class of such lifts has been constructed by Carmeli–Schlank–
Yanovski in [CSY21]; namely the cyclotomic extensions

LT (n)S→ LT (n)S[ω
(n)

pk ]

for all k ≥ 0 with Galois group (Z/pk)×

Remark 16.16. The reason cyclotomic extensions can be lifted is that they depend only
on the fact that the T (n)-local category (hence also the K(n)-local category) are such that
certain p-finite spaces are in a sense invertible. In particular, the space BnCpk is invertible
(in the sense that colimits and limits indexed over this space agree in LT (n)Sp) which allows
one to construct these cyclotomic extensions as summands of LT (n)S[BnCpk ]. This ought

to be compared with the (Z/pk)×-Galois extensions

Q→ Q[ωpk ]

at height zero, which crucially use that p is invertible in Q.

Taking the colimit over all k, we obtain a map

LT (n)S→ Rf
n := LT (n)S[ω

(n)
p∞ ].

However, it is not clear that this is a Z×p -Galois extension, as (Rf
n)

hZ×
p need not be equivalent

to LT (n)S. The issue is that one has now taken a large colimit and Z×p is a profinite
topological group. For descent to hold, one needs that the finite Galois extensions assemble
to a hypersheaf on the site of finite subgroups of Z×p .
One can localise at (Rf

n)
hZ×

p to obtain a smashing localisation

LT (n)Sp
∧
cyc ↪→ LT (n)Sp,

i.e. the subcategory in which cyclotomic hyperdescent is true (per construction). In fact,
there is a further inclusion

LK(n)Sp ↪→ LT (n)Sp
∧
cyc.

One sees that LK(n)R
f
n is equivalent to the LK(n)S-algebra

Rn := En(Fp)
ker det : Gn→Z×

p

previously considered by Westerland. Indeed, the K(n)-localisation functor sends this to a
Z×p -Galois extension of LK(n)LT (n)S = LK(n)S, but by the Devinatz–Hopkins theorem and

11Forthcoming work of Burklund Clausen and Levy shows that étale fundamental groups of ring spectra
actually cannot tell the difference between K(n) and T (n)-localisation. However, this correspondence need
not preserve faithfulness of profinite Galois extensions.
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the Galois correspondence these extensions can be identified with subgroups of Gn and it
suffices to note that Westerland’s Rn corresponds to the right subgroup. In this case it is
clear that

R
hZ×

p
n ≃ (En(Fp)

ker det : Gn→Z×
p )hZ

×
p ≃ LK(n)S

so that the K(n)-local sphere does satisfy cyclotomic hyperdescent. We therefore have a
chain of inclusions

LK(n)Sp ↪→ LT (n)Sp
∧
cyc ↪→ LT (n)Sp.

It is not known whether the first inclusion is strict, but the computation we made above
shows that the second inclusion is strict. The final crucial ingredient is the cyclotomic
redshift theorem of Ben-Mosche–Carmeli–Schlank–Yanovski.

Theorem 16.17 ([Ben+23] Theorem B). Let R be a T (n)-local ring spectrum. Then there
is a Z×p -equivariant equivalence

LT (n+1)K(R[ω
(n)
p∞ ]) ≃ LT (n+1)K(R)[ω

(n+1)
p∞ ].

The idea is now that when n+ 1 = 2 and p ≥ 7 the pkZ-pro-Galois-extension LT (1)S =
LK(1)S→ L is an example of a cyclotomic extension. Taking fixed points tells us that

LT (2)K(L)hp
kZ ≃ LT (2)K(LhpkZ)∧cyc.

Therefore, failure of the coassembly map to be an equivalence implies that the cyclotomic
completion map is not an equivalence and we are done.

Remark 16.18. The failure of the telescope conjecture at height two is related to the
failure of one part of the Ausoni–Rognes redshift conjectures. They originally conjectured
that the map

K(LK(1)S)/p, v1 → K(KU)hZ
×
p /p, v1

should have bounded above fibre, hence be an equivalence after inverting v2. Now we see
that this is too much to ask for: it should only be a cyclotomic completion map. The
appropriate replacement for this conjecture is Theorem E in [Bur+23], which states that
the map

K(LK(1)S)/p, v1 → v−12 K(LK(1)S)/p, v1
has bounded above fibre.
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17 Redshift for E∞-ring spectra (Alicia Lima)

Notes for this talk are unfortunately not available. Here is the description from the prelim-
inary syllabus:

• Discuss the telescope conjecture in stable homotopy theory at a fixed prime p.

• Show why what we have done proves that TC(Z) and TC(ℓ) satisfy the telescope
conjecture [HRW22, Theorem 6.6.4].

• Explain how TC and Lichtenbaum–Quillen properties enter into the disproof of the
telescope conjecture in general [Bur+23].
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18 Conclusion (Jeremy Hahn)

Notes by Albert Jinghui Yang

The study of topological cyclic homology has been quite active recently, with various
approaches and applications in arithmetic geometry, homotopy theory, and more. The
following are some crucial tasks that the lecturer believes will lead to considerable progress
and that readers should consider:

I Make new computations in hope of observing new phenomena and making conjectures.

II Understand both classical and modern results about the K-theory of discrete rings,
and try to generalize them to the K-theory of ring spectra.

III Use K-theory to produce powerful examples of spectra, which detect surprising parts
of the stable stem π∗S.

Let’s delve into a few concrete questions arising from each of these tasks, starting with
Task III.

18.1 Task III

From the previous talks, we know that K(LK(1)S) is simultaneously simple enough to under-
stand and compute, but able to detect the failure of the telescope conjecture (see Lecture
16). This is a significant result, and we are curious whether K-theory calculations could
have further implications in classical homotopy theory.

The first related question can then be described as follows:

Question 18.1 (Hahn, Senger). Can K(BP ⟨n⟩) detect or prove the existence of Greek
letters elements?

Remark 18.2 (hint from Hahn). Note that motivic spectral sequences we have studied
receive maps from the Adams–Novikov spectral sequence for π∗S. Thus, it should be possible
to analyze elements that are easy to name in terms of the Adams–Novikov spectral sequence.

The following questions are related to telescope conjectures:

Question 18.3. Does TC(MU) satisfy the telescope conjecture? The answer to this is
almost surely yes, but it would be good to work out. The purity theorem may be helpful
here.

Question 18.4. How does the algebraic K-theory redshift the Bousfield classes between
SpT (n) and SpK(n)?

There is a partial answer to Question 18.4 by Ben-Moshe, Carmeli, Schlank, and Yanovski
[Ben+23]:

Theorem 18.5 (Ben-Moshe, Carmeli, Schlank, Yanovski, 2023). K-theory redshifts the
cyclotomic hyperdescent Bousfield classes.

A specific follow-up question is described as follows:
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Question 18.6. Does K-theory redshift Bousfield classes of E∞-rings in the ‘Bockstein
tower’, as [CHY24, Open Question 6]? Note that the cyclotomic redshift above is a special
case of this conjecture.

18.2 Task I

Antieau, Krause, and Nikolaus developed a powerful algorithm to compute π∗TC(Z/pn)
for n ∈ Z in their paper [AKN24], via the computation of π∗ gr

∗
mot TC(Z/pn). Let R be a

quasisyntomic ring. The graded piece

grimot TC(R;Zp) ≃ Zp(i)(R)[2i],

where Zp(i)(R) is a sequence of p-complete complexes in the p-complete derived category
D(Zp)

∧
p . When R = Z/pn, it turns out the associated BMS motivic spectral sequence

Ei,j
2 = Hi−j(Zp(−j)(R))⇒ TC−i−j(R;Zp)

is simple enough since it degenerates and there are no non-trivial extensions for degree
reasons. Currently, using a computing cluster, they are able to compute π∗TC(Z/8) for
∗ ≤ 41, after which the computational costs become too high to easily go further. There is
still significant room for improved understanding.

In their computations, they observed that many even degree groups vanish. They devel-
oped this fact into a theorem, known as even vanishing :

Theorem 18.7 (Antieau, Krause, Nikolaus, 2024). π2∗ TC(Z/pn) = 0 for ∗ ≫ 0.

We can take this as a model for excellent research following Task I. There are undoubt-
edly many interesting and conceptual patterns that, like even vanishing, will only become
apparent upon carrying out further K-theory computations.

There’s another theorem by Hahn, Levy, Senger, that was only conjectured after making
lots of computations:

Lemma 18.8. π∗ gr
∗
mot TC(Z/pn)/(p, v1) does not depend on n ≥ 2.

Theorem 18.9 (Hahn, Levy, Senger). For any m ≥ 0 and any animated commutative ring

R, the functor R 7→ gr∗mot TC(R)/(p, vp
n

1 ) factors through another functor R 7→ R/pn+2.

Question 18.10. Suppose R is an ℓ-algebra. Does gr∗mot TC(R)/(p, v1, v2) depend only on
R mod some powers of p and v1?

Question 18.11. Can you compute some examples in their entirety? For instance, what is
π∗ gr

∗
mot TC(Z/4)/2?

Question 18.12. For any of the following rings R, can you compute more than is currently
known about TC(R), TC−(R) or TP(R), possibly integrally, mod vi’s, mod powers of vi’s,
or mod powers of vi’s with vj inverted, etc.? In cases where motivic spectral sequences
exists, one can ask the same questions about e.g. gr∗mot TC(R) as a Cτ -module. What
patterns and conjectures can you uncover?

Example rings R: BP ⟨n⟩, BP, MU, S, ko, tmf, τ≥0En, τ≥0E
tCp
n , ℓ/(pk0 , vk1

1 ), LK(1)S, or
τ≥0Kn := τ≥0(En/p, u1, · · · , un−1), or k(n) the connective cover of 2p

n− 2 periodic Morava
K-theory.
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Although Question 18.12 is broad and largely open, it has recently become approachable
in many cases. One recent work is by Angelini-Knoll, Ausoni, Rognes on gr∗mot TC(ko)/(2, v1, v2)
(see [GAR23]).

18.3 Task II

To begin, let’s recall the following classical theorem by Voevodsky and others:

Theorem 18.13 (Voevodsky). For R a sufficiently nice discrete ring, the map

K(R)(p) → Lf
1K(R)(p)

is a π∗-isomorphism for ∗ ≫ 0.

We discuss a higher chromatic version of this theorem conjectured by Ausoni and Rognes
for BP ⟨n⟩. As a side note, Lichtenbaum-Quillen also holds for ko (see [GAR23]) and for
LK(1)S at p ≥ 5 (see [Bur+23]).

Proposition 18.14 (Mathew). Let R be a connective BP ⟨n⟩-algebra satisfying the Segal
conjecture, i.e. the map

THH(R)/(p, v1, · · · , vn)→ THH(R)tCp/(p, v1, · · · , vn)

is a π∗-isomorphism for ∗ ≫ 0. Then the map

TC(R)(p) → Lf
n+1 TC(R)(p)

is also a π∗-isomorphism for ∗ ≫ 0.

Question 18.15. What is the largest class of rings for which the Segal conjecture implies
the Lichtenbaum-Quillen conjecture?

A recent work of Bhatt-Scholze [BS22] on the étale comparison theorem implies that if
R is a p-complete discrete ring, then π∗(v

−1
1 gr∗mot TC(R)/p) is the mod p étale cohomology

of the generic fiber of R with Tate twists. A follow-up question to both this and the LMMT
purity theorem, investigated by Andy Senger:

Question 18.16. Let R be a height n ring (e.g. En). Does

v−1n+1 gr
∗
mot TC(R)/(p, v1, · · · , vn)

depend only on v−1n gr∗ev R/(p, v1, · · · , vn−1)?

In Bhatt’s lecture on the prismatic F -gauges [Bha22], he introduced a concept called
the Lagrangian refinement of Tate duality. Recall that the Tate duality mainly deals with
Poincaré duality of Galois cohomology, namely there is a pairing of Galois cohomology
groups of some local field in the group scheme coefficient (working in the local case). To
illustrate the idea of how this new concept could be applied to our interest case, let’s look
at the following example.

Example 18.17. Consider π∗ gr
∗
mot TC(Z2)/2. We can give a quick sketch of the elements

in E2-page of the associated spectral sequence:
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1

λ1t λ1

∂

∂λ1

Then the corresponding sketch of the elements in E2-page of the spectral sequence associated
to the motivic filtration of π∗(v

−1
1 gr∗mot TC(Z2)/2) is as follows:

1

λ1t λ1

∂

∂λ1

As suggested from the picture, every element is equipped with a ”dual”. π∗(v
−1
1 gr∗mot TC(Z2)/2)

is then a Poincaré duality group with top class v−11 ∂λ1. By the étale comparison theorem,
this is related to étale cohomology of Q2, and the example reveals an instance of the Tate
duality.

Actually, everything in the image of π∗ gr
∗
mot TC(Z2)/2 pairs with something not in the

image. This is an instance of the Lagrangian refinement.

Observe that π∗ gr
∗
mot TC(ℓ)/(p, v1) → π∗(v

−1
2 gr∗mot TC(ℓ)/(p, v1)) is Lagrangian, i.e.

this map fits into a fiber sequence where mapping to the fiber captures the information of
Tate duality (see [Bha22]). There are two questions associated with this observation:

Question 18.18. How general is this observation?

Question 18.19. What interpretation can be given to these groups, if any, that is analogous
to Galois/étale cohomology?

In fact, there are some special cases already achieved in works by Hahn, Devalapurkar,
Raksit, and Yuan.

Another important related area is the prismatization/syntomification/F -gauges (see
[Bha22]). Here’s the breif idea. The prismatic cohomology can be obtained from a complex
of sheaves on the Cartier-Witt stack. For a p-adic formal quasi-syntomic scheme X, one
can associate it with a stack X∆ called its prismatization. The Cartier-Witt stack is an
example of the prismatization of Spf(Zp). The prismatization fits into a bigger stack called
the Nygaard filtered prismatization XN . Gluing together two copies of X∆ inside XN , one
obtains another stack called the syntomification of X, denoted XSyn. The derived category
of quasi-coherent sheaves on XSyn is the category of prismatic F -gauges. The prismatic
F -gauges have strong connection with Galois representations, and allow us to refine Tate
duality for Galois representations. For example, the étale realization of a coherent sheaf on
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ZSyn
p , upon inverting p, is a crystalline Galois representation. More details can be check in

Bhatt’s lecture notes [Bha22].
Returning to our case, let’s consider gr∗mot TC(Zp)/p. After applying π∗, as discussed

in Avi’s talk (Lecture 12), we see that it relates to mod p syntomic cohomology at Zp. It
corresponds to the F -gauges and furthermore the crystalline Galois representations. If we
invert v1 and look at v−11 gr∗mot TC(Zp)/p, then it relates to the Galois cohomology of Qp,
which corresponds to Gal(Qp | Qp)-representations. Morally, we want to define the category
of quasi-coherent sheaves on stacks presented by the cosimplicial descent THH(Zp) → A,
where A is even and the map is eff, but this works except for Nygaard completion. To fix
this, we need to develop the even filtration in S1-equivariant homotopy theory.

Question 18.20. What is the category of F -gauges on ℓ, in purely algebraic terms?

We also give a few rapid fire miscellaneous questions:

Question 18.21. Does the even filtration on G-spectra, where G a non-abelian compact
Lie group, recover the Balmer spectrum?

I believe some people are working on the following:

Question 18.22. Can you define motivic filtrations that help when computing Grothendieck-
Witt theory or algebraic L-theory?

Analogously we can ask the following two questions:

Question 18.23. Motivic filtrations computing equivariant algebraic K-theory KG?

Question 18.24. Motivic filtrations computing Efimov’s refined TC−? See the work of
Wagner and Meyer–Wagner.

As a final remark, the abelian case of Question 18.21 has already been solved. Hausmann
[Hau19] showed that πA

∗ MUA is isomorphic to an A-equivariant Lazard ring LA for every
abelian compact Lie group A. Hausmann-Meier [HM23] showed that the Balmer spectrum
of finite A-spectra is homeomorphic to the spectrum of points of the moduli stackMA

FG of
A-equivariant formal groups, which is equivariant to the spectrum of invariant prime ideals
of the A-equivariant Lazard ring LA.
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