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Preface

This is the first of a series of papers devoted to the study

of iterated loop spaces. Our goal is to develop a simple and

coherent theory which encompasses most of the known results about

such spaces. We begin with some history and a description of the

desiderata of such a theory.

First of all, we require a recognition principle for n-fold

loop spaces. That is, we wish to specify internal

structure such that a space X possesses such structure if and

only if X is of the (weak) homotopy type of an n-fold loop

space. For the case n= 1, Stasheff's notion [28] of an space

is such a recognition principle. Beck [5] has given an elegant

proof of a recognition principle, but, in practice, his recogni-

tion principle appears to be unverifiable for a space that is not

given a priori as an n-fold loop space. In the case n =00, a

very convenient recognition is given by Boardman and

Vogt's notion [8] of a homotopy everything space, and, in [7],

Boardman has stated a similar recognition principle for n<OO •

We shall prove a recognition principle for in section

13 (it will first be stated in section 1) and for n =00 in section

14; the latter result agrees (up to language) with that of
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Boardman and Vogt, but our proof is completely different. By

generalizing the methods of Beck, we are able to obtain immediate

non-iterative constructions of classifying spaces of all orders.

Our proof also yields very precise consistency and naturality

statements. In particular, a connected space X which satisfies

our recognition principle (say for n =00) is not only weakly

homotopy equivalent to an infinite loop space Bo X, where spaces

Bi X with Bi X = lL. Bi + 1 X are explicitly constructed, but also

the given internal structure on X agrees under this equivalence

with the internal structure on BoX derived from the existence of

the spaces Bi X. We shall have various other consistency state-

ments and our sUbsequent papers will show that these statements

help to make the recognition principle not merely a statement as

to the existence of certain cohomology theories, but, far more

important, an extremely effective tool for the calculation of the

homology of the representing spaces.

An alternative recognition principle in the case n = 00 is

due to Segal [27J and Anderson [1, 2J. Their approach starts with

an appropriate topological category, rather than with internal

structure on a space, and appears neither to generalize to the

recognition of n - fold loop spaces, 1 <. n < ClO, nor to yield the

construction of homology operations, which are essential to the

most important presently known applications.

The second desideratum for a theory of iterated loop spaces

is a useable geometric approximation to 12.1"15")( and ..sz.-S""'X::: lim
---to •
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In the case n = 1, this was first obtained by James [15). For

Milgram [22) obtained an ingenious, but quite intricate, approxi-

mation for connected CW-complexes. In the case n =00, such an

'approximation was first obtained by Dyer and Lashof [unpublished]

and later by Barratt [4], Quillen (unpublished], and Segal [27].

We shall obtain simple functorial approximations to jQnSnX

for all n and all connected X in section 6 (a first statement

is in section 2). Our result shows that the homotopy type of llnS"X
is built up from the iterated smash products xtj] of X with

itself and the classical configuration spaces F(Rn; j) of j-tuples

of distinct points of Rn• Moreover, in our theory the approxima-

tion theorem, together with quite easy categorical constructions

and some technical results concerning geometric realization of

simplicial topological spaces, will directly imply the recognition

principle. This is in fact not surprising since J2nSnX and

are the free n-fold and infinite loop spaces generated by X and

should play a central role in any complete theory of iterated loop

spaces.

The third, and pragmatically most important, requirement of a

satisfactory theory of iterated loop spaces is that it lead to a

simple development of homology operations. The third paper in

this series will study such operations on n-fold loop spaces,

n < and will contain descriptions of H.(QnSnX) for all n as

functors of H. (X). The second paper in the series will study

homology operations on spaces and infinite loop spaces and will

apply the present theory to the study of such spaces as

F, FlO, BF, BTop, etc. It will be seen there that the precise
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geometry that allows the recognition principle to be applied to

these spaces is not only well adapted to the construction of

homology operations but can actually be used for their explicit

evaluation. Statements of some of the results of these papers may

be found in [20).

Our basic definitional framework is developed in sections 1,

2, and 3. The notion of "operad" defined in § 1 arose simulta­

neously in Max Kelly's categorical work on coherence, and conver­

sations with him led to the present definition. Sections 4 through

8 are concerned with the geometry of iterated loop spaces and with

the approximation theorem. The definition of the little cubes operads

in §4 and of their actions on iterated loop spaces in §s are due

to Boardman and Vogt [81. The results of §4 and §S include all of

the geometry required for the construction of homology operations

and for the proofs of their properties (Cartan formula, stability,

Adem relations, etc.). The observations of §8, which simplify and

generalize results originally proven by Milgram [23), Tsuchiya [331,

and myself within the geometrical framework developed by Dyer and

Lashof [lll, include all of the geometry required for the computa­

tion of the Pontryagin ring of the monoid F of based homotopy equi­

valences of spheres. Our key categorical construction is presented

in §9, and familiar special cases of this construction are discussed

in §10. This construction leads to simplicial spaces, and a variety

of technical results on the geometric realization of simplicial

spaces are proven in gll and §12. The recognition theorems are
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proven in §13 and §14 and are discussed in §15. A conceptual under­

standing of these results can be obtained by reading §1­3 and §9

and then fl3, referring back to the remaining sections for the

geometry as needed.

The results of §lO and §ll will be used in [21] to simplify and

generalize the theories of classifying spaces of monoids and of

classification theorems for various types of fibrations.

It is a pleasure to acknowledge my debt to Saunders Mac Lane

and Jim Stasheff, who read preliminary versions of this paper and

made very many helpful suggestions. Conversations with Mike

Boardman and Jim Milgram have also been invaluable.
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1. Operads and C-spaces:

Our recognition principle will be based on the notion of an operad

acting on a space. We develop the requisite definitions and give a pre-

liminary statement of the recognition theorem in this section.

To fix notations, letttL denote the category of compactly generated

Hausdorff spaces and continuous maps. and let :J denote the category of

based compactly generated Hausdorff spaces and based maps. Base-points

will always be denoted by * and will be required to be non-degenerate. in

the sense that (X, *) is an NDR-pair for X E J . Products, function

spaces, etc , , are always to be given the compactly generated topology.

Steenrod's paper [30] contains most of the point-set topology required for

our work. In an appendix, we recall the definition of NDR-pairs and prove

those needed results about such pairs which are not contained in [30 ].

An operad is a collection of suitably interrelated spaces (: (j), the

points of which are to be thought of as j-adic operations X
j
- X. Pre-

cisely, we have the following definitions.

Definition 1.1. An operad (: consists of spaces (: 0) E'U.. for j O.

with C(0) a single point *, together with the following data:

(a) Continuous functions '{: X Of) X ••• X l;0k) - W,

j = j , such that the following associativity formula is
s

satisfied for all c E t;(k). d
s

E t:(js)' and e t E (it):

'{('{(c; df ••••• e f' •••• e
j )

= '{(c; ff' .... fk ) .



2.

whe re f = ,,(d ; e. . , ••• , e. + . ), and
s s J1+ ... + J

s
_
1
+1 J1+ ... Js

f = * if j =O.s s

(b) An identity efement 1 E (;{1) such that ,,(1; d) = d for dE?; (j) and

,,(c:1
k) = c for c E C{k), 1

k = (1 .... ,1) E 't:{1)k.

(c) A right operation of the symmetric group l;. on (j) such that the
J

following equivariance formulas are satisfied for all c E

d E (: (j ). cr E l;k' and TEl;. :
s s s Js

y{ccr;dl ..... =y(c;d ••••• d 1 )cr(jl ... •• jk)
cr-1{1) cr- (k)

and y{c;d1Tl' •••• Tk) = ,,(c; d1..... 1 ED ... ED Tk)'

where cr{j l' ...• jk) denotes that permutation of j letters which

permutes the k blocks of letters determined by the given partition

of j as (1' permutes k letters. and T 1ED ••• ED T
k

denotes the

image of h 1••••• T
k
) under the evident inclusion of l;. X •••X 1:.

J1 Jk
in l; .•

J

An ope rad r: is said to be l;-free if 1:. acts freely on (j) for all j, A
J

rnor-phiern ljI : C' - e operads is a sequence of l;.-equivariant rnaps
J,

ljIj: (j) - t; (j) such that ljIl (1) = 1 and the following diag'ram COInmutes

y

y'

r0,
)X ... X COk) • (:r.J

,I # ,

C(k) XC(j1)X'" XCUk) --"';---p (j)

ljIkXljI. X •••
J1
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Definition 1.2. Let X E:r and define the endomorphism operad eX

t': • j 0
of X as follows. be the space of based maps X -X; X = *,

and is the inclusion * - X. The data are defined by

(a) 'I(f, g1' ••• , gk) = f(g1 X ••• X gk) for f E C. X(k) and gs E 'x{js)'

(b) The identity element 1 E C. x(1) is the identity map of X .

(c) (h)(y) = f(ay) for f E exW, AI E kj' and y E X
j,

where k
j
acts on Xi

by <T(x
1,
.•• , x.) = (x , ••• , x ) •

J cr-1(1) cr-1(j)

An operation 6 of an operad C on a space X is a morphism of operads

6: r:- C.x' and the pair (X,9) is then said to be a (: -jspac e , A morphism

f: (X, 9) - (X', 9 ') of r:: -spaces is a based map fiX - X' such that

f 6 9.{c) = 9!{c}o fi for all c E r (j). The category of c-spaces is denoted
J J 'l'"

by C [J' ].

It should be clear that the associativity and equivariance formulas in

the definition of an operad merely codify the relations that do in fact hold

in Ii.X. The notion of an operad extracts the essential information contained

in the notion of a PROP, as defined by Adams and MacLane [l6] and topo-

logized by Boardman and Vogt [8 ].

Our recognition theorem, roughly stated, has the following form.

Theorem 1. 3. There exist k-free operads Cn , 1 S n S. 00, such that

every n-fold loop space is a t: -space and every connected C -space has
n n

the weak homotopy type of an n.-fo Id loop space.



4

In the cases n =1 and n =oo, the second statement will be valid with

r: replaced by any A operad and E operad, as defined in
l- oo co co

section 3.

Perhaps some plausibility arguments should be given. Let C be any

operad, and let (X, a) E ,r:n. For c EC(Z), aZ(ch X
Z
- X defines a

product on X. If r: (1) is connected, then * is a two-sided homotopy identity

for a(c); indeed, the requisite homotopies are obtained by applying a1 to any

paths in (:(1) connecting 1 to 'V(CI *, 1) and 1 to 'V(c; 1, *). Similarly, if

is connected, then a(c) is homotopy associative since 'V(C) t,c) can be

connected to 'V(c; c, 1). If (:(Z) is connected, then a(c) is homotopic to

a(CT), where TEI:
Z

is the transposition, and therefore G(c) is homotopy com-

mutative. It should be clear that higher connectivity on the spaces (: (j) will

determine higher coherence homotopies. Stasheff's theory of A -spaces r2lf]
oo

states essentially that an H-space X is of the homotopy type of a loop space

(i. e .• has a classifying space) if and only if it has all possible hrghc r coherence

homotopies for associativity. It is obvious that if X can be de-Iuoped twice,

then its product must be homotopy commutative. Thus higher coherence

homotopies for commutativity ought to playa role in determining precisely

how many times X can be de-looped. Fortunately, the homotopies implicitly

asserted to exist in the statement that a suitably higher connected operad acts

on a space will play no explicit role in any of our work.
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r: (j) in the operads of Theorem 1. 3 will be (n-Z)-
n

connected. Thus. if n = 00. it is plausible that there should be no obstruc-

tions to the construction of classifying spaces of all orders. In the cases

1 < n < 00. the higher homotopies guaranteed by the connectivity of the r:.. (j)
n

are only part of the story. It is not true that any C-space. where CO)

is (n-Z)-connected. is of the homotopy type of an n-fold loop space. Thus

Theorem 1.3 is considerably deeper in these cases than in the degenerate

case n = 1 (where commutativity plays no role) or in t he limit case n =00.

Since the notion of an action 9 of an operad r:: on a space X is

basic to all of our work, it may be helpful to explicitly reformulate this notion

in terms of the adjoints Co> X X
j
- X of the maps 9l C(j) - XCi);

thes e adjoints will also be denoted by 6 .•
J

Lemma 1.4. An action El: (: - ex determines and is determined by

maps aj : Co> X X
j
- X, j z=. 0 (9

0
: * - X). such that

(a) The following diagrams are commutative. where j = j and u denotes
s

the evident shuffle homeomorphism:

(b) 6
1(1;x)

= x for x E X, and



(c)

6

6.(cu-;y) = 8.(c;u-y) for c E CW, U-E :E., and y E X
j•

J J J

A morphism f: (X, 8) .... (X', 8') in C[1) is a map f:X .... X' in T such

that the following diagrams commute:

8.

COl X
J

" X

1 X ,i I .
e!

jf

C(j) X (X')] J • XI

We complete this section by showing that, for any operad C , the
category of (-spaces is closed unler several standard topological con-

structions and by discussing the product on (:-spaces. These results will

yield properties of the Dyer-Lashof homology operations in the second paper

of this series and will be used in the third paper of this series to study such

spaces as Flo and F ITop. The proofs of the following four lemmas are

completely elementary and will be omitted.

Lemma 1.5. Let (X, El) E C [J") and let (Y, A) be an NDR-pair

in 11. Let X(Y, A) E J denote the space o£ maps (Y, A) .... (X, *), with

(non-degenerate) base-point the trivial map. Then (x(Y, A), a(Y' A) E C [j),

where a.(Y,A): CW X (x(Y,A»j ... X(Y,A) is defined pointwise:
J

(Y,A)
El. (c; £i' ••• ' £.)(y) = a.(cl £i(y), ••• , L(y».
J J J J

In particular, (nx.n s) and (PX,pa) are in C [.1], where na = e(I,aI) and

pa = 8 (1,0) , and the inclusion i: nx .... PX and end-point projection p: PX ... X

are C-morphisms.
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Lemma 1.6. (*,9) E C[1 J, where each 9j is the trivial map; if

(X, 9) E ([rJ, then the unique maps * ... X and X ... * in J are

C-morphisms.

Lemma 1.7. Let f:(X,a) ... (B,a") and g:(Y,a l
) ... (B,a") be

t; -morphisms. Let X XBye X X Y denote the fibred product

{(x, y)l f(x) = g(y)} of f and g in J. Then (X xBy, a x
B
a ') is the

fibred product of f and g in the category C[1'J, where

(a x
B 9').: C(j) X (X x

B
y)j -.. X x

B
Y is defined coordinatewise:

J

(9 xBa ').(cj (xl'Yl)' .•• , (x., y.)) = (a .(c; xl' ••• , x
J.),

a'.(c; Yl' .•. , y.)).
J J J J J J

In particular, with B:: *, (X X Y, a X a l ) is the product of (X, a) and

(Y,9') in the category C[JJ, and the diagonal map a: X .... X X X is

thus a I; -morphism for any (X, a) E C[J'J.

The previous lemmas imply that any morphism in C[1'J can be

replaced by a fibration in t; [11.

Lemma 1.8. Let f: (X, a) .. (Y, e) be a morphism in C[11. Define

(X, e) E C[1'J by letting
N Y I
X = X X (Y) be the fibred product of f and g,

where g(w) =w(O) for WE y
r, and by letting e Y I

ex (e'). Then the

rv ,-..J ,.., rr-,)

inclusion i: X .... X, the retraction r: X .... X, and the fibration f: X ....Yare

all -morphisms, where i(x) = (x, wf(x)) with wf(x)(t) =f(x}, rex, w) :: x,
.,;

and f(x,w)=w(l).
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Finally, we consider the product on a C-space. The following lemma

is the only place in our theory where a less stringent (and more complicated)

notion of C-morphism would be of any service. Such a notion is crucial to

Boardman and Vogt's work precisely because the H-space structure on a

(: -space plays a central role in their theory. In contrast, our entire

geometric theory could perfectly well be developed without ever explicitly

mentioning the product on C'-spaces. The product is only one small part

of the structure carried by an n-fold loop space, and there is no logical

reason for it to playa privileged role.

Lemma 1.9. Let (X, Et) E C(']') and let ¢ = a(c): x
2
- X for some

fixed CE (:(Z). Let ¢Z=¢ and ¢j=¢(lX¢j_i):xj-x for j)Z.

(i) If (j) is connected and dE r; (j), then 6(d):X
j
- X is homotopic

(ii)

to the iterated product ¢ .•
J

If (:'{j) is L.-free and (Zj) is contractible, then the following
J

diagram is L.-equivariantly homotopy commutative:
J

C"m X (X X X)j
(a X 6).

J )It XXX

1 x¢j 1 .
J

¢

8.c(j) x x-' J )0 X

Proof. (i) ¢. = a(c.), where c z = c and c. = y{c; 1, c. 1) for j >Z.
J J J J-

Any path in connecting d to c. provides the desired homotopy.
J

(ii) Define maps f and g from (:"(j) to C(2j) by fed) = y(d; c
j)

and
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g(d) = 'l(c; d. d)v. where v E E
Zj

gives the evident shuffle map

. .• Z·
(X X X)J - X J X XJ on X J. An examination of the definitions shows that

Z·
if dE' (j) and Z E X J. then

and z) = eZ.(g(d). z},
J J

If is embedded in by 0' - O'(Z••••• Z). in the notation of Definition

l.1(c). then f and g are E.-equivariant. Our hypotheses guarantee that
J

f and g are homotopic. and the result follows.
J



Z. Operads and monads

In this section, we show that an operad C determines a simpler mathe­

matical structure, namely a monad, and that C­spaces can be replaced by

algebras over the derived monad. We shall also give a preliminary state­

ment of the approximation theorem. The present reformulation of the notion

of C­space will lead to a simple categorical construction of classifying

spaces for en­spaces in section 9. We first recall the requisite cate­

gorical definitions.

Definition 2.1.
,.,.

A monad (C,!J., TJ) in a category J consists of a

(covariant) functor C: J .... T together with natural transformations of

Z
functors !J.: C .... C and TJI f .... C such that the following diagrams are com­

mutative for all X E :r
!J.(CX)

F(X}

,.,.,
A morphism IJI : (C,!J.,TJ) .... (Ct,!J.t,1'Jt) of monads in J is a natural transforma­

tion of functors IJI: C ­ Ct such that the following diagrams are commutative

for all X E T :



x and
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cex

"1ex __....:I:...__..... C 'X

Here squares (and higher iterates) of natural transformations 1jJ: C -0- C' are

defined by means of the commutative diagrams

:r'"
C* CC1X

" j" t/J

C'ljJC'CX ... (CI)2X

Thus a monad (C, JL, Tj) is, roughly, a "monoid in the functor category"

with multiplication JL and unit Tj, and a morphism of monads is a morphism

of "monoids". Following MacLane, we prefer the term "monad" to the more

usual term "triple". operationally, in our theory, the term monad is par-

ticularlyapt; the use of monads allows us to replace actions by operads, which

are sequences of maps, by monadic algebra structure maps, which are single

maps.
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Definition 2.2. An algebra (X,;) over a monad (C, f.L, Tl) is an object

X E :r together with a map ;: CX - X in 1 such that the following diagrams

are commutative:

and

,..,.,
A morphism f: (X,;) - (X', ;') of C-algebras is a map- f: X - X' in J such

that the following diagram is commutative:

f

Cf
CX ------...... CX'

,j I
X X'

The category of C-algebras and their morphisms will be denoted by C[ 11.

We now construct a functor from the category of operads to the category

of monads in r ,where 1- is our category of based spaces. In order to

handle base-points, we r equi r e some preliminary notation.

Notations 2.3. Let c;. be an ope ra.d, Define maps !T
i
: r; (j) - C(j-i),

o i < j, by the formula IT.C = 'V(c; s.) for C E r (j), where
1. 1. "t'

i J'-i-i
s,=iX*Xi E
1.

Thus, in the endomorphism operad of X E J , (!T,f)(y) = f(s,y) for f:Xi .... X
1. 1.

. i . i .
and y E XJ - • where s.:XJ - - XJ is defined by

1.

s.(Xi , · · · ,x, i) = (xi'··· ,X" *,x'+i'··· ,X, i)·
1. J- 1. 1. J-
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Construction 2.4. Let C be an ope rad, Construct the monad (C, fl.,,,)

associated to t; as follows. For X E J , let denote the equivalence

relation on the disjoint union 2: (j) X X
j

generated by

. 1
(i) (o-.c, y) Rl (c, s.y) for c E r (j), Os. i < i, and y E XJ- ; and

1 1 'f'

(ii) (co-, y) Rl (c, a-y) for c E (i), 0- E !:., and y E xi.
J

Define CX to be the set 2: t"(i) X Let F kCX denote the image of
k . ()
L C(j) X XJ in CX and give F kCX the quotient topology. Observe that
i =0
F k_1CX is then a closed subspace of F kCX and give CX the topology of

the union of the F kCX. F 0 CX is a single point and is to be taken as the base-

point of CX. If c E CO) and y E xi, let [c,y] denote the image of (c,y)

in CX. For a map f:X -X' in T, define Cf:CX- CX' by

Cf[c; y] = [c; fi(y}].

formulas

2
Define natural maps fl.: C X -.. CX and ,,: X ..... CX by the

(iii)

(iv)

fo r c E (k), d E r (J ),
s "" s

,,(x) = [1,x] for x E X.

The associativity and equivariance formulas of Definition 1.1 imply both that

fl. is well-defined and that fl. satisfies the monad identity fl.' p. = fl.' Cu ; the

unit formulas of Definition 1. 1 imply that fl.' C" =1 = fl.". If ljJ: , ..... I is

a morphism of operads, construct the associated morphism of monads, also

denoted ljJ, by letting ljJ: CX ..... OX be the map defined by

ljJ[c,y] = [ljJ.(c),y] for c E and y E xj.
J
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The association of monads and morphisms of monads to operads and

morphisms of operads thus constructed is clearly a functor. Of course, to

validate the construction, we should verify that the spaces CX are indeed

in 1 for X E T. We shall do this and shall examine the topology of the CX

in the following proposition. We first fix notations for certain spaces, which

are usually referred to in the literature as "equivariant half-smash products. "

Notations 2. 5. Let W EU and let TT act from the right on W, where TT is

any subgroup of :E.. Let X E 1 and observe that the left action of :E. on x
j

J J

induces a left action of TT on the j-fold smash product xU]. Let -tw. TT, Xl

denote the quotient space W X x[j] !(Rl), whe r e the equivalence relation Rl is

defined by [w, *) Rl (w', *) for w,w' E Wand (WIT, y) Rl (w, ay) for WE W,

IT E 1r, and y E xU].

The spaces CX are built up by successive cofibrations from the spaces

e[ <: (j),:E., X]. Precisely, we have the following result.
J

Proposition 2.6.
r:'

Let C be an operad and let X E :J. Then

(i)

(ii)

(iii)

(F
jCX,Fj_ 1CX)

is an NDR-pair for j .?-1, and CX E J;

F.CX/F. 1CX is homeomorphic to e[C(j),:E.,X];
J J - J

C:y... '1 is a homotopy and limit preserving functor.

Proof. It is immediate from the definitions that

F.CX -F. 1CX = (:(j)><- (X-*)j
J J- :Ej
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It follows easily that each F .ex is Hausdorff, hence, by [30, Z. 6], com­
J

pactly generated. Since (X, *) is an NDR­pair by assumption, there is a

representation (h ,; u.) of (X, *)j as a :E.­equivariant NDR­pair by
J J J

Lemma A.4. Define h.: I X F.eX­ F.eX and I by the formulas
J J J J J

h.(t, z) = z and u.(z) = 0 for z E F. 1 ex, and
J J J­

h.(t,z) = [c,h.(t,y)] and u.(z) =u.(y) for z = [c,y], C E and y E(X­*)j.
J J J J

Then (h.,u.) represent (F.eX,F. 1eX) as an NDR­pair. By [30,9.2 and 9.4],
J J J J­

ex E 'U. and each (ex, F .cx) is an NDR­pair. Therefore ex E 'J . Part (ii)
J

is now obvious. For (iii), if \: X ­ X' is a hornotopy , then eht: ex ­ ex'

is a homotopy, and it is evident that e preserves limits on directed sys­

terns of inclusions in J .

We shall see in a moment that the ex are C ­spaces, and our approxi­

mation theorem can be stated as follows.

Theorem 2.7. For the operads en of the recognition principle, there

is a natural map of t; ­spaces (f:e X ­ and (f is a
n n n n

weak homotopy equivalence if X is connected.

In fact, nnS n defines a monad in 1, and the natural transformations

(f : e ­ (.lngn will be morphisms of monads. This fact will provide the
n n

essential link connecting the approximation theorem to the recognition principle.

We now investigate the relationship between C ­spaces and e ­ algebras,

where e is the monad associated to the operad C.
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Proposition 2.8. Let , be an operad and let C be its associated

monad. Then there is a one-to-one correspondence between C-actions

e: C .... and C-algebra structure maps S: CX .... X defined by letting

9 correspond to S if and only if the following diagrams are commutative

for all j:

(where '11'. is the evident composite C' (j) X X
j
.... F .CX -+ CX). Mo reove r ,

J J

this correspondence defines an i sorno r ph is rn between the category of

t: -spaces and the category of C-algebras.

By the definition of the spaces CX, a map ;: CX .... X

determines and is determined (via the stated diagrams) by a sequence of

maps e.: (: (j) X x j
-+ X such that e. l(O"'c, y) = e.(c, s.y) and

J J- lJ 1

e.(cO", y) =e.(c, O"Y). Since O".c = y(c; s.). the maps e. given by a -action
J J 1 1 J

e do satisfy these formulas. For a given map S: CX -+ X, the relation

s·1J. = S· C; is equivalent to the commutativity of the diagrams given iIi

Lemma 1.4(a) for the co r re sponding maps e., and the relation S'l') = 1. is
J

equivalentto e1.(1.,x) x for all XE X. Thus a map S:CX .... X isa

C-algebra structure map if and only if the corresponding maps e. define an
J

action of I;: on X. The last statement follows from the observation that if

(X,;) and (X', ;') are C-algebras and if f:X .... X' is a map in J , then
f· S =S'. Cf if and only if fe. =9!(1 X fj) for all j ,

J J



17

Henceforward, we shall use the letter 9 both for C-actions and for

the corresponding C-algebra structure maps. Thus the maps

e.: t;w x X
j
-.. X which define a I: -action should now be thought of as

J

components of the single map 9: CX - X.

We should observe that the previous proposition implies that CX is

the free C -space generated by the space X, in view of the following

standard lemma in category theory.

Lemma 2.9. Let (C, J.L, TJ) be a monad in a category :r. Then

(CX, J.L) EC[ r] for X E,J , and there i s a natural isomorphism

+: Hom::r (X, Y) - HomC[::r ]«CX, J.L), (Y, S))

'" ",-1 ",-1defined by y(f) =g.Cf; y is given by y (g) =g·TJ.

The preceding lemma states that the forgetful functor U: C[ J] - '1

defined by U(Y, g) = Y and the free functor Q::J- C[.1] defined by

QX =(CX, J.L) are adjoint. We shall later need the following converse re-

sult, which is also a standard and elementary categorical observation.

Lemma 2.10. Let +: Hom:; (X, UY) - Hom t (QX, Y) be an adjunction

between functors U: -:r and Q: l'- . For X E '1, define

'1 = ,-1(1
ax):X

- Uax and define

J.L =U+(1 UQX): UQUQX - UQX •

Then (UQ, J.L, '1) is a monad in :r. For YEt , define

s=U+(1 u y ): UQUY - UY.

Then (UY.;) E UQ[ 1], and ;: UQU ... U is a natural transformation of
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functors ;( -+ J'. Thus there is a well-defined functor V: :(-- UQ[ r}
given by VY = (Y, s) on objects and Vg =Ug on m.orphism.s.

Of course, V is not an isom.orphism. of categories in general. How-

ever, if the adjunction • is derived as in Lem.m.a 2.9 from. a m.onad C •

with t = C[J]' then it is evident that the m.onads UQ and C are the

sam.e and that V is the identity functor.



3. A and E operads
00 00

We describe certain special types of operads here and show that the

constructions of the previous section include the James construction and

the infinite symmetric product. Most important. we obtain some easy

technical results that will allow us to transfer the recognition principle

and approximation theorem from the particular operads C1 and , to
00

arbitrary A and E operads, respectively.
00 00

We first define discrete operads trl. and n such that an 'm. -space is

precisely a topological monoid and an 'fL-space is precisely a commutative

topological monoid.

contain the single element eo'

Definition 3.1. (i) Define /n(j)::: l:.
J

identity element of l:j' e 1 = 1. Let 1'l'l. (0)

for j 1. and let e. denote the
J

on

(u)

Define 'Y(e
k
; e .••.• , e. ) = e .• j = , and extend the domain of definition of

J i Jk J s

'Y to the entire set l:k X l:. X ••• Xl:. by the equivariance formulas of
J i Jk

Definition 1. iCc). With these data. the m(j) constitute a discrete operad m.

Define 'fLU> = • a single point. Let 1 = f l' let l:. act t rivially
J J

1l.U>, and define "Uk; f. "", f. ) = f .; j = j. With these data, the
J1 Jk J s

nO) constitute a discrete ope r-ad n .
Observe that if C is any operad with each C(j) non-empty. then the

unique functions CO) -.. no> define a morphism of operads C -.. n.
hence any '1/.-space is a C-space.
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A topological monoid G in 1 (with identity element determines

and is determined by the action 9:1rI.- E.G defined by letting 9.(e.):G
j-

G
J J

be the iterated product and extending 9. to all of byequivariance. The
J J

permutations in m serve only to record the possibility of changing the order

of factors in forming products in a topological monoid. Clearly a topological

monoid G is commutative if and only if the corresponding action

9: 'tYL - c:G factors through n.
For X E r , the monoids MX and NX are called the James construc-

tion and the infinite symmetric product on X; it should be observed that the

successive quotient spaces e['1n.W,I:.,X] and e] are homeo-
J J

morphic to the j-fold smash product X[j] and to the orbit space
J

respectively. The arguments above and the results of the previous section

yield the following proposition.

Proposition 3.2. The categories rn. [ 'J ]= M[ ] and n[.1] = N[ :r]
are isomorphic to the categories of topological monoids and of commutative

topological monoids, respectively.
rr

For X E J , MX and NX are the free

topological monoid and the free commutative topological monoid generated

by the space X. subject to the relation * = 1.

We shall only-be interested in operads which are augmented over either

'm. or n, in a sense which we now make precise. Let C be any operad,

and let 'II' C(j) denote the set of path components of C(j). Define
o
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0.: cO) ..... 'IT 1"'(j) by o.(c) = [c], where [c] denotes the path component
J 01,0. J '

containing the point c. The data for C uniquely determine data for 'lroC
such that 'ITo r; is a discrete operad and 0 is a morphism of operads.-

Clearly 'IT defines a functor from the category of operads to the category
o

of discrete operads. If J9' is any discrete operad and if E.: C ..... J,;} is a

morphism of operads, then e. factors as the composite 'IT e. • 0, where
o

'IT e: 'IT C ..... 'IT e = e. With these notations, we make the following definition.
o 0 0

Definition 3.3 . An operad over a discrete operad 1.9 is an operad C

together with a morphism of operads t : C ..... J.9' such that 'IT t : 'IT C ..... J&
o 0

is an isomorphism of operads. e is called the augmentation of ,. A morph-

ism 1/1: (C ,t.) ..... E') of operads over S' is a morphism of operads

1/1: C"'" 1;1 such that tll/l = £ : C..... ()- .

We shall say that an o pe r-ad t; is locally n-connected if each C (j) is

n-connected. Clearly an operad C can be augmented over n if and only if

it is locally connected, and C then admits a unique augmentation. An operad

C can be augmented over m if and only if 'Ir (j) is isomorphic to ,
o J

and an augmentation of C is then a suitably coherent choice of isomorphisms.

We shall say that a morphism of operads 1/1: 1 is a local

equivalence, or a local 1:-equivalence, if each 1/1.: CO) ..... is a homo-
J

topy equivalence, or a .-equivariant homotopy equivalence (that is, the
J

requisite homotopies are required to be Of course, these
J



22

are not equivalence relations since there need be no inverse

morphism of operads C' + C. The following proposition will be

essential in passing from one operad overm or n, to another.

Proposition 3.4. Let + C' be a morphism of operads

over rn or n. Assume either that is a local I-equivalence or

that is a local equivalence and C and C' are I-free. Then the

associated maps + C'X are weak homotopy equivalences for

all connected spaces X.

E!22!. Since + C'X is an H-map between connected

H-spaces, it suffices to prove that induces an isomorphism on

integral homology. By Proposition 2.6 and the five lemma, this

will hold if the maps e[C(j),Ij,X) + e[C'(j),Ij,X) determined by

induce isomorphisms on homology. These maps are homotopy

equivalences if is a Ij-equivariant homotopy equivalence.
[ .) [ .)

If C(j) is IJ.-free, then the map C(j)x X J C(j)x X J is
1:.
J

to
J

homotopy equi-

clearly a covering map and so determines a spectral sequence

converging from E2=H*(I.JH*(C(j)X x[j))
J

Thus if C(j) and C' (j) are Ij-free and is a

valence, then induces an isomorphism on E2, hence on
[ .)

H*(C(j)x I xJ ), hence on H*(e[C(j),I.,X).
j J

We now define and discuss Am and Em operads and spaces.

Definition 3.5. (i) An Am operad is a I-free operad over nl

such that £:C +11l is a local I-eqUivalence. An A... space (X,e)

is a C-space over any A... operad C.

(ii) An E... operad is a I-free operad over n such that £:C + is

a local equivalence. An E... space, or homotopy everything space,

(x,e) is a C-space over any Em operad C.
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We have not defined and shall not need any notion of an A or E
00 00

morphism between A or E spaces over different operads.
00 00

An operad C is an E operad if and only if each I"(j) is :E.-free
00 J

and contractible. Thus the orbit space C:(j)/:E j is a classifying space

for :E.: its homology will give rise to the Dyer-Lashof operations on the
J

homology of an E space. We have required an E operad to be :E-free
00 00

in order to have this interpretation of the spaces S:(j)/:E. and in order to
J

have that ex is weakly homotopy equivalent to noosoox for any E
00

operad (: and connected space X. Note in particular that we have chosen

not to regard n as an E operad, although a connected n -space is evr-
00

dentlyan infinite loop space. The following amusing result shows that,

for non-triviality, we must not assume £ to be a local Z:-equivalence in the

definition of an E ope rad,
00

Proposition 3.6. Let C be an operad over n such that £: t; - n
is a local :E-equivalence. Let (X,9) be a t; -space, where X is a con-

nected space.

Proof.

Then X is weakly homotopy equivalent to X K('Ir (X), n],
n;;::'l n

We have the following commutative diagrams:

X-_-:....-...... ex

"Je
and "1
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By Proposition 3.4, E is a weak homotopy equivalence. It is well-known and

easy to prove that 1'J*:1T*(X) ..... 1T*(NX) =H*(X) may be taken as the definition

-1
of the Hurewicz homomorphism h. Thus 1 =9*1'J* =(9* f* )h, and h is a

monomorphism onto a direct summand of H*(X). By the proof of

[ 1 g, Theorem 24.5], this is precisely enough to imply the conclusion.

An operad C is an A operad if and only if each 1T C (j) is iso-
ro 0

morphic to !:. and each component of C(j) is contractible. In particular,
J

m is itself an A ope r ad, In contrast to the preceding result, we have
co

the following observation concerning operads over 'In.

Lemma 3.7. Any operad Cover in. is !: -free and any local equivalence

t1J: ?; - C1
between operads over in. is a local !:-equivalence.

Proof. Each IT E!:. must act on C(j) by permuting components,
J

-1 -1
carrying e. (1:") homeomorphically onto E. (r IT) for tE!:.. For the

J J J

second statement, we may assume that £ltIJ = t (redefining e by this

equation if necessary), and then t1J •. must restrict to a homotopy equivalence
J

-1 -1
E. (e.)"'" (£!) (e.). The resulting homotopies can be transferred by equi-
J J J J

variance to the remaining components of C(j) and ,I(j), and the result

follows.

In the applications, it is essential that our recognition theorem apply,

for n = 1 and n = oo , to arbitrary A and E operads. However, there
co co

need be no morphism of operads between two A
ro

or two E
ro

operads.

Fortunately, all that is needed to circumvent this difficulty is the observation

that the category of operads has products.
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Definition 3.8. Let C and " be operads. Define an operad

cXC' by letting (C xC 'Hj) = c: (j) X C' (j) and giving exc' the follow-

ing data:

(a) ('{ X '(')(c Xc'; d 1 X di, •.• , ,\:Xdk) = "((c; d1,.·., di,···· elk)
for c Xc' E """(k) X and d X d' E r(j ) X C:',(j):s s s s

(CXC')U=CCTXC'U for CXC'E ,(j)xC'(j) and .•
J

xC' is the product of C and r;' in the category of operads.

(b)

(c)

Then

1 = 1 X 1 E (:(1) XC"(1); and

The

monad associated to r:X,' will be denoted C X C' (by abuse of notation.

since we do not assert that C X C' is the product of C and C' in the cate-

gory of monads in :J').
The product of an operad over 8 and an operad over J.9' is evidently

an operad over BX 19'. Since m x1rl' f.m, the above product is inappro-.

priate for the study of operads over m . Observe that the category of

operads has fibred products as well as products.

Definition 3.9. Let (C,t) and (t;', eo') beoperadsover In. Define

an operad (, 'iJ t;: ! Ve') over mby letting C 'iJC t be the fibred product of £

and t' in the category of operads and letting e'iJ e' be defined by com-

mutativity of the following diagram:
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Explicitly, eve" is the sub operad of eX c' such that (CVC")(j) is the

disjoint union of the spaces E.-
1
( IT) X (E'.f 1(IT) for IT E !:.. Then

J J J

(C VC', eve') is the product of (C, E ) and (C;", £.') inthe category of

operads over m . The monad as.soc iared to CVC/will be denoted by C VCI.

In conjunction with Proposition 3.4, the following result contains all

the information about changes of operads that is required for our theory.

I

Proposition 3. 10. (i) Let r; be an A operad and let C be any
00

"1M ' c'operad over 'f(. • Then the projection 11"2: CVC .... is a local :E-equivalence •

(ii) Let t; be an E operad and let be any !:-free operad. Then the pro-
,00

I "jection 11"2: C xC .... C is a local equivalence between I:-free operads.

-1E!22!. (i) follows from Lemma 3.7 since £j (0) is contractible

for 0 £ I: j and therefore w
2
: £ j l (0 ) x (£;)-1(0) + (£;)-1(0) is a

homotopy equivalence. Part (ii) is immediate from the definitions.

Since (ii) depends only on the local contractibility (and not

on the I:-freeness) of C, the proof of our recognition principle

for spaces will actually apply to C-spaces over any locally

contractible operad C.
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Corollary 3.11. Let C be an E 00 operad. Then 1fZ= (: X rn. - m
is a local I:-equivalence and therefore C X 17'1. is an A operad. If

00

(X,9) is a C-space, then (X, 91T
1
) is a C X 11L -space, 1f

1:
Cxm-c.

Thus every E space is an A space.
00 00

Sihce A spaces are of interest solely inthe study of first loop spaces,
00

where cornmutativtty plays no role, a simpler theory of A spaces can be
00

obtained by throwing out the permutations by means of the following definition

and proposition. We have chosen to describe A spaces in terms of operads
00

in order to avoid further special arguments, and no use shall be made of the

theory sketched below.

Definition 3.1Z. A non-I: operad 13 is a sequence of spaces 130) EU

for j 0, with 13(0) = *, together with the data (a) and (b) in the definition

of an oper ad, An operad C" determines an underlying non-1: operad UC by

neglect of permutations. An action of a non.-E operad on a- space X E

is a morphism of non-I: operads 9.19 - 'U.,& X' and. 1.a [{f] denotes the

category of 13-spaces (X,9). By omission of the equivariance relation (ii)

in construction Z. 4, a non-X operad 13 determines an associated monad B

such that the categories 13 ['J] and B[:J] are isomorphic. The notion of

a nori-X o pe r ad over a discrete non-I: operad is defined by analogy with

Definition 3.3. The product 1a of non-I: operads Ia and 13" is defined

by analogy with Definition 3.8.
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Let a denote the sub norr-X operad of m such that l2-(j) = {eJ.
J

The categories tt [TJ and m [1] are evidently isomorphic. A non-!:

operad over clearly admits a unique augmentation. A norr-E operad

determines an operad !:n such that = 1?J by letting !:. act
J

trivially on "P.l(j). In particular,!:Q. is isomorphic to n.

Proposition 3.13. Let (C. E ) be an operad over m and define

w(C. c ) = C 1(a.); then w(C .z ) is a non-!: operad ove r a.. and the

monads associated to C and to w(c ,Eo) are isomorphic. Let 'fa be a

non-!: operad over a.. and define w- 113 = X nt,

is an operad over m and the monads associated to ra
'lT
2
).; then w- 1(1l )

-1
and to w (fa)

are isomorphic. Moreover, wand w -1 are the object maps of an equivalence

between the categories of operads over m and of non-X operads over Ct-.
Proof. The first two statements follow immediately from the definitions.

For the last statement, it is obvious how to define wand w-
1

on morphisms,

and we must show that ww -1 and w -1w are naturally isomorphic to the

respective identity functors. Now ww -1( i'Q ) = J9 X ((.. is evidently naturally

isomorphic to 13 ' and a natural isomorphism

v: (C •cJ .... w- 1w(C .e ) = (!: (- t ( G..) X rn., 'IT2)

-1· -1 -1
can be defined by v,(c) = (c<r ,<r) for c E e, (<r) and CT E !:.; v is then

J J J
-1 -1

given by v . [c , <r) = c rr for c E E. (e,) and <r E !: ..
J J J J
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It follows that the notion of an A operad is equivalent to the notion
ex>

of a locally contractible non-:E operad over Q." and the notion of an A
ex>

space is equivalent to the notion of a 'ta-space over such a non-:E opeead 13..

Remark 3. :l.4. The notion of A space originally defined by Stasheff [:LB]
ex>

is included in our notion. Stasheff constructs certain spaces K. for j 2:. z;
J

with K
o
= * and K

i
= i, these K

j
can be verified to admit structure maps

y so as to form a locally contractible non-:E operad

space in Staehelf's sense is precisely a J(-space.

auch that an A
ex>



4. The little cubes operads )Ii- ,. n

We defrne the ope rads t: and discuss the topology of the
n

spaces t: (j) in this section. I am indebted to M. Boardman for explain­
n

ing to me the key result,th:!a:an 4.8 • The definition of the

text of PROP's) is due to Boardman and Vogt [8 ).

C (in the con­
n

Definition 4. i. Let In denote the unit n­icube and let In denote its

interior. An (open) little n­icube is a linear embedding f of In ­in In. with

parallel axes; thus f = f
i
X ••• X f where f.: J ­ J is a linear function.

n 1

f.(t) ::: (y.- x:)t + x .• with 0.$ x , < y . .$ 1.­ Define I;nO) to be the set of those
1 1 1 1 1 1

j­tuples <c
i
•...• c

n
> of little n­cubes such that the images of the c

r
are

pairwise disjoint. Let j In denote the disjoint union of j copies of In.

regard <c
i
..... C

j
> as a map jJn ­ In. and topologize

of the space of all continuous functions jJn ­ In. Write

l: (j) as a subspace
n

t: (0) = < >. and
n

regard <> as the unique "embedding" of the empty set in In. The requisite

data are defined by

(a)
j1 n jk n

'{[c ; d 1 ' ...• dk) = c » (d 1 + . .. J +... + J ­ In

for C E t (k) and d E i: (j ), where + denotes disjoint union;
n s n s

(d)

(b) i E n (1) is the identity function; and

(c) <c 1, .... c/<T = <c<T(1)' .... c<T(j» for <TE

By our functional interpretation of <>. (a) implies that

<T.<c 1'···.c.>=<c 1. · · · .C..c. Z.... ,c.>. O<i<j .
• 1 J 1 1+ J ­

The associativity, unitary, and equivariance formulas required of an operad

a re trivial to ve rHy. and the action of j on en(j) is free in view of the



31

requirement that the component little cubes of a point of Cn(j) have disjoint

images. Define a morphism of operads cr : C - C 1 by
n n n+

(e) cr .<c 1•..•• c.>= <c 1Xl •.••• c.Xl> • l:J -J.
n,J] ]

Each cr • is an inclusion. and /-co(j) denotes the space
n.]

lim C (j). with the_ n

topology of the union. Clearly 1;00 inherits a structure of !:-free operad

from the l:.
n

The topology we have given the C'. (j) is convenient for continuity proofs
n

and will be needed in our study of the Dyer-Lashof operations on F in the

third paper of this series. The following more concrete description of this

topology is more convenient for analyzing the homotopy type of the spaces 1; (j).
n

Lemma 4.2. Let c = < c l' ...• c j > E c:(j). Observe that c determines

and is determined by the point c( a.13> E J 2nj defined by

c{a.M = (cl{a).cl{tI)•••••

( 1 1 ) n d (3 3 ) In.where a = 4 ..... 4 E J an tI = 4 ..... 4 E

Let U denote the topology on c. (j) obtained by so regarding
n

C' (j) as a sub-
n

2 . Olt
set of J n] and let V

Then il = 11 .
denote the topology on defined in Definition 4.1.

Proof. Let W(C. U) denote the "'If -o pen set consisting of those c such

. n
that c(C) C U. where C is compact in ]In and U is open in J • Let a

r

(resp. tl
r
) denote the point a (resp. tI) in the r-th domain cube C jJn.

If U and V are open subsets of In. 1 r j. then
r r

r

t (j) (\ (U
1
X V

1
X ••• X U, X V,) = n W(a. U ) r, W(f3 • V ).

n J J j=l r r r r
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It follows that any 'tl-open set is ti'f-open. Conversely, consider

W(C, U). We may assume that U is the image of an open little cube g

and that C is contained in a single domain cube In. Let C 'e J n be the
r r

image of the smallest closed little cube f containing C [f may be

degenerate; that is. some of its intervals may be points). Then, by

linearity, W(C.U)=W(C',U). Clearly .•. ,Cj>E W(C',U) ifand

only if c f{O) > g{O) and c f{1} < g{1}, with the inequalities interpreted
r r

) ( )
. n

coordinate-wise and with 0 = (0 •.•. ,0 and i = 1, ...• 1 In I •

easy to verify that W(C', U) is au-open.

It is now

Using this lemma. we can relate the spaces C (j) to the configuration
n

F(M; 1)

spaces of n". We first review some of the results of Fadell and Neuwirth [1'2]

on configuration spaces.

Definition 4.3. Let M be an n-dimensional manifold. Define the j-th

configuration space F(M: j) of M by

F{M;j)= {<x
1,
.•. ,x.>lx EM, x fX if rf s } C M

j,
- J r r s

I
with the subspace topology. F(M; j) is a jn-dimensional manifold and

M. Let !:. operate on F(M: j) by
J

<xi"" , x j > sr = <xer(1) ' ... , xer{j) >.

This operation is free, and B(M; j) denotes the orbit space F(M; HI!: ..
J
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Fadell and Neuwirth have proven the following theorem.

Theorem 4.4. Let M be an n.dimensional manifold, n Z. Let

y =; and Y = {yi' ••• ' Y 1 , 1 r < j, where the y. are distinct
orr 1

points of M. Define 11' : F{M - Y : j-r) ... M· Y byr r· r

11' <xi"" ,x, > =xi' 0 r < j-1. Then 11' is a fibration with fibre
r J-r r

F{M-Y
r+1;j-r-l)

over the point Yr+1' and 'lI'r admits a cross-section

Let- r S
n

denote the wedge of r copies of Sn: sjnce Rn_ Y is
r

homotopy equivalent to rSn-l, the theorem gives the following corollary.

by successive split extensions.

'-1
n, r n-1

Corollary 4. 5. If n z 3, then 'II'iF{R ;j) = 'lI'i{ 5 h
r=l

if. 1 and 'II'1F(R2;j) is constructed from the free groups'lI',F{RZij) =0 for
1

'IT
i
{r S1) , 1 .s r <J.

The case n = Z is classical. B(RZ;j) is a K(B., 1), where B, is the
J J

braid group on j strings, and there is a short exact sequence

1 ... I .... B .... I:, ... 1 which is isomorphic to the homotopy exact sequence of
J J J

the covering projection F(R
Z;

j) ... B(RZi j). Detailed desc:dptions of

Ij = 'lI'l F(R
Z;j)

Neuwirth [ t3]

and of B. may be found in Artin's paper f 3]; Fox and
J

have used F(RZ:j) to rederive Artin's description of B. in
J

terms of generators and relations.
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Let R
co

= lim R
n

with respect to the standard inclusions. Since
-+

F(M; j) is functorial on embeddings of manifolds, we can define

F(R
CO;

j) lim F(R
n; j).

-+

Corollary 4.6. F(RCO;j) is E.-free and contractible.
J

We shall also need the degene zate case n= 1.

Lemma 4.7. 'IT F(R1; j) is isomorphic to E., and each component of
o J

F(R
1;j}

is a contractible space.

Proof. LetF = {(x
1,···,x.)!x1<···<x,}CF(R

1;j).
F is

o J J 0

clearly homeomorphic to the interior of a simplex and is therefore contractible.

F 0 is one component of F(R
1
; j), and it is evident that the operation by E.

J

defines a homeomorphism from F X:E. to F(R
1
; j).

o J

Theorem 4.8. For 1 s n.s; Q) and j 2: 1, r: n(j} is Ej-equivariantly

homotopy equivalent to F(R
n;

j}. Therefore 1;1 is an A
co

operad, l:n is

a locally (n-Z}-connected :E-free operad over n for 1 < n < co, and CQ)

is an E ope ra.d.
00

Proof. The second statement will follow immediately from the first

statement and the properties of the spaces F(R
n;

j}. We first consider the

case n < co. For convenience, we may as well replace R
n

by In. Define

a map g: "'n(j} .... F(Jn;j) by the formula

(1)
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is given by c (t) = (y - x )t + x •
rs rs rs rs

We say that c is equidiameter

of diameter d if Y - x = d for all r and s (thus each c is actually
rs rs l'

a cube. and all c have the same size). Obviously, for each b e F(fl;j).
l'

there is some equidiameter c E C (j) such that g(c) = b; we can radially
n

expand the little cubes of this c until some boundaries intersect. Thus de-

fine f: F(J
n;
j)"" CO (j) by the formula

n

(ii) feb) = c. where g(c) = band c is the equidiameter element of CnW

with maximal diameter subject to the condition g(c) = b.

The continuity of f and g is easily verified by use of Lemma 4.2. and f and

g are clearly E.-equivariant. Obviously gf = 1. Define h: t (j) X I .... c: (j)
J . n n

as follows. Let c E , (j) be described as above, and let d be the diameter
n

of fg(c). Then define

n n
h(c,u)= < X c

1
(u) •••. , X c

j
[u] >, where

s=1 s s=1 s

1
c (u)(t) = [(1-u)(y - x ) + ud]t + -2 (uy + (2-u)x - ud) .rs rs 1'5 rs rs

In words, h expands or contracts each coordinate interval c linearly from
1'5

its mid-point to a coordinate interval of length d. It is easy to verify that h

is well-defined, E.-equivariant, and continuous. Since h(c, 0) = c.
J

h(c, 1) ::: fg(c), and h(f(b). u] = feb). we see that F(J
n; j) is in fact a strong

E.-equivariant deformation retract of c: 0). Now embed In in In+1 by
J n

x .... (x, -2
1
) and let cr .: F(Jn; j) .... F(Jn+1; j) be the induced inclusion. Write

n,)

gn for the map g defined in (i). Then the following diagram commutes;
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cr 0

n,J

cr ,
n, J

Thus we can define g = lim g : C': (j) - F(J
oo

; j). Clearly C' (j) has
00 _ n 00 00

trivial homotopy groups. It is tedious, but not difficult, to verify that

is paracompact and ELC X and therefore has the homotopy type of a CW-

complex, by Milnor [2S , Lemma 4J. Therefore t (j) is contractible and
00

goo is a I:fequivariant homotopy equivalence.

We shall later need the following technical lemma, which is an easy

consequence of the theorem.

Lemma 4.9. Define cr' 1 '
n- ,J

(n- i)-cube f to the little n-cube

C (j) by sending each little
n

lXf, l:J-J. Then cr' l' isI:.-
n- oj J

where

maps

equivariantly homotopic to cr 1 o'
n- • J

Proof. It suffices to prove that cr
n_ 1

o.! _F(Jn;j).

1 1 n-t
crn-l (x) =(x,Z) and (x) =(2' ,x) on points x E J • Define

T, T': F(J
n;

j) - j) by the following formulas on points

n-1 n(s, x) E J X J = J :

{

S, X)
T(S. x) = (x, s) and T'(S, x) = .

(l-s, x)

if n is odd

if n is even

then TIT' = IT and T' cr' = cr' l' hence it suffices to prove that T is
n-1 n-1 n-1 n-
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I:(equivariantly homotopic to T'. Let

l\J : (fl, ar'') - (s", e )
n 0

be the relative homeomorphism defined by Toda [31, p, 5], where Sn C R
n+1

is the standard n-sphere and e = (1,0, ••• ,0). Toda has observed that, as
o

n nbased maps S _·S ,

Obvio1,1sly, these maps lie in the same component of O(n) since they both

n-l .
have deane (-1) • They are thus connected by a path k: 1- O(n), where

n -1 n n
O(n) acts as usual on (5 ,e ). Define h =l\J J - J; then h = To t n n 0

and hi =T'. Since each h
t
is a homeomorphism, the product homotopy

(ht)j: (f1i - restricts to give the desired I:.-equivariant homotopyJ .

T CIt T' on j).

Remarks 4.10. Barratt, Mahowald, Milgram, and others (see [24] for a

survey) have made extensive calculations in homotopy by use of the quadratic

construction e[Sn, ZZ.X] on a space X (see Notations Z. 5 for the definition).

Sint:e F{R
n+1;

Z) is ZZ-equivariantly homotopy equivalent to s",

e[ C'n+1(Z), ZZ,X] is homotopy equivalent to e[Sn, ZZ,X]. For odd primes p,

Toda [i 2] has studied the extended p-th power e[W
n•

Z ,X] on X, where W
n

p .

is the n-skeleton of SOO with its standard structuee of a regular Z -free
p

. n n+1
acyclfc CW-complex. W clearly maps Z -equivariantly into F(R ; p)

P
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and we thus have a map

n n+1 )<> ]e[W ,Z ,X] -+ e[F(R ,X] "'" e[1c ,X.
P P n P

It appears quite likely that the successive quotients e[

the filtered space c X
n

t (j), n., X] of
n J

will also prove to be useful in homotopy

theory.



5. Iterated loop spaces and the
- n

We here show that acts naturally on n-fold loop spaces and that

this action leads to a morphism of monads C - OnSn. The first statement
n

will yield the homology operations on n-fold loop spaces and the second state-

ment is the key to our derivation of the recognition principle from tpe

approximation theorem.

We must first specify our categories of loop spaces precisely. Let

t.n' 1 n 00, denote the following category of n-fold loop sequences. The

objects of ;;(n are sequences {Yi I 0 s i n }, or {Vi I i O} if n = 00,

such that y. = OY. 1 in T.
1 1+

The morphisms of are sequences
n

or {gil i z o) if n= CD, such that gi =Ogi+l in T. Let

U : ..p - T denote the forgetful functor defined by U {Yol = Y and
n "in n 1 0

U {g} = g • An n-fold loop space or map is a space or map in the image
n 0

of U .
n

For n <00, an n-fold loop sequence has the form {On-iy}. and

;fn serves only to record the fact that the space Ony

does not determine the space Y and that we must remember Y in order to

have a well-defined category of n-fold loop spaces. We shall use the notation

Ony ambiguously to denote both n-fold loop spaces and sequences, on the

understanding that naturality statements refer to Of course, Xn is

isomorphic to J.
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For n =: 00. it is more usual to define an infinite loop space to be the

initial space Y of a bounded n-spectrum {(Y .• f.)1 i> o} and to define an
o 1 1 -

infinite loop map to be the initial map g of a map {gJ: {(Y .• f.)} - ({Y.'. f!)}
o 1 1 1 1 1

of bounded n-spectra (thus f.: Y. - nY. 1 is a homotopy equivalence and
1 1 1+

ng.+
l"

f. is homotopic to f! g.). The geometric and categorical imprecision
1 1 1 1

of this definition is unacceptable for our purposes. I have proven in [19 ]

that these two notions of infinite loop spaces and maps are entirely equivalent

for all purposes of homotopy theory; we can replace bounded n-spectra. and

maps by objects and maps of :(00' naturally up to homotopy. and via weak

homotopy equivalences on objects. Precise statements and related results

may be found in [ 1'1 J.
n n

We regard n X as the space of maps (5 • *) ... (X. *). where S is

identified with t he quotient space In laIn.

Theorem">. 1. Fo r X E T. define 9 .: i; (j) X ... as
n.J n

follows. Let c > <cl •.•.• c/E CnO) andlet y=:(yl ••.•• yj)E

-1 n
Define 9 .(c. y) to be y c on c (J ) and to be trivial on the complement

n .j r r r

of the image of c; thus. for v E Sn

__ {y*r(U)
9 .(c.y)(v)
n.J

if c (u) = v
r

if v 11m c

Then the e . define an action 9 of C
n

on If X = (lX'. then
n.J n

9n = 9n+1 ITn• where ITn : (n'" C"'n+l and 9n+l is the action of 'n+l on

nn+1 X I • If {Y.} E • then the actions e of t: on Y =: nny define
loon non



an action e of on Y .
00 0
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The actions en' 1 So n So 00, are natural

on maps in n: precisely, if Wn: .;(n - C
n[
'[] is defined by

W Y = (u Y, a ) on objects, where a : C U Y - U Y is the C -algebra
n n n n nn n n

structure map determined by the e ., and by W (g) = U g on morphisms,
n,] n n

then W is a functor from n-fold loop sequences to C -algebras.
n n

Proof. The e . are clearly continuous and !:. -equivariant, and
n,] ]

e 10 , y) = Y is obvious. An easy inspection of the definitions shows that the
n,

diagrams of Lemma l.4(a) commute, and the a . thus define an action a
n,] n

of J: on rlx. If X = OX', then- = On+lX 1 via the correspondence y... v'
n

where = y'(u, t) for [u, t) E In X Ii since IT (f) = f X 1 on little n-cubes f,
n

an = en+llTn follows. If {Y i} E '1
00

' then an = 6n+llTn: en - ey o and

therefore e = lim e : C - 'Y is defined. The naturality statement is
00 n 00 0

immediate from the definitions.

We next use the existence of the natural (-action a on n-fold loop
n n
n n

spaces to produce a morphism of monads C - 0 S • We require some
n

categorical preliminaries. We have the adjunction

(1) Hom (X,OY) - Hom (SX, Y), [x, s] = f(x)(s),
T T
where SX = X X I/* X I V X X aI defines the suspension.

(2)

By iteration of we have the further adjunctions

rin n n
'f':Hom (X,OY)-Hom,.,.(SX,Y),

1 J
It is conceptually useful to reinterpret (2) as follows. Define

(3)
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Since a morphism {gil i n] in Xn is determined by gn' we have

Hom,... Y) '" Hom ( Q X, {nn-iy}).
J .:en n

Therefore (2) may be interpreted as defining an adjunction

: Hom (X, U {nn-iy}) _ Hom (Q X, {nn-iy}) •
n T n n

n

The pass to the limit case n = 00. To see this, define
n

(5) IT = _nntlSntlX
n Sn+1X

Geometrically, if nnSnX is identified with Homr(Sn, then

(
n 1 ntl ntl n., 1 n n...

(,) ITnf)=Sf=hl:S 1\5 =5 -5 X=SAI\S. f:S-SA.

Thus each IT is an inclusion, and we can define
n

(7) OX = noosoox = lim • with the topology of the union.-
We shall use the alternative notations OX and noosoox interchangeably.

Since a map 51 - QSX lands in some nnSntl X, nQsx = OX. Define

(8) Q X = (cs'x] i> O] E 'P ; then U Q X = noosoox.
00 - 'I 00 00 00,

If and if f:X-y =U {Y.} isamapinJ ,thenwe
1 -'00 0 00 1

have the commutative diagrams:

,,11+1 )tn+i+l (£)

We therefore have the further adjunction

(9) : Homr(X. U {y.}) - Hom" (Q X,{Y.}). where
00 001 '\ 00 1

00

rj (f). = lim nn¢n+i(f): QSiX - Y. , i O. for f: X - Y
00 1 _ 1 0
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-1
Here {gJ =g" ,where" : X - OX is the evident inclusion.

00 1 0 00 00

A pedantic proof that is an adjunction, together with categorical
00

relationships between 0 X and the suspension spectrum of X, may be
00

found in [1 9 1.

Clearly (4) and (9) state that 0 X , 1 n 00, is the free n-fold loop
n

sequence generated by the space X; it is in this sense that the nnSnX are

free n-fold loop spaces. By Lemma 2.10, our adjunctions yield monads
n

(nnSn, t-L ,,,) and functors V: t -nTISn['J]' with V Y = (u s; g ) on
nn n n n n n

objects. Explicitly, in terms of iterates of the adjunction we have

(to)

(11)

(i2) g = ):nnSnnny - nny if n < 00;
n nTIy

S =lim ):nooSOOy - Yo for {Yi} E 00'
00 _ nnYn 0

( (
n n n+l n+l

By 5), 10), and (11), each IT :n S .... n s is a morphism of monads,
n

and noosoo = lim nnSn as a monad.

Let (C
n,

t-L
n
, l1

n)
denote the monad associated to C ,and observe that

n

C = lim C as a monad. With these notations, we have the following
00 ..... n

theorem, which is in fact a purely formal consequence of Theorem 5.t and

the definitions.



Theorem 5. Z. For X E :r and 1 S. n S. co, define a : C X -
n n

e
to be the composite map ex > C Then

n n

a : C - OnSn is a morphism of monads, and the following diagram of
n n

*O!
n

a * (Y, S) = (Y, S•a ):
n n

Xn

/
V ./
n//
/

/"
r.!DSn[ J" J

functors commutes, whe re

Moreover, the following diagrams of morphisms of monads are commutative

for n < co, and a is obtained from the a for n < co by passage to
co n

limits:

Proof. The fact that each 1.1. ,S , and tr for the monad OnSn is an
n n n

n-fold loop map and that e is natural on such maps, together with the very
n

definition of a natural transformation and of an algebra over a monad,

immediately yield the commutativity of the following diagrams for X E j:
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x

C C "n ce C n '1n
CCX n n » C c nnsZX nn ?> C nnSnX > C OnSnOnSnX
n n nn

III
.(------ n

\.nI
C 1-'

rn
II n

IfLn ten
Cn'ln 9 fln

C rtsnx n
;;> « nnsfinfisnxC X

n n

e
n

e
n

C '1
C n 11 ;;> C ollsllftx

n J
C 11 X -----..;:> n X

n

C X
n

C 11
n n

a
n

(f
n
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The first diagram gives a '\1 :; '\1 , the second gives I). a?:; a fJ.
nn n nn nn

(C fJ. is inserted solely to show commutativity), the third gives a = en'
n n n n

*as required for a V :; W , and the last gives 11' a :; a +111'. The first
nn n nn n n

two diagrams are valid as they stand for n:; 00, and the third has an obvious

analog in this case, consistency with limits is clear from the last diagram.

. n n
We next show that the mo rphfsms of monads a : C -.. 0 S factor

n n

through OiC .s' for 1 S i < n, The following elementary categoricaln-a

observation about adjunctions and monads in any category T implies that

the natural transformations Oia .Si:OiC .s' -.. OnSn are in fact morphisrq.s
n-l rr-a

of monads.

Lemma 5.3. Let !b:Hom (X,AY) -.. Hom,.,.. (I:X, Y) be an adjunction,
'] 'J

and let (C, fJ., "1) be a monad in 1. Then (A C I:,It, TO is a monad in J",

where, for X E J ,p: and Tl are the composites

ACI:ACI:X

and
X

d- 1
A I: X

Moreover, if ljJ: C -.. C' is a morphism of monads, then AI\JI::ACI:""" AC'I:

is also a morphism of monads.

We must still construct morphisms of monads C ....Oi C .s'. and, by
n n-l

the lemma, it suffices to do this in the case i:; 1.
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Proposition 5.4. For n> 1, there is a morphism of monads

j3 : e - cc IS such that a = (Oa IS) j3. Therefore a factors as
n n n- n n- n n

a composite of morphisms of monads

e -ne S _ ••• _On-Ie sn-l _onsn.
n n-l 1

Proof. Define 13 : e X - 0 e 1SX as follows. Let
n n n-

c = < c 1' ..• ,cj
> E CnO), let x = (xl"'" x

j)
E x

j
• and let t E I. Write

n-I n-I
c = c I Xc" • whe re c I : J - J and c II : J r: J . Let r

I
••.• : r

1
. , in

r r r r r·

order, denote those indices r (if any) such that t E Since the c r

have disjoint images, the little (n-l)-cubes c II , 1 q i, have disjoint
r
q

images. Thus we can define j3 by the formula
n

(1) 13 [c,x](t) = * if t;' 0 and
n r=I

13 [c,x](!;) = [<c" , •• ,c" >, [x ,sI]' •••• [x ,s.]]
n r 1 r

i
r l 1

if -; (s<2=t, i s s s i. and for r, Irq!'
q

It is easily verified that j3 is well-defined and continuous.
n

formula (1) and Theorem 5.1 give

n-l
For v E S ,

(2)

rI[x ,s,u]
na ISo/3 [c,x](t.v) =-{ r
n- n l*

if c (s,u)=(t,v)
r

if (t,v), Im c.

Thus Oa IS -/3 = a : e X - The fact that 13 is a morphism of
n- n n n n

monads can easily be verified from the definitions and also follows (rom the

facts that 13 and Oa 1S are inclusions for all X and that a and Oa 1S
n n- n n-

are morphisms of monads.
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We conclude this section with some consistency lemmas relating

Theorem 5.1 to the lemmas at the end of section 1. These results will

be needed in the study of homology operations; their proofs a:l:"e easy veri-

fications and will be omitted.

Lemma 5. 5 • Let w: (Y, A) - On(X(Y' A» be the homeomorphism

defined by w(f)(v)(y). f(y)(v) for y E Y and v E s", Then w is a c -n
morphism with respect to the actions an(Y on A) and en on

On(x(Y' A».

In particular, w: ) - (On(OX), a ) is a C -mo rphism,n n n
n

where e = 9 -'-1fT on 0 (OX). Observe that w t ranefe rs the first coordi-n ne- n

nate of On+1 X (y above) to the last coordinate. Under the identity map on

oan corresponds to an+l , and Lemmas 1.5 and 4.9 therefore

yield the following result.

Lemma 5.6. For X E l , the following diagram is commutative, and

09 0 = 9 fT' is
n,J n+l, J ' n, j

!:.-equivariantly homotopic to a 0 = a +1 .tr •
J n-r r , J n, J

en(j) x (Q

j
::'x)i

n ,)

ontlx i

1x pj i> t: (j) x (nnX)j

n 19 .
n,J

p
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LeIIlIIla 5.7. Let f: X -.. Band g: Y -.. B be maps in J. Identify
n

On(X X
B
Y) with xO BOny as subspaces of nnx X ony. Then the

n
, -actions 9 and e ,p. Beare identical. In particular. 9 agrees with
n n n n n

ReIIlarks 5,8. Lemma I, 9(ii) is obviously inappropriate for the study of

the product on lOQp spaces for n < 00, Obse rve that may be

given the product

where; is the standard product. Clearly nn-l; is then a C l-IIlorphism.
n-

SiIIlilarly. we can give nnX the inverse map nn-l c : -.. nnx. whe;re

c:nx - OX is the standard inverse. and then nn-l c is a C l-IIlorphisIIl.
n-

The point is that the product and conjugation on will COIIlIIlute with

any hornoIogy operations which can be derived froIIl the action e
n_ l

of

, 1 on nnX•
n-



6. The approximation theorem

This section and the next will be devoted to the proof of the approxima-

tion theorem (2.7) and related results. The following more detailed state-

ment of the theorem contains an outline of the proof.

Theorem 6.1. For X E '1 and n 2:: I, there is a space E X which
n

contains C X and there are maps 1T : E X - C lSX and
n n n rr-

a : E X such that the following diagram commutes:
n n

c
'II'
n

p

where, if n = 1, c SX =SX and a is the identity map. E X is contractibleo 0 n

for all X and 'II' is a quasi-fibration with fibre C X for all connected X.
n n

Therefore a is a weak homotopy equivalence for all connected X and all n,
n

We shall construct the required diagram and give various consequences

and addenda to the theorem in this section. The proof that E X is contract-
n

ible and that"1T is a quasi-fibration for connected X will be deferred until
n

the next section, where these results will be seen to be special cases of more

general theorems.
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Coupled with Propositions 3.4 and 3.10, the theorem the following

corollaries, which transfer our approximations for n » 1 and n::: 00 from

C
l

and C to arbitrary A and E opera.ds , The reader should recall
00 00 00

that a map is said to be a weak homotopy equivalence if it induces isomorphisms

on homotopy groups, and that two spaces X and Yare said to be weakly

homotopy equivalent if there are weak homotopy equivalences from some third

space Z to both X and Y. Thus the following corollary contains the state-

ment that the James construction MX is naturally of the same weak homotopy

type as QSX. for connected X; curiously, our proof of this fact uses neither

classifying spaces nor associative loop spaces.

Corollary 6.2 • Let X (; :r be connected and let C be any A ope rad,
00

Then the following natural maps are all weak homotopy equivalences:

Corollary 6.3. Let X (; 1 be connected and let C be any E opez-ad,
00

Then the following natural maps are all weak homotopy equivalences:

ex<'--'---- (c x e )X e X
00 00

and, if 1 n < 00, (C X e jx
n

Of course, for arbitrary (non-connected) X, we can approximate QnSXX

by QC lSX, since SX is connected.
n-
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Corollary 6.4. Let X E J and let C be any E operad, Then the
(;IJ

following natural maps are all weak homotopy equivalences:

ncr s
00

n(c X c )SX cc sx
00 00

nw s
acsx-s I

and, if I < 00, n(c X c )SX
n

ncr s
n

In these corollaries, all maps are evidently given by morphisms of

monads. Clearly this implies that these maps are H-maps, but the H-space

structure is only one small portion of the total structure preserved.

Remarks 6.5. +
In [4 l, Barratt has constructed an approximation Ir X I to

n
OO

soo IX I for connected simplicial sets X. Implicitly, Barratt constructs

a "simplicial operad" consisting of simplicial sets D *2::.. If we define
J

(j) = ID then we obtain an E operad f9, and it is easily verified
J 00

that Ir+xI is homeomorphic to DIXI (where D denotesthemonadinJ

associated to J9). Thus Corollary 6.3 displays an explicit natural weak

homotopy equivalence between Ir+xl and noosoolxl, for connected X. For

all X, r +X is a simplicial monoid. and if rx denotes the simplicial group

generated by r+x, then [r-x] is homotopy equivalent to noosoolxl. We

shall describe fa explicitly in section 15.

We begin the proof of Theorem 6. 1 with the definition of a functor E
n

from pairs (X, A) to spaces. E X will be the space E (TX, X), where TX
n n

denotes the cone on X.
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Let (X, A) be a pair in j , by which we understand

a closed subspace A of X with * E A. We construct a space E (X, A) as
n

follows. For a little n-cube f, write f = f' X fll, where f':J - J and

n-l n-d
fll:J - J : if n = I, then f =fl. Define c (j: X, A) to be the subspace

n

of CnO) X X
j

consisting of all points « c l' ••• , C? ' xl' ••• ' x j ) such that

if X i A, then the intersection in In of the sets (c' (0), 1) X cit (In - l ) and
r r r

c (I
n
) is empty for all s -I r. The equivalence relation l'::1 defined on

s

L: C (j) X X
j

in the construction, (2.4), of C X restricts to an equivalence
. >0 n n
J-

relation on 2: ! 0;X, A). Define E (X, A) to be the set
. >0 n n
J-

E (X,A) =
n

topologized as a subspace of C X. Since A is closed in X, E (X, A) is closedn n

in C X and E (X, A) E 'l).. E (X, A) is a filtered space with filtration
n n n

defined by
F.E (X, A) = E (X, A) r, F.C X ,
J n n J n

and F E (X, A) = *. Clearly C (j) X A
j C (j; X, A) and thuso n n n

C A C. E (X,A). If f:(X,A) - (XI,A') is a map of pairs, then
n n

E f: E (X A) - E (XI A I) is defined to be the restriction of C f: C X - C XI
n n' n' n n n

to E (X, A).
n

The following results, particularly Lemmas 6.7 and 6.10, show that the

definition of E (X, A) is quite naturally dictated by the geometry. Observe that
n

E (X, X) = C X; at the other extreme, E (X, *) is closely related to C IX.
n n n n-
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Let X E J and let [c.x] E En(X. *). where c = <c I ••••• c/

and x E (X - *)j for some j 2::. 1. Then j = 1 if n = 1 and

c " = <c.n ••.•• c!'> E C l(j) if n >1. There is thus a n.atural surjective based
1 J n-

map v : E (X, *) - C IX defined by the following formulas on points other
n n n-

than * :

(1)

(2)

vl[C,X] = x E X = CoX; and

v [c,x] = [c",x] E C IX if n> I.
n n-

Let x=(xI' .... x.),x EX-*. Fix and
J r

I s s s r. For definiteness. assume that So Let t E If n = 1.

then t E [c (0).1) () c (J). which contradicts the definition of t
1
(j ; X . *>;

r s

thus r 'I s is impossible if n = 1 and therefore j = 1. If n> 1 and if

n-1 n-t n
v e cll(J )f'\cn(J ). then (t.V)E c (J) and t£ (c'(O).l). which contradicts

r s s r

the definition of (j;X. *).
n

Thus the little (n-I)-cubes c" and c "r s
have

disjoint images and c " E C l(j).
n-

Notations 6.8. Let,..: (X, A) - (Y, *)
E '11'

posite map E (X. A) n» E (Y, *)
n n

be a map of pairs in 1'. Then the com-

vn
---i>)> C IY will be denoted '11' •

n- n

Since E is a functor and v is a natural transformation,,.. is natural on
n n n

commutative diagrams
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f 1
(XI, AI) (YI, *)

in the sense that C 19 o 1T = 1T1 • E f for any such diagram.
n- n n n

Lemma 6.9. For X E J and n:::::' l, there is a natural commutative

diagram
c

c

1T
n

Proof. Define the cone functor T by TX = X X I/* X I""X X O. and

embed X in TX by x - [x, l]; SX = TX/X and 11': TX - SX denotes the

n-l n.._
natural map. Define TX - P 0 S x by the fo rmula

[x, s](t)(v) = [x, st. v]
n

n-l
for [x, s] E TX, t E I. and v E S •

Then the following diagram commutes and the result follows:

c
X )TX iii> SX

"oj '"
"n

C ) POn-lSJX p ) On-lSJX
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Since a factors as the composite e c> C '11 , the lemma gives half of
n n n'n

the diagram required for Theorem 6.1. The following sharpening of Lemma

5.6 wi1l1ead to the other half of the required diagram and will also be needed

in the study of homology operations on n-fold loop spaces.

... I!' n-d n.; n-I
Lemma 6. IO. For X E r , define e .: c;; (j;pn X, n x) - pn X

n,J n

( n-I n
as follows. Let c, y) E I; n( j;P n X, n X), where c » < c l ' ... , c/ and

n-d
y::: (YI" •• ,Yj). For tEl and v E S ,define

Iv (sHu)

'9 .(c,y)(t)(v)::: lyI:'(1 )(u)
n,J r

i ..

if c (s,u) = (t,v)
r

it t2.c'(l),c"(u) = v Y
r 'r'

o t he r-wi s e

Then the following diagram is commutative:

p

1

9 .
n,J

e
n-d , j

The definition of e (j; gives that if q -I r and
n

, n n
Yr n X, then no element of cq(J ) has the fo rm (t,v) with and
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v E clt{J ).

r

joint domains.
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N

Thus the first and second parts of the definition of 6 . have
n, J

n-d
Of course, y (sHu) ::: * for u E ar ,and it follows that

r

dis-

e . is continuous. By comparison with Theorem 5.1. '8 .::: 6 . on
n,J n,J n.J

C (j) X Fe l' is defined in Lemma 1. 5, and the commutativity of the
n n- ,J

bottom square follows from that lemma. The commutativity of the triangle is

immediate from the definitions, since <T1 1 . is given by f .... 1 X f On little
n- ,J

(n-I)-cubes f.

Lemma 6.11. . For X E J . the maps e .: E; ....Pon-ix
n.,J n

'" n-l n., n-dinduce a map 6 : E (PO X, n x) .... PO X such that the following diagram is
n n

commutative (whe re, if n « I, e ::: 1: X .... X):
o

n

c

Proof.
,..., N N

6 .(C<T, y) ::: e .(c, <TY) and e . I{er.c, y) ::: 6 .(c, s.y), in the
n,J n,J n,J- 1 n,J 1

notation of Construction 2.4, and therefore e is well-defined. The previous
n

lemma implies that e ::: e on C Clearly
n n n

:::
{

Y*r {l ){U)pe [c, y](v)
n

if c"(u)::: V and y
r r

otherwise •

By the definition p ::: V • E P and by the definition of v in Lemma 6.7
n n n n

'"and of e
n
_
I

in Theorem 5.1, pen::: 9
n_1

P
n

follows.
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N"" N n-l n._
Define a = e • En: E X = E (TX, X) ..... Po S x , Then the com-

n n n rn n n

mutativity of the diagram in the statement of Theorem 6. 1 results from

Lemmas 6.9 and 6.11.

We complete this section by showing that our approximations relate

nicely to the Hurewicz homomorphism h and to the homotopy and homology

suspensions S*. Recall that we have morphisms of monads e:C ..... N,
n

where NX is the infinite symmetric product on X; by abuse, if n = 1, E

here denotes the evident composite C
l

..... M ..... N. For connected spaces X,

N

we may identify 1T.(NX) with H.(X), and then h = "*: 1T.(X) ..... 1T.(NX) and
1 1 1 1

s* = a -1: 1T
i(NX)

..... 1Ti+l(NSX), where a denotes the connecting homomorphism-

of the quasi-fibration N1T: NTX - NSX with fibre NX; proofs of these results

may be found in [10].

Lemma 6. 12. Let 1T: (X, A) ..... (Y, *) be a map of pairs in T. and let

l denote the composite E (X, A) C X _t_ NX. Then the following
n n

diagram is commutative where, if n = l, a= ,,: Y - NY.

C 'l1'

CA E (X,A)
n

C Y)
n n n-l

£!
C.

It
N1T

1t
NA NX NY

Proof. The commutativity of the left-hand square is obvious and the

commutativity of the right-hand square follows easily from the definition

of 1T. For n = l, the crucial fact is that at most one coordinate x of ann r
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Corollary 6.13. Let X E j be connected. Then there is a natural

commutative diagram, with isomorphisms as indicated:

-n
a '"

-n n.._
where a • 1'1 :'lI'.(X)"" 'IT, (S x) is the homotopy suspension.

'n* 1 l+n

Proof. The triangles commute since a and E
n

are morphisms of

Remark 6.14.

monads. The upper square commutes by the diagrams of Theorem 6.1 and

the lower square commutes by the lemma applied to X C TX and 'lI': TX .... SX.

Let M(X,A) denote the image of the space El(X,A) under

the augmentation e: C
l
X .... MX; Gray [14] has made an intensive study of

M(X, A), which he calls (X, A) • The natural map 'lI': X .... X/A induces
co

'1f
l
: E

l
(X , A) "" X/A, and 'lI'1 clearly factors (via e) through a map

p:M(X,A) .... X/A. If A is connected (and if the pair (X,A) is suitably nice),

then, by Theorem 7.3 and [14J, '1f
l
and pare quasi-fibrations with respective

fibres CIA and MA, and e:cIA"" MA is a weak homotopy equivalence by

Proposition 3.4; therefore (;: E
I
(X, A) .... M(X, A) is also a weak homotopy

equivalence.



1. Colibrations and quasi-fibrations

We prove here that En(X,A) is aspherical if (X,A) is an NOR-pair

such that X is contractible and that, for appropriate NOR-pairs (X,A),

the maps wn:En(X,A) + Cn_l(X/A) and + are quasi-

fib rations with respective fibres CnA and Applied to the pairs

(TX,X), these results will complete the proof of the approximation

theorem. They will also imply that is a homology theory on

connected spaces X (which, a fortiori, is isomorphic to stable homo-

topy theory).

Theorem 1.1. Let (X,A) be an NOR-pair in:1. Then

(i) (FjEn(X,A),Fj_lEn(X,A» is an NOR-pair for j > 1.

(ii) If X is contractible, then En(X,A) is aspherical,and En(X,A) is

contractible if X is compact, or if X is the cone on A, or if n=l.

By Lemma A.5 applied to (X,A,*), there is a representation

(h,u) of (X,*) as an NOR-pair such that h(IxA) c A. By Lemma A.4,(h,u)

determines a representation (hj,uj) of (X,*)j as an Lj-eqUiVariant

NOR-pair. Since any coordinate in A remains in A throughout the homotopy

h
J
. , the representation (h.,u.) of (F.C X,F. lC X) as an NOR-pair which

J J J n J- n
was derived from (hj,uj) in the proof of Proposition 2.6 restricts to a

representation of(F.E (X,A),F. IE (X,A» as an NOR-pair. The contrac-
J n J- n

tibility statement is more delicate. Indeed, my first proof was

incorrect and the argument to follow is due to Vic Snaith. Let

g:I x X + X be a contracting homotopy, g(O,x) = x,g(t,*) = *, and

g(l,x) = *. Clearly 9 cannot in general be so chosen that g(IxA) c A.

For c = < cl ••• ,c j > £ Cn(j), write

vi(c) = 2 max (ck(l)-ci(l)/A(e),
kfi

c i = ci xci, ci: J + J, and define

where A(c) = min (ck(l)-ck(O».

Oefine a homotopy G:I X(FjE (X,A)-F. lE (X,A» +F.E (X,A) byn J- n J n

G(t,[c,xl ••• ,Xj]) = [c,g(tl'XI), ••• ,g(tj,Xj)]' where
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t

ttl-vile)) if a vile) < 1

o 1f vile) > 1

G is well-defined since, as is easily verified, implies that

(cI(O),l)x Ci(Jn-l)n ck(Jn) is empty for all k +i(and thus that the

i t h coordinate in X is unrestricted). G starts at the identity and ends

in Fj_1En(X,A) since vi(c) 0 for at least one i and each c. Note,

however, that G cannot be extended over all of FjEn(X,A). Now assume

that there exists £ > 0 such that g(I x u-l[O,£]) c u-l[O,l). If X is

compact, then there exists such an £ by an easy exercize in point-set

topology; if X = TA,(j,v) represents (A,*) as an NOR-pair, and

u[a,s]= v(a).s, h(t,[a,s])= [j(t,a),s], and g(t,[a,s])= [a,s-st],

then any £ < 1 suffices. Define a homotopy

each F.E (X,A) is contrac-
J n

in [30,9.4] shows that

for z £ F. lE (X,A) and by
J- n

if u
j
(y) > £/2

if uj(y) < £/2

deforms F.E (X,A) into
J n

can be deformed into

H(t,[C,y])

FjEn(X,A) by H(t,Z)= z

\ G(t,[c,y])

) 2t.u.(y)/
G( J £,[c,y])

for [c,y]£ FjEn(X,A)-Fj_1En(X,A). Then H
--1 --1u j [0,1) and, by the first part, u j [0,1)

Fj_1En(X,A) in FjEn(X,A). It follows that

tible, and the argument given by Steenrod

En (X,A) is contractible. For arbitrary contractible X, a map

f:Sq + En(X,A) has image in FjEn(Y,A n Y) for some j and some compact

Y c X; if £ is such that g(I x cu-l[O,l) then the homotopy

H above deforms FjEn(y,AnY) into u-l[O,l) in FjEn(X,A), and it follows

that f is null-homotopic. Thus En(X,A) is aspherical. Finally, if n = 1,

then we can write points of El(X,A) in the form [c,y] where the inter-

vals c i of c £ Cl(j) are arranged in order (on the line); then the

retracting homotopy for (X,*)j obtained from h j_l on xj-1 and g on X

by Lemma A.3 can be used to deform FjEl(X,A) into Fj_1El(X,A).
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Recall that a map p: E - B is said to be a quasi-fibration if p is

-1
onto and if p*: 1T.(E, p (x), y) - 1T.(B, x) is an isomorphism (of pointed sets

1 1

-1
or groups) for all x E B, yE P (x), and i O. A subset U of B is said

-1
to be distinguished if p: p (U) - U is a quasi-fibraHon.. The following lemma,

which results from the statements (10,2.2,2.10, and 2.15] of Do1d and Thom,

describes the basic general pattern for proving that a map is a quasi-fibration.

Lemma 7. 2. Let Pi E - B be a map onto a filtered space B. Then

each F.B is distinguished and p is a quasi-fibration provided that
J

(i) FoB and every open subset of F.B - F. 1B for j > 0 is distinguished.
J J-

(ii) For each j > 0, there is an open subset U

F
j
_
1
B and there are homotopies h

t:
U - U

such that

of F.B which contains
J

-1 -1(
and H

t
: p (U) - P U)

(a) h = 1
o ' ht(F. 1B) C F. IB, and h1(U)C F. 1B;

J- J- J-

(b) Ho = 1 and H covers h, pH
t
= htp; and

-1 ( -1
(c) HI: p x) - P {hI (x» is a weak homotopy equivalence for all x E U.

The notion of a strong NDR-pair used in the following theorem is defined

in the appendix, and it is ve rified there that (Mf' X) is a strong NDR-pair for any

map f: X - Y.

Theorem 7.3. Let (X,A) be a strong in J , and assume that

A is connected. Let 1T: X - X/A be the natural map. Then

(i)

(ii)

'l1' : E (X, A) - G 1(X/A) is a quasi-fibration with fibre GnA
n n n-

G "If: C X - C (X/A) is a quasi-fibration with fibre C A.co co co co
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The maps 'IT are defined in Notations 6.8. For the case
n

n = 1, recall that e (X/A) = X/A and define F (X/A) = * and Fl(X/A) = X/A.o 0

The proof for n = 1 will be exceptional solely in that we need only consider

the first filtration. j = 1 below. and therefore no special argument will be

given. F e l(X/A) = * is obviously distinguished, and we must first show
o n-

that any open subaet V of F.e leX/A) - F. Ie I(X/A) is distinguished.
J n- J- rr-

By use of permutations and the equivalence relation used to define E (X.A),
n

and by the definition of 'IT • any point y E 'TT -1 (V) may be written in the follow-
n n

ing form:

(2) y= [<e,d>,x,a]. where e = <cl .... -r E Cn(j). d= <dl ••••• <)?EC n(k).

x E (X-A)j. and a E A
k;

here if c = e' Xc". c' :J -+ J, then the inter-
r r r r

n-l. n,
section of (e' (0).1) X c"(J ) and d (J 1 is empty. and

r r s

'TT (y) = E V, where e" = <e'l' ••••• c!'> EC 10).n J n-

Define

that q

q: 'TT -I(V) - e A by q(y) = [d, a] for y as in (2). It is easy to verify
n n

is well-defined and continuous. We claim that 'TT Xq:'TT -I(V) .... V X e A
n n n

is a fibre homotopy equivalence. and this will clearly imply that V is dis-

tmgurshed, Define morphisms of operads

by the formulas

IT +: /0 _ C and T-' r .... r:
l".n_l n ·l".n \on

(3)

(4)

+ +. + 1 + 1
IT (f) = g X f on httle (n-l)-cubes f. where g (s) = tcl+s). g (J) = (2.' ,I).

"(r) ( n-l _ 1 - (I
T f = g" X 1 )f on little n-eubes f, where g (s) = 2.'5. g (J) = 0.2.')'

-1
Then define w: V X e A - "11" (V) by the formula

n n
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. +
= [<IT (c").,.-(d»,x,a], where c" E C'n_lO),

. k
x E (X - A)J, dEC (k}, and a E A (for any k 0).

n

The definition of IT+ and -r- ensures that the little cubes on the right satisfy

the requirements specified in (2) for points of 1T -1 (V). Clearly w is con-
n

tinuous and fibrewise over V. Now (1T X q) w is the map 1 X ,.-, where
n

,. -: C A .... C A is the as sociated mo rphism of monads to -r-: C .... (; .
n n n n

- - n-dSince 1 e:i! T via the homotopy induced from f .... (gt X 1 )f on little n-cubes f,

where g;(s) = (s - (1I"n X q)w is fibre homotopic to the identity map. On

. Y E 11" -1 (V) ( )pornts n written as in 2, we have

w(1I" X q)(y) = [< IT+(c ll), ,. -(d», x, a]
n

Construct a fibre-wise homotopy 1 X q) by deforming d into ,.-(d) as
n

above (without changing c, x, or a) during the first half of the homotopy and

then deforming c into IT+(cll) by deforming each c' linearly to g+ (without
r

changing ,. - (d), x, or a) during the second half of the homotopy. It is easily

verified that the disjoint images and empty intersections requirements on the

little cubes of points of 1T -leV) are preserved throughout the homotopy. Thus
n

1T
n
X q is a fibre homotopy equivalence and V is distinguished. It remains to

construct a neighborhood U of F. 1C 1(XlA) in F.C 1(XlA) and deforma-
J- n- J n-

-1
tions of U and of 1T (U) which satisfy the conditions of Lemma 7. 2(ii). Let

n
-1u ,v) represent (X, A) as a strong NDR-pair, and let B = v [0,1); by

definition, 1 (I X B) C B. Define U to be the union of F
j
_
l
C
n_1

(X/A) with

{[Cll,1T(X
l
) , ••• ,1T(X

j
) ] I xrE B for at least one index r},
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Let (h, u) be the representation of (X/A. *) as an NOR-pair induced from

(l,v) by 11", and let [h.• u.) and (1.,v.) be the representations of (X/A, *)j
J J J J

and (X, A)i as NOR-pairs given by Lemma A. 4. Let (h.,;'.) be the repre-
J J

sentation of (F.C lX/A,F. IC IX/A) as an NDR-pair given by Proposition
J n- J- n-

'"then u'.(x) < 1 if and only if x E U. and h. restricts to a strong deforma-
J J

IV

tion retraction h.: I XU - U of U onto F. IC IX/A. Define
J J- n-

li: I X 11" -1(U) -11' -l(U) by l i (t , y) = y for y E Fi-IE (X,A), where
n n n

Fi-IE (X,A)" 11' -l(F. IC IX/A), and by the following formula on points
n n J- n-

y E 1I"n-
I(U)

- Fi-IEn(X, A) written in the form (2)

( 6)
Nj
I. (t,y)=[<c,d>,1. .(t,x),a]

J

I j is well-defined since 1 (t, a) = a for a E A, and clearly I j
,-v

covers h. and
J

is a strong deformation retraction of 11" -1 (U) onto Fi-IE (X, A). By Lemma
n n

7.2, it suffices to prove that if x E U and x',. 'h.I(X). then I J
1
·: 11" -1 (x) _ 11" -l(x ')J n n

..,. ·-1
is a homotopy equivalence. Since I. J is constant on F J E (X, A), this is

n

trivial for x E F. 1C 1(X/A). Thus consider a typical element
J- n-

x E U - Fj_1Cn_I(X/A), say

Let l"l (Xl' ••• , x.) = (Xl' , ••• , x!). Some of the x' lie in A. By use of per-
J J J r

mutations and the equivalence relation, we may assume that x' ( A for r:::' i
r

and x' E A for i < r :::. j (i may be zero). and then
r

'"x' =hj l (x) =[< c ll .... ,cli>. ".(xp, •••• 1T(XPJ.
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Consider the following diagram:

-1
11" (x)
n

'n
X q II w

xXC A
n

Here the q and ware defined precisely as in the first part of the proof, and

11"n X q and ware inverse homotopy equivalences. We shall construct a

-1 "" j N

homotopy H: 1 X (x X C A)"" 11" (x') from 1.
1

e w to w.(hol X 1). This will
n n J

imply that 11 is homotopic to the composite of homotopy equivalences

""wo(hol X 1)"(11" X q). Since A is connected, we can choose paths p:1"" A
J n r

connecting x' to * for i < r j. Define H by the formula
r

(7) H(t, x, [d, a]) = [<IT+(c ll ) , T-(d». xi, ••• ,xi ,Pi+1(t), ••• ,Pj(t),a].

Clearly H is well-defined. and H
o

= I.
l
j
w and HI = w (h

j l
x i ) are easily

verified from (5) and (b). This completes the proofof (i).

(ii). Define a subspace c' (j; X.A) of
n

(j X, A) by
n

(j;X.A)= {«cl ••••• c.>.xl ••••• x.)1 c' = g+if x ( A},
n J J r r

where g+ is defined in (3). Let E' (X.A) denote the image of 2: " (j;X.A)
n .>0 n

in E (X, A). and let "IT' ': E' (X. A) .... C 1(XlA) be the restriction of 11" ton n n n- n

(X, A). With a few minor simplifications. the proof of (i) applies to show

that "IT' is a quasi-fibration. We have been using E (X. A) rather than
n n
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E' (X, A) since the contractibility proof of Theorem 7. I does not apply to
n

E' (X, A); a fortiori, these spaces are weakly homotopic equivalent and can
n

be used interchangeably. We now have commutative diagrams

tr

E'(X,A)
n

)l- Et (X,A)

'JIX/A)
nt1

In'
0-

n+l

n-l
) C (X/i:'.,)

n

and
t

o:
n

j
C (X/A) C (X/.';)
n n

i

+
0-
n

where tr + is defined by rr +(f) = g+ X f on little n-cubes f, and i is the
n n

inclusion. (X, A) was introduced in order to ensure that

C • t , C X
n+I 1T 01 =rrn01Tn+l. Lemma 4.9 implies that rrn Q! : CnX - n+l '

naturally in X, and, since rr' (c) = 1 X c on little n-icube s c, we evidently
n

have that rr' Q! rrt: C X - C IX, naturally in X. Now pass these diagrams
n n n nt

Hrnits wtfh h b' h + + Fto ltn1tS wrt respect to t e rrn' 0 s e rvmg t at rrntl rrn =rrn+l rrn" or

x E C (X/A) and y E (C 1Tf
1(x),

we have a commutative diagram
00 CD
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+(J"
00

C '!i
00

1 ,,+
co

Clearly 11'1 is still a quasi-fibration; since (J" O! (J"+, naturally, both the top
00 n n

composite i<T+ and the bottom map (J"+ ; as well as '11" • induce isomorphisms
00 co 00

on homotopy groups (or sets). Since '11'1 (J" +* is a monomorphism, so is
co* co

(Coo'll')* on the left. Since (J";* 'II':n* is an epimorphism, so is {Cco1T)* on the

right. It follows that

(C X,(C 11'f
l(x),y)

-'II'*(C (X/A), x]co 00 00

is an isomorphism for all x and y, which verifies the defining property of a

quasi-fibration.

The second part of the theorem has the following consequence.

Corollary 7.4. For any E operad I; • '11'. (CX) defines a homology
00

theory on connected X E 3" and 'II'*(nCSX) defines a homology theory on all

X E :r. These theories are isomorphic to stable homotopy theory, and the

morphism of homology theories E*: - 1T*(NX) is precisely the stable

Hurewicz homomorphism.
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Proof. By Proposition Z.6 and the homotopy exact sequence of the

quasi ..fibrations C ex>X - CooMf - CII)Tf' where T f =M/X is the mapping

cone of f:X" Y. 'II'*(C
ooX)

satisfies the axioms for a homology theory on

connected X. Since suspension preserves cofibrations and looping preserves

fib rations • 'II'*(0 CooSX) satisfies the axioms for all X. The natural weak

homotopy equivalences of Corollaries 6.3 and 6.4 clearly allow us to trans-

fer the result to arbitrary E00 operads t . and the maps (a
oo)*

and

(OaooS)* define explicit isomorphisms with w:(X) ='II'*(OX). The statement

about t* follows immediately from Corollary 6.13.



8. The smash and composition products

The purpose of this section is to record a number of observations

relating the maps e : C nnX -+ nnX and a : C X -+ to the smash
n n n n

and composition products, and to make a few remarks about non-connected

spaces. The results of this section do not depend on the approximation

theorem and are not required elsewhere in this paper; they are important

in the applications and illustrate the geometric convenience of the use of

the little cubes operads.

n n n
We identify n X with the space Hom,.,. (8 ,X) of based maps 8 -+ X,

J
n n/ n. n., n+l

8 = I 8r, and we w rft e S for the inclusion n X -+ n 8X given by sus-

pension of maps.

For X, Y E 'T , the smash product defines a natural pairing

rn.._ n m+n ..
n X X n Y -+ n (X 1\ Y); explfcitIy,

(f 1\ g)(s, t) = f(s) 1\ get)

¢:nmx X nmX -+ nmX denotes the standard (first coordinate) loop product,

m n
then, for f

l,
f 2 E n X and g E nY, we have the evident distributivity formula

Diagrammatically, this observation gives the following lemma.
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L ,emma 8. 1. For X, Y E the following diagram is commutative:

lXlX6,

1 X tX 1

l

where is the diagonal and t is the switch map.

Now the loop products in this diagram are given by e Z(c), wherem,
- m-l + m-l >- - +c = < g Xl, g Xl > E c... (2) with g and g as defined in formulas

m

(7.3) and (7.4), and the lemma generalizes to the following computationally

important result.

rr:
Proposition 8. Z. For X, Y E and all positive integers m, n, and i,

the following diagram is commutative:

e . Xl
m,J

where is the iterated diagonal and u is the shuffle map.



72

Proof. We must verify the formula

e .(c,xl, ••• ,x.)A y = e .(C,Jelfo y, ••• ,x.I\y)
m,J J m,J J

for xi E y E any, and c = < c
l'
••• , -r E CmO). By Theorem 5.1, if

s E 1
m

and t E fl, then

{

X (s') 1\ yet)
e .(c. xl" Y•••• , x./\ y)(s, t) = r
md J *

if C (s')=s
r

if slImc

Visibly, this agrees with e .(c. xl' ••• , x.)(s)" yet).
m,J J

An equally trivial verification shows that we can pull back the smash

product along the maps a in the sense of the following proposition.
n

Proposition 8.3. Define a map " : C X X C y ..... C (X "Y) bym n m+n

c= <cl ••••• c.>EC 0),
J m

k
and y = (y l' •••• Yk) E Y :

the following fo rmula on po inta [c. X JE C X and [d. vl E C y. with
m n

x =(xl ..... x j ) E xj. d = <dl' .... E C n(k).

[c,X]" [d,y] = [e.zJ.

where

and

e = < c IX dl, ••• , c I X •••• , c j X d l •••• , c j X

Z = (xl" Y1'· •• , Xl '" Yk" •• , x j " YI' ••• , x j "Yk )

Then the following diagram is commutative:

A
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(where we have identified stnx 1\ sf1.y = X 1\ Sm 1\ Y 1\ Sn with

m n m+n .
X A Y 1\ S 1\ 5 :: 5 (X ,., Y) V1a the map 1'" t 1\ 1).

We can stabilize the smash products of the previous proposition, up to

homotopy, by use of Lemma 4.9 and the following analogous result on change

of coordinates.

Lemma 8.4.

by letting S'f,

n-l n-l n IL_
Let X E j. Define 5':0 5 X -0 5 x,

n-l n-l
f E 0 S X, be the following composite:

1,

Then 5' is homotopic to 5, where Sf = f " 1: Sn -

constructed in the proof of Lemma 4.9.

Proof. Let
n n

T, T': 5 - 5 and h: T c! T' be the maps and homotopy

n-l n-l
For f E 0 5 X and s E I, let

Then Ho(f) =f" 1 and HI (f) =(t 1\ 1) 0(11\ f), as required.

Of course, it is now clear that the n suspension maps

On-lSn-lX ....nnSnX and C IX .... C X obtained by the n choices of privileged
n- n

coordinate are all homotopic. It follows easily that the smash products of

Proposition 8.3 are consistent under suspension, up to homotopy, alii m and n

vary.
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We next discuss the composition product. Let F{n) denote the space

of based maps Sn - Sn regarded as a topological monoid under composition

of maps.
N N

Let F. (n) denote the component of F en) consisting of the maps
1

of degree I, As usual. we write

F(n) =F1 (n) \J F-1 (n) and SF(n) =F1[n),

F(n) may be identified with OnSn. and then. by (5.6). S:F{n) - F(n+l)

and identify F with QSO as a space. For X E ':J • define

agrees with We write F for the monoid

n.; N n
c :0 X X F(n) - 0 X
n

lim F(n)-

to be composition of maps. Then c ia a right action of the monoid F(n)
n

n
on the space 0 X. The diagram

n C-'

Q X X

j
F(n-l)

'",,",

1 X S

nQ X X F(n) n

is evidently commutative fo r all n 1. The refo r e , if

the maps

{y·1 E 't . then
1 co

induce a right action c : Y X F - Y of on Y. Of course.
co 0 0 0

c : QSO XF - QSO coincides with the composition product on F. The
co

composition product enjoys another stability property. which is quite analogous

to the result of Lemma 5.6.
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Lemma 8.5. For X E J and n I, define Pc : X F(n) .....
n

by Pc (x, f)(t) = c (x(t), f) for x E f E F(n), and t E 1. Then the
n n

restriction Oc of Pc to On+1 X X F(n) is the composite
n n

and the following diagram is commutative:

p x i

The precise relationship between the smash and composition products

is given by the following evident interchange formula.

Lemma 8.6.

Lemma 8.7.

For x E OmX, y E Ony , f E F(m), and g E r(n),

c (x,f) A c (y,g) = c + (x,-y,fl..g)
m n m n

""'"The composition and smash products on F are weakly

homotopic, and both products are weakly homotopy commutative.

Proof. For f E F(m) and g E F(n), we have the formulas

since
rn m n. n

(5') g = 1 "g and 5 f = f" 1 • 5 and 5 I a re homotopic by

Lemma 8.4, and the result follows.
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We shall obtain an enormous generalization of this lemma in the

EeOOld paper of this series. There is an E operad 1 such that 1. acts
00

,....
on F (so as to induce the smash product) in such a manner that the com-

position product F X - F is a morphism of J.. -spaces.

Of course, there is a distributive law relating the loop product t1 to

the composition product, namely

for f
l,

f
2

E and g E F{n-l). Diagrammatically, this gives

Lemma 8.8. For X E l' , the following diagram is commutative

n <V t1 X Sf
X F{n)OXXO XF{n-l) )l

IXIX..8'1 len
X X F{n) X F{n)

i x r x r I 1-i' c x e
n '" n nn x F{n) Xn X x F(n)

The following generalized distributive law is proven, as was

Proposition 8.2, simply by writing down the definitions.

Proposition 8.9. For X E J and all positive integers m, n, and j,

the following diagram is commutative:



Y E Then
r
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I X c j
mtn

We can pull back the composition product along the approximation

maps an' but this fact is slightly less obvious. The following reinterpre-

tation of the definition of the maps e . will aid in the proof.
n,J

Lemma 8.10. For X E J . let jx denote the wedge of j copies of

X and let p: jx -+ X denote the folding map. the identity on each copy of X.

Let c = (cl •••• cj'>E Cn(j) and s » (yl' •••• yj),

6 .(c. V): Sn -+ X is the composite
n,J

ylv ••• IIY. P
js J ,..

where c is the pinch map defined by c(v) = * unless v = c (u) for some r
r

and u , when c(v) = u in the r t h copy of Sn.

We next describe C SO and ex : C SO - OnSn; these maps playa cen-
n n n

tral role in the homological applications of our theory.
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Lemma 8.11. For any operad C , cso is homeomorphic to the dis-

joint union of the orbit spaces C(j)/:E
j

for O.

Proof. If SO has points * and I, then any point of cs
o
other than

* can be written in the form [c,l
j],

c E (: (j).

Lemma 8.12. Consider a : C 50 - nnSn. For c E c (j), write
n n n

5 ,.,
a (c) = a [c, IJ E F .(n). Then a (c) is the composite
n n J n

Proposition 8.13. Define a map c : C X X C 50 - C X by
n n n n

for c E nO)' x = (xl' ••• ' Xj) E X
j
• and dE' n(k). Then the following

diagram is commutative for all n, 1" n ,<X>:

c
n

Proof. Let 1")n(X) = ••• where

1") (x )(s) = [x ,s] for s E s". Since a = e • C " , it suffices to verify
n r r n n n rn

the commutativity of the following diagram:
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--k k 'l1:n(x)
Sn

'Y(d, c )
jksn ..

P
....

dj
T1 (x)

I,
kSn E jsn n ,,)SnX..

The result follows easily from the definition of 'Y, in 4.1.

Note that, in contrast to the smash product, the following diagrams

are commutative for all n:

c
n

o
C IX X C ISn+ n+

and
c
n

Of course, a: C X - fails to be a weak homotopy equivalence for
n n

non-connected spaces X, essentially because 'IT (OnSnX) is a group and we
o

have not built inverses into operads. Conceivably this could be done, but the

advantages would be far outweighed by the resulting added complexity. It may

be illuminating to compute 'IT (ar ):'IT (C X) - 'IT (OnSnX). Recall that if S is a
o n 0 0 0

based set (regarded as a discrete space), then MS (resp. NS) denotes the

free monoid (resp., free commutative monoid) generated by S, subject to the

N ,..,
relation * = 1. Let MS (resp., NS) denote the free group (resp., free com-

mutative group) generated by S, subject to the relation * = I, and let

i: MS - MS (resp., j: NS - N'S) denote the evident natural inclusions of monoids.
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For X E T , the horizontal arrows are all

isomorphisms of monoids in the commutative diagrams

• Tl"o(CjX) and, if n > I , '" rr (C X)

1'01, ,1 o I: 10 )
o n

,.,.
'IT (onsll.;;:)MTl" (X) .. 11 (nSX) N1T (X)

0 0 0 0

Here the horizontal arrows are induced from the set maps

'If ('I] ):'If (X)-'If (C X) and 'If (11 ):'If (X)-'If
ono on ono 0

,v ,.,J

by the universal properties of the functors M, N, M, and N.

Proof.

n = 1); then the product in C X may be taken to be
n

[c, x}- Cd, y] = [y(b; c, d), x, vl

for c E C'n (j), x E X
j
, dE" n(k), and y E X

k
• It follows easily that the image

of 'If (X) generates 'If (C X) as a monoid. Thus the top horizontal arrows
o 0 n

are epimorphisms and by the diagrams, it suffices to prove that the bottom

horizontal arrows are isomorphisms. For n >I, we have the evident chain

of isomorphisms

For n 1, let X denote the component of g, where g runs through a set
g

of points, one from each component of X. Define open subsets U of SX
g

by
U*= {[X,s} I XE X* or S c l 3

or s >"4}
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for g +'" .

For g +h, Ug '"' Uh =U., and '11'1 (U",) ='" since U'" is homotopy equivalent

to SX." For g +*, 'lI'1(U ) is free on one generator, since U is homo-g g
IV

topy equivalent to S(X* U X
g
), and therefore '11'1 (SX) =Mll'o(X) by the

van Kampen tmitorern.



9. A categorical construction

We shall here introduce a very general categorical "two-sided bar

construction". When we pass back to topology via geometric realization

of simpliciaJ spaces, this single construction will specialize to yield

(1) A topological monoid weakly homotopy equivalent to any given

A space,;
00

(2) The n -fold de-looping of a C -space that is required for our
n

recognition principle;

(3) Stasheff's generalization [:aJ of the Milgram classifying space

of a topological monoid.

The construction also admits a variety of applications outside of topology;

in particular, as we shall show in si o, it includes the usual two-sided bar

constructions of homological algebra.

Throughout this section, we shall work in the category JJ of

simplicial objects in an arbitrary category T. Since verifications of

simplicial identities are important, we recall the definition of simplicial

objects and homotopies and then leave such verifications to the diligent

reader.

Definition 9.1. An object X E Jr is a sequence of objects X E J ,
q

q.2:,O, together with maps a.:x -X 1 and s.:X -X in J ,
1 q q- 1 q q+1

°s i s q, such that



that a.f = t lao and s.t = fq+lS"
1 q q- 1 1 q' 1
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.. 8 8 8 if '1' < J'u •• = . 1 '
1 J J- 1

r
l°j if i < j

0,5,= 1

J

if 1 = J 01' i ;;;
1 J

s.
if i > j+lJ

A map f: X - Y in J1 is a sequence f:X - Y of maps in T suchq q q

A homotopy h: f t4 g in ,41 between

maps f, g: X - Y consists of maps hi: X q - Yq+l' 0 i So q, such that

8 h = f and 8q+1hq = gqo 0 q

h. 18. if i<j
J- 1

a,l,. ;;; e.a, 1 if i = j > 0
1 J J J-

h ..a. 1 if i > j+1
J 1-

{ hj +1
S

;

if is,j

a.h , =
1 J

h.s . 1 if i> j
J 1-

Thus a purely formal homotopy theory exists in .J'1 . regardless of

the choice of 1 . and we can meaningfully speak of homotopy equivalences,

deformation retracts, etc. When 1 is our category of spaces, these

notions will translate back to ordinary homotopy theory via geometric

realization.
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We shall need a few very elementary observations about the relation-

ship between J and A1 . For X E J' • define X*E J. 'J by letting

For a map

The followingAT by f = f.
q

X* in ,dJ .

X = X and letting each a. and s. be the identity map.
q 1 1

f:X - XI in '] • define f*:X* - in

lemma characterizes maps in and out of

Lemma 9.2. Let X E '1 and let Y E j J . Then

(i) A map p:X - Y in 'J determines and is determined by the map
o

in 11 defined by T (p) =S qp : if
q 0

r':-J , 0""""is a commutative diagram in where gEl.) J . then

T *(p)
X'" -------,.) Y

"j jg
--------:;:>3> Y'

is a commutative diagram in J. 'J.
x.a0 =x,a l : Y 1 - X determines and

in i1 defined by £. (x)=x.o a q:
q 0

X. : Y - X in 1 such thato
A map(ii)

is determined by the map '*(x'): Y - Xl\<

if
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is a commutative diagram in 1 , where g E J'j and both "a
o
= "a

l
and

" 'a0 = "I a1 ' then

is a commutative diagram in J:r .
If F: 1 -1'

fined on objects Y E

is a functo r, let F *: A']" - J j , denote the functo r de­

i 1 by F Y =F{Y ), with face and degeneracy
q q

operators F{a.) and F{s,). If ....: F ­ G is a natural transformation between
1 1

r. l'functors J ­ , let tJ.*:F * ­ G* denote the natural transformation 'iefined

by tJ. =tJ..q

a monad inJJ 1 and the category

Lemma 9.3. Let (C,tJ.,,,) be a monad in J. Then (C*' tJ.*, "*) is

J C[:J] of simplicial C­algebras is

t

isomorphic to the category C*[J l' ] of C*­algehras.

Proof. The first part is evident from Definition 2. i. For the second

part. an object of either J c[ 1 ] or c*[,i j] consists of an object

together with maps S : CX .. X in 1 such that (X ,S) E C[ r ]
q q q q q

and the following diagrams commute:

Sq
CX ­ ): X and

cacij q l:i
Sq_1

X
q­1 q­i
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The point is that the diagrams which state that e: C*X - X is a map in 11
are the same as the diagrams which state that each a. and s , on X is a

1 1

morphism in C[ r ].
We need a new concept in order to make our basic construction.

Definition 9.4. Let (C, flo, '1')) be a monad in 1'. A C-functor (F, x)

in a category Y is a functor F: 3" - "( together with a natural transforma-

tion of functors >..: FC - F such that the following diagrams are commutative:

FTJ and FI-'

A morphism v: (F,>..) - (F',>..') of C-functors in 11 is a natural transforma-

tion v: F - F' such that the following diagram is commutative:

FC

>..1
F ----.,;;;...----':> F'

This definition should be compared with the defintion of a C-algebra:

a monad in "J can act from the left on an object of :r and from the right

on a functor with domain '1. The following elementary examples will play

a central role in all of our remaining work.
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Examples 9.5. (i) Let (C, JJ.,,,) be a monad in 1'. Then (C, JJ.) is itself

a C-functor in 'f. Since (CX, JJ.) E C[ 11 and JJ.: C
2X

- CX is a morphism

in C[ '1 1 for any X E 1 , (c, JJ.) can also be regarded as a C-functor in

C[ 1 1, by abuse of language.

(ii) Let a: (C, JJ., '1) - (D, v, 1;.) be a morphism of monads in 'J. Recall

that if (X, s) is a D-algebra, then a*(X, s) i:: (X, S·a) is a C-algebra.

Analogously, if (F,).,) is a D-functor in j , then a*(F,).,) = (F,).,· Fa) is a

C-functor in J , in view of the following commutative diagrams:

and FCC

Fal

FDC

F FC

FDa

FC\'

Fv

In particular, by (i), (D, v , Da) is a C-functor in D[ 'J 1; composing

D: T - D[ J 1 with a*: D[ 1 1- c] 11, we can also regard (D, v. Da) as a

C-functor in C[ r]. Clearly a: (C, JJ.) - (D, v· Da) is then a morphism of

C-functors in C[ J ].

(iii) Hom
T

(X,AY) - Hom-V (I:X, Y) be an adjunction between

functors A: 1r - 1 and I:: r - "V. Let (AI:, v , t;.) be the monad in 1
"c-f

which results by Lernrna 2. fO; thus t;. = 'II (fI:) and v = 1.AI:).

Clearly (I:, I:» is a AI:-functor in Y.
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(iv) Let a: (C, fL, TJ) - (1I.r., v , Q be a morphism of monads in :r ' with

1I.r. as in (iii). Obviously Jt(a):= Jt(f)er.a: r.C - r.. Thus, by (ii) and (iii).

(r., Jt(a» is a C-functor in v and

is a morphism of C-functors in C[ 1" ].

Construction 9. 6. Construct a category 13 (7 ,'V) and a functor

B*: IS(T.'V) -J'Jr as follows. The objects of <l3 (7 ,'V') are triples

«F, x), (C, fL, 1'\), (X, 6»,

abbreviated (F, C, X), where C is a monad in s ,F is a C-functor in Y

and X is a C-algebra. Define B*(F, C, X) by

B (F,C,X) =FC'lx,
q

with face and degeneracy operators given by

ao =x
a. = FC

i
- \

1

a = FCq-fg
q

i
s , = FC 1'\
1

>.. :FCqX - FCq-fX

fL:Cq-iHX - 0 < i < q,

g :CX - X

TJ:cq-ix_cq-iHx,

A morphism (T,ljJ,f): (F,C,X) - (F',C',X') in 13 ('J ,'V') is a triple

consisting of a morphism ljJ: C - C' of monads in '1 , a morphism

T: F _ljJ*F" of C-functors in C)f' , and a morphism f: X _ljJ*x r of C-algebras,

where ljJ*F' and ljJ*XI are as defined in Example 9.5 (iii). Define
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here - F'{C,)q is a natural transformation of functors :J - 1r ,

and 'lTl/i is defined by commutativity of the diagram

The following observation will be useful in our applications.

Lemma 9.7. Let (F, X,) be a C-functor in C)T and let G: 1r -11"

be any functor. Then (GF, ox) is a C-functor in 'V' and

B*{GF, C, X) = G*B*{F, CX)

In In..' f C a1 b X/J V or any - ge ra •

We next show that, as one would expect, B*{C, C, X) can be regarded

as a "simplicial resolution of X". This special case of our construction was

known to Beck [ 5 ] and others. The proofs of the following two propositions

consist solely of applications of Lemma 9. Z and formal verifications of

simplicial identities.
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Proposition 9.8. Let (C ...... 11) be a monad in j and let

(X. ) E C[ J]. Then £ *( ): B*(C. C. X) - X* is a morphism in 1c[ '] ]

and T*(TJ):X* - B*(C. c. X) is a morphism in ,IT such that

E*( ) • T *(11) = i on X*.

by

Define h.: B (C, C. X) - B (C. C. X), 0 So i So q,
1 q q...

Then h is a homotopy in J1 from the identity map of B*(C. C, X) to

T*(l1)E*( ). and hi o Tq(Tj) = TqH(Tj) for all i. Thus X* is a strong deforma-

tion retract of B.(C, C, X) in J:r .

Analogously. if for fixed F and C we regard B*(F, c. CY) as a

functor of Y, then this functor can be regarded as a "simplicial resolution

of F".

Proposition 9.9. Let (C ...... "1) be a monad in :J , let (F. >-) be a

C-functor in rt . and let Y E r . Note that (FY)* = F *Y *. Then

e*(>-): B*(F. c. CY) - F *Y * and T*(Fl1)IF *Y* - B*(F, c. CY) are morphisms

in J1r such that S'*(>-)oT*(FTj) = i on F *Y* • Define

h.: B (F, C. CY.) - B +..t (F, C, CY), 0 i So q, by
1 q q ..

i+i qH ...+2
h.=s ••• s'H·FC "1.8.+..... 8 :FC Y-FC Y,l1:Y-CY.
1 q 1 1:0 q

Then h is a homotopy in .&'11'" from T*(Fl1)o£*(>-) to the identity map of

B*(F, c. CY). and h.o T (FTj) = T A (FTj) for all i. Thus F*Y* is a strong
1 q q+-.1.

deformation retract of B*(F, c, CY) in rr .
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The following two theorems result by specialization of our previous

results to Examples 9.5. In these theorems, we shall be given a morphism

*of monads a: C -+ D, and the functors a which assign C-algebras and

C-functors to D-algebras and D-functors will be omitted from the notations.

The reader should think of a as the augmentation E: C -+ M of the

monad associated to an A operad, or as one of the morphisms of monads
00

n n
a:C -+ n S , or as the composite of a and 11" :C X C -+ C , where C
n n n n n n

is the monad associated to an E ope rad,
00

Theorem 9.10.

in J.
Let a: (C, fl., TJ) - (D, v, 1;) be a morphism of monads

(i) For (X, S) E C[ 1"], B*(D, c, X) is a simplicial D-algebra and there are

natural morphisms of simplicial C-algebras:

B*(a,1,1)
B*(C,C,X) B*(D,C,X);

o*(S) is a strong deformation retraction in J,] with right inverse 7*(TJ) such

(ii) For (X, Sl) E D[T], there is a natural morphism

of simplicial D-algebras such that £:.(SI)07 (I;) =1 on X., and such that* ,
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(iii) For Y E J , there is a natural strong deformation retraction

of simplicial D-algebras with right inverse T *(DTJ).

When D = A 1:, as in example 9.5, we can "de-lambda" all parts of

the theorem above; applied to a : C ..... nnSn, this fact will lead to the n-fold
n n

"de-looping" of C -spaces.
n

Theorem 9.11. Let a: C ..... A"£ be a morphism of monads in 'J ,

where

(i)

(ii)

A"£ results from an adjunction ¢: Homr (X, AY) -'- Hom 'IT (1:X, Y).

For (X, £) E C[ 'J ]., B*( A"£, c, X) = A*B*(1:, C, X).

For Y E V- , ( A¢{I» E A"£[ J] and there is a natural morphism

C*¢{I): B*( z, c, AY) ..... Y*

in J'II; t*(A¢(I» = A*E:*¢{I):A*B*{1: ,C,AY) ..... A*Y* •

(iii) For Y E J ' there is a natural strong deformation retraction.

c*¢(a): B*{,,£, c, CY) ..... ,,£*Y*

in lW with right inverse T*("£ ,,), ,,: Y ..... CY.

Remark 9.12. We have described our basic construction in the form most

suitable for the applications. However, as pointed out to me by MacLane,

the construction admits a more aesthetically satisfactory symmetric generali-

zation. If C is a monad in J, then a left C-functor (E, £) from a category

ru. is a functor E: 1). ..... 'T together with a natural transformation

£:CE ..... E such that £o}l = £ .. C£ and £" = 1; thus it is required that EX
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admit a natural structure of C-algebra for X E ll. Now we can define

B*{F, C, E}, a functor from 'U. to 'lr where {F, x) is a (right) C-functor

in I/" ,by

on objects X E'l..L. Since an object of r is equivalent to a functor from

the unit category {one object, one morphism} to 1 , our original construction

is a special case. In the general context, B*(F, C, C} is a simplicial resolu-

tion of the functor F and B*(C, C, E} is a simpliCial resolution of the

functor E.



10. Monoidal categories

The construction of the previous section takes on a more familiar form

when specialized to monoids in monoidal categories. We discuss this speciali-

zation here in preparation for the study of topological monoids and groups in

[21] and for use in section 15.

A (symmetric) monoidal category (1.L ,®, *) is a category tL together

with a bifunctor 0: 'U.. x'U. - 'U. and an object * E U such that ® is

associative (and commutative) and * is a two-sided identity object for ® ,

both up to coherent natural isomorphism. a detailed definition may be found

in MacLane's paper [17]. For example, a category 11. with finite products

(and therefore a terminal object *, the product of zero objects) is a symmetric

monoidal category with its product as ® ; we shall call such a category

Cartesian monotdal; Observe that if 'U.. is a (symmetric or Cartesian) monoidal

category, then so is .J'U. , with ® defined on objects X, Y IS Ju. by

(X@Y) =X ®Y , 8. =8.08. and s , = s.®s., andwith *= (*)*.
q q q 111 111

A· monoid (G, fL, TJ) in a monoidal category U is an object G E 'U.

together with morphisms p.: G0G - G and TJ: * - G such that the following

diagrams are commutative:

and
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These diagrams show that (G,IJ.,..,) determines a monad in 'I.A. , which we shall

still denote (G, IJ., ..,), by

GX::: G0X

IJ.(X) =fL01: - G@X

..,(X)::: ..,01: X 9! *@X G®X

A left G-object is an object X E'1.L together with a map G® X - X

in U such that 1 and 1) ::: ;(1® ;). Thus a left G-object is pre-

c i s e Iy a G-algebra. On the other hand, a right G-object (Y, >-.) determines a

G-functor in 'U , which we shall still denote (Y, >-.), by

YX = Y ®X and A(X);: >-. ® 1: Y ® G 0 X - Y® x.

Thus a triple (Y, G, X) consisting of a monoid G in '\J. and right and left G

objects Y and X naturally determines an object (Y, G, X) of 'U.),

and B*(Y, G, X) is a well-defined simplicial object in'll. Of course,

B (Y,G,X) = YGqX =Y0G0 ••• 0 G0X, qfactors G,
q

with the familiar face and degeneracy operators

a ;: 1q0; ,
q

a.=1 i
® 1J. 0 1

q
-
i

if o c i c q ,
1

s.=1iH ® 1') @ 1 <iH - i if o s ss s
1

Let us write Cl (11) for the evident category with objects (Y, G, X), as above.

If 'U. is symmetric and if (Y,G,X) and (Y',G',X') are objects of (l(U),

then, with the obvious structural maps, (y@yt.G®G'.X@Xt) is also an object

of a (tl), and we have the following lemma.
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Let 11be a symmetric monoidal category and let

(Y,G,X) and (Y',G',X') be objects of a(U). Thenthereisacom-

mutative and associative natural isomorphism

of simplicial objects in'll.

Proof. Since 1.L is symmetric, we have shuffle isomorphisms

and these are trivially seen to commute with the a. and s .•
1 1

Now suppose that U is a monoidal category which is also Abelian.

Then objects of Ju. determine underlying chain complexes in 'U with

differential d = ::8 (_1)ia. ; moreover, if h: f "'" g is a homotopy in J1.L
1

in the categorical sense of Definition 9.1, then s = E (_1)i h. is a chain
1

homotopy from f to g in the usual sense, ds + sd = f - g, by direct

calculation. Therefore, regarding Bi,'(Y' G, X) as a chain complex in U,

we recover the usual unnormalized two-sided bar constructions, together

with their contracting homotopies when X = G or Y = G. To normalize,

we quotient out the sub-complex generated by the images of the degeneracies.

Of course, if U is the category of (graded) modules over a commutative

ring R, with 0 the usual tensor product over Rand * = R, then a monoid

G in J is an R-algebra and left and right G-objects are just left and right

G-modules
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When <u. is our Cartesian monoidal category of (unbased) topological

spaces, geometric realization applied to the simplicial spaces B*(Y. G, X)

will yield a complete theory of associated fib rations to principal G-fibrations

for topological monoids G. The following auxiliary categorical observations,

which mimic the comparison in [9 , p, 189] between "homogeneous" and

"inhomogeneous" resolutions, will be useful in the specialization of this

theo ry to topological groups a nd will be needed in sec tion 15.

For the remainder of this section, we assume given a fixed Cartesian

monoidal category 'U.. For X E U , let E denote the unique map X -.. *
and let X ..... X X X denote the diagonal map. A group (G, fl, in 'U.

is a monoid (G, fl,") in 'U. together with a map ]...: G -.. G in 'U. such

that the following diagram commutes:

GXG
1XX.

• GX G

At IflI

£: "G , G • G

10.2. Define a functor D*: 'U. _/{IJ. by letting

D X = X q+1 ,
q

with face and degeneracy operators given by

and

a. =1i X t. X 1Q-i:xq+1_Xix *XXq- i X q

s. =1i X X 1q- i: X Qt1 _ X q+2 •
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'\ I q+1.
For a map f:X- Y in lA, define Dqf = f • Observe that D* preserves

• q+1. q+1.
products in the sense that the shuffle Lsornorphfsms between X . X Y

and (X X y)q+1 define an associative and commutative natural isomorphism

between D*X X and D*(X X Y) in AU. Therefore, if (G,I-'-,",X) is a

group in'tl, then (D*G,D*tL,D*",D*X) is a group in .&U and if is a

left G-object, then (D*X, is a left D*G-object. By Lemma 9.2, if

Tq: X .... X
q+1

is the iterated diagonal, then ,. *: X* .... D *X is a map in ..au. .
If G is a group in 1J., then ,. *: G* - D*G is a morphism of groups in .sU.

In particular, left and right D*G-objects determine left and right G*-objects

(that is, simplicial G-objects) via ,. * •

Proposition 10.3. Let (G, 1-'-, n. X) be a group in ru.. Define

a*:B*(*,G,G) - D*G

by letting a : G q+1 - G q+i be the map whose i-th coordinate is
q

i-1
E XI-'- q+2-i'

1:;>. i:;>' q+1, where tL
j:

G
j
.... G is the iterated product (1-'-1 = 1. tL

Z
::; tL.

tL
j

tL(1 X tL
j_ 1)

if j> Z). Then is an isomorphism of simplicial right

G-objects: a -1 is the map whose i-th coordinate is i-1
X 1-'-(1 X X) X t

q
-
i

q

if 1:;>'i:;>.q and is e:q X 1 if i=q+1.

Proof. Of course, the proof consists of easy diagram chases, but

some readers may prefer to see formulas. Thus suppose that objects of 11

have underlying sets and write elements of B G, G) and of D G in the
q q

respective forms

and g. E G.
1.
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-1
Write lJ.(g. g") = gg' and X(g) = g • Then we have

and

Visibly these are inverse functions. For g E G. we have

([g1· .. ·'gq]gqH)g = [g1·· .. 'gq]gqHg and (g1,· .. ,gqH)g= (g1 g'····gqHg)·

-1
and a and a are thus visibly G-equivariant; they commute with the face

and degeneracy operators by similar inspections.

In line with Proposition 9.9 and the previous result we have the follow-

ing observation.

Proposition 10.4. Let X E U and let f}: * - X be any map in 1L .

Define hi: Dq(X) -. D qH(X), 0:S. i:S. s . by the formula

i( q-d i q q+1
h. = s f} X 1 )a: X - X •
1 0 0

Then h is a strong deformation retraction of D*(X) onto (*)*'

Proof. Since * is a terminal object in "LL, c1"J = 1 on * and



11. Geometric realization of simplicial spaces

We shall use the technique of geometric realization of sdrnpf.i.c ia.l spaces

to transfer the categorical constructions of the previous sections into ccnsteuc-

tions of topological spaces. This technique is an exceedingly natural one and

has long been implicitly used in classifying space constructions. Segal [Z,]

appears to have been the first to make the use of this procedure explicit.

In this section and the next. we shall prove a variety of statements to the

effect that geometric realization preserves structure; thus we prove here that

realization preserves cell structure. products (hence homotopies, groups, etc , },

connectivity. and weak homotopy equivalences. Base-points are irrelevant in

this section. hence we shall work in the category "U. of compactly generated

Hausdorff spaces.

Let denote the standard topological q-simplex,
q

_ I '"" - q+1s: - {(t ••.•• t) 0 < t, 50 1. LJ t , - 1} CR.q 0 q -1 1

Define and lTi:L::.q+i-L::. q for O:;;.i:;;'q by

o.(t ••.•• t 1) = (e ••••• t. 1· 0• t .••••• t 1)
1 0 q- 0 1- 1 q-

and

IT.(t ••••• t +1) = (t ••••• t, :l.t, + t'+:1,t,+Z' •••• t +1)
1 0 q 0 1- 1 1 1 q
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Definition 11.1 • Let X E .d'it. Define the geometric realization of X,

denoted [x], as follows. Let X = 2: X X , where X X has the
>0 q q q q
q-

product topology (in 'U ) and ! denotes disjoint union. Define an equivalence

relation Rl on X by

(a.x,u) Rl (x,S.u)
1 1

for x EX, U E l'
q q-

As a set,

(s.x,u) (x,O".u) for x EX, U E +1
1 1 q q

q
[x] = X/(Rl). Let F IXI denote the image of

q i=O
X. in

1 1
[x]

and give F IX I the quotient topology. Then F IX I is a closed subset of
q q

F qH [x I, and [x I is given the topology of the union of the F qlX I. The

class of (x,u) E X in IXI will be denoted by Ix,ul. If f:X ... XI is a map

in AQ..l. define If I: IXI- IXII by Ifllx,ul = If(x),ul. Observe that if

each f is an inclusion (resp., surjection), then If I is an inclusion (resp.,
q

surjection).

Of course, if X is a simplicial set, then the classical geometric

realization of X, due to Milnor, coincides with the geometric realization of X

regarded as a discrete simplicial space. Further, if X denotes the under-

lying simplicial set of a simplicial space X, then IX I = Ixl as s ets and

,..,
therefore any argument concerning the set theoretical nature of IX I applies

automatically to IX I • The following definition will aid in the analysis of the

topological properties of IX I.
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q

Definition H. 2. Let X E .J'U.. Define sX = U s.X eX +1' We
q j=O J q q

say that X is proper if each (X 1'sX) is a strong NDR-pair and that Xq+ q

is strictly proper if, in addition, each (XqH' skXq)' 0 So k So q, is an NDR-

pair via a homotopy h:l X Xq+1- XqH such that

k-i k-1
h(l X, J s.X ) C U

J q j=O
s.X •
J q

A paint (x, u] E X X 4 is said to be non-degenerate if x is non-
q q

degenerate and u is interior (or if q=O).

Lemma H. 3. Let X E .dU. Then each point of X is equivalent to a

unique non-degenerate point. If X is proper, then each (F IXI,F IXI>
q q-;L

is an NDR-pair, IXI E 'U., and F IXI/F 1lxl is homeomorphic to
q q-

PrQof. Define >..:X - X and p :X -+ X by the formulas

(1) >..(x,u)= (y,a-.... a . u) if x= 8 .... s , Y
J1 Jp Jp Ji

and 0 s ji < ••• < jp J and

where y is non-degenerate

(2) p (x, u) = (a.••• &. x, v) if u = o.••• o. v where v is interior apd
11 1

q
l
q

1
1

o So ii < ... < i q •

By [ 18,14.2], the composite >.. .. p carries each point of 'Sf into the unique

equivalent non-degenerate point. Now

F IX I - F 1 1X I = (X - sX X (4 - '&4 ).q q- q q-... q q
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then (X x a , X X 8.0. u sX 1 x c ) is an NDR-pair by
q q q q q- q

IX I E 'U. by [30,9.2 and 9.4]. There is an evident one-

to-one continuous map

F IXI/F 11xI = (X x z, )/(X X 8.0. v sX 1X.o. )-sq(X IsX 1)q q- q q q q s- q q q-

determined by X - X I sX 1 and any homeomorphism of pairs
q q s-

(.o.q' 8.0. - (I
q,

8I
q);

the continuity of the inverse map follows easily from

[30,4.4].

As an immediate consequence of the lemma, we have the following

proposition.

Proposition 11.4. Let X be a cellular object of zu . in the sense

that each X is a CW-complex and each 3. and s , is a cellular map.
q 1 1

Then IXI is a CW-complex with one (n+q)-cell for each n-cell of X - sX l'q q-

Moreover, if f: X - XI is a cellular map between cellular objects of ! '2.L

(each f is cellular), then If I is cellular.
q

As in the case of simplicial sets, geometric realization is a prol;1uct-

preserving functor since we are working in 'U.. .

Theorem 11.5. For X, Y E'U. , the map 1'11"1 1X I"'zl: IXXY I - [x] X IY I

is a natural homeomorphism. Its inverse t;, is commutative and associative,

and is cellular if X and Yare cellular.
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Proof. We recall the definition of , , which is based on the standard

triangulation of X Consider points
p q

U :::l (t , ••• , t ) E and V:::l (t , ••• , t' ) E •
o p p 0 q q

m n

Define um:::l ti, 0 m < p , and v
n

= tj , 0 s, n < q ,

o p+q-1
w :£ ••• :£ w be the sequence obtained by ordering the elements of

k k-1 -1 p+q
vr » (til, ••• , t ll+ ) , where til = w - w , W :: 0 and w =t.

o P q k

Let it < ••• < i q and

determined) such that

jt < ••• < jp be disjoint sequences (not uniquely

js m i r n
w E {u } and w E Iv }. Then

and V:::l fT • • • • fT. W •
J1 Jp

If x E X and y E Y , define
P q

!;(lx,ul,ly,vj) = I(s .... s , x, s .... s . y),wl.
1 q 11 Jp J1

It is easy to verify that !; is well-defined and Inve r s e to IPi' X IPz' by use

of Lemma H. 3 (compare [18,14.3]), and the commutativity and associa.tivity

of !; follow formally from the cornrnuratfvrty and associativity of !;-1. The

continuity of !;, and the cellularity statement, follow from the commutative

diagrams:
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x XY XK{i.j)
P q

x x y x x
p q p

C[
Here K(i. j) denotes the set of points of AX A which can determine givenp q .

sequences i = {i} and j ={j } as above, si = s .••. s , and
r s 1

q
1
1

sj =s .... s , , a(i,j)(u,v) = w, and the 'IT are quotient maps.
Jp J1

Corollary 11.6. Let f:X - Band p: Y - B be maps in ,4U. Then

IX xBYI is naturally homeomorphic to [x] xlBI [v ], where

(X X By) ={(x, y) I f [x) =P (y)} C. X X Y gives the fibre product in AU •
q q q q q

Proof. An easy verification shows that the restriction of t;, to

[x ] xlB1IYI takes values in [x xBYI and is inverse to

1p1 1 X 1pq I: [x XBy I - IX I xl B II Y I •

Corollary 11.7. The geometric realization of a simplicial topological

monoid (Qr group) G is a topological monoid (or group) and is Abelian

if G is Abelian.

There are two obvious notions of homotopy in the category tU., namely

that of a simplicial map I >leX X - Y and that given categorically in

Definition 9.1. We now show that geometric realization preserves both types

of homotopy.



106

Lemma 11.8. Let X E 'U.. Then Ix*, may be identified with X.

Proof. since all simplices of X = X are
q

degenerate for q > O.

Corollary 11.9. If h; I*X X -.. Y is a map in J'U. and if hi:X -.. Y is

defined by

po s ite I X

h. (x) =h(i, x) for x E X and i = 0 or i = 1, then the com-
I, q q

II*xxl Ihl >IYI is a homotopy between Ihol

and Ih1l.

Proof. For tEl, lhl«t,lx,ui} = Ih(t,x),ul by the definition of l;.

Corollary 11.10. Let h; f !::l g be a homotopy between maps

f, g: X -.. Y in AU, as defined in Definition 9.1.. Then h determines a

homotopy h: I X IX I -.. 1Y1 between If1 and Ig I.

Proof. Let A[1] denote the standard simplicial i-simplex [18, p.14J,

regarded as a discrete simplicial space. By [18, Proposition 6.2, p.16], if i 1

is the fundamental i-simplex in A[1] and we define H:A[1] X X - Y by

H (5 1 ••• 5.+:15.:1 ••• s ii' x) = a '+1h.{x) , x EX,q q- 1 1- 0 1 1 q

then H is a map of simplicial sets, and therefore also of simplicial spaces

(since the h. and B. are continuous). Now IA[1]1 is homeomorphic to I
1 1

and the composite

I X IX1-.. IA[:1] I X IX I .1- 1A[ 1] X X I IHI. 1Y I
,..

gives the desired homotopy h between If I and / g [.
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We next relate the connectivity of the spaces X to the connectivity
q

of IXI.

Letntna 11. 11 • For XE &'11.. 11" IXI = 11" (X )/( ......), where ...... is the
o 0 0

equivalence relation generated by [I}ox] "'" [I}1x] for x E Xi: here Ivl de-

notes the path cornponent of a point y EX.
o

Proof. X detertnines a sitnplicial set 11" (X) with q-sitnplices the
o

cornponents of X and, by [18, p, 29 and p.65], our assertion is that
q

11" IXI = 11" 111" (X)I. If (x,u) EX X , q>O, and if f:1 .... is a path con-
o 0 0 q q q

necting u to the point 0 , then the path f(t) = Ix, f(t} I in IX I connects
o 0

lx, u] to a point of X =F [x I. If x E Xi' then get) = lx, (t,1-t) I is a
o 0

path in IX I connecting I}OX to a1x. The result follows easily.

Theoretn 11.12. Fix n2:. O. If X is a strictly proper sitnplicial

space such that X is (n-q)-connected for all q;S. n , then IX I is n-connected.
q

Proof. For n = 0, this follows f rorn the Lemma, For n = 1, we may

a s aurne that X q is connected for q 2:. 2, since otherwise we can throwaway

those cornponenta of X whose intersection with the sitnplicial subspace
q

of X generated by X0 and X1 is empty without changing the fundarnent.al

group of [x[. Then In*x I is weakly homotopy equivalent to ojx I by

T'heo r e rn 12.3 below and therefore /X I is s imply connected since In*x I is

connected. (For technical reasons, this ar-gument does not Ite rat.ev ] Now

a s sume that n 2:. 2. By the Hurewicz theo r ern, it suffices to prove that

'H./xl=o for is.n. Wec1aitnthat H.F IXI=o for is.n and all q2:.0.
1 1 q



108

F [x I = X is n-connected, and we assume inductively that
o 0

H.(F 11XI) = 0 for Since (F IXI,F 11XI) is an NDR-pair, we
1 q_. q q-

will have that Hi(F qlX I) = 0 for i s n provided that

'H.(F IXI/F l IX I) = o for Since F IxllF llxl ishomeomorphic
1 q q- q q-

to Isx 1)' it suffices to prove that H.(X Isx 1) = 0 for i n ..q;
q q- 1 q q-

since X is (n-q)-connected and (X ,sX 1) is an NDR-pair, this in turn
q q q-

will follow if we can prove that H.(sX 1) = 0 for i < n-cq, We shall in fact
1 q-

show that
k

H.(U s.x 1) = 0 for i s n+l-q , 0 k s q.
1 j =0 J q-

We may assume, as part of our induction hypothesis on q, that

k

H.( U s.X 2) = 0 for and 0 q-l.
1 j = 0 J q-

Observe that s.:X 1 - s .X 1 and B.: s .X. 1 -- X 1 are inverse homeo-
J q- J q- J J J - q-

morphisms, j< s- Thus H.(s.X ) = 0 for Assume
k-1 1 J q-1

inductive1ythat H.( U s.X 1) = 0 for Since X is strictly
1 j _ 0 J q-

proper, the excision map

k-l

(u s.X _1,skX -1(\
j=O J q q

k-1 k

U s X ) -- (U s.X -1' skX -1)
j=O j q-l j=O J q q

is a map between NDR-pairs, and we therefore have the M yer-Vietoris

exact sequence



k-l
-H.( U

1 j=O
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k

s .X I) ED H. (skX 1) - H. ( U s .X I)
J q- 1 q- 1 j =0 J '1-

k-l
H. I (SkX I ("'\ U S.X 1)-
1- q- j =0 J q-

If skY = sjz for j < k, then y= Bk+1
Sjz = sjBkz; since SkSj = SjSk_I'

it follows that

k-l k-l

SkXq_1 n M s.X = })O Sks,X Z
J q-l . J q-

k-l

Now sk: U
j=O

S.X
J q-Z

k-l
U sks.X Z is a homeomorphism, with inverse
j =0 J q-

B
k•

By the induction hypothesis and the above exact sequence,

k

H.( U s.X 1) = 0 for i So n+l-q, as required.
1 j =0 J q-

Theorem 11.13. Let f:X - Y be a simplicial map between strictly

proper simplicial spaces. Assume that each f is a weak homotopy
q

equivalence and that either IX I and IY I are simply connected or that If I

if! an Hvrnap between connected H-spaces. Then If I is a weak homotopy

e qui.valence ,

Proof. By the Whitehead theorem, it suffices to prove that IfI

induces an isomorphism on integral homology. In outline, the proof is the

same as that of the previous theorem. One shows that F If I is a homology
q

isomorphism by induction on q and the same sequence of reductions as was

used in the previous proof, together with the na.turality of Mayer-Vietoris

sequences and the five lemma.
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We complete this section by recalling a result due to Segal [26] on

the spectral sequence obtained from the homology exact couple with respect

to an arbitrary homology theory k* of the filtered space IXI. where X is

a proper simplicial space. Observe that k (X) is a simplicial Abelian
q

group for each fixed q; thus, regarding k (X) as a chain complex with
q

d = L (-1)i(8
i)*

' there is a well-defined homology functor H*k*(X) such

that H k (X) is the homology of k (X) in degree p, By [18,22.3],
P q q

H*kq(X) is equal to the homology of the normalized chain complex of kq(X).

and the p-chains of the latter chain complex are easily seen to be isomorphic

to k (X ,sX 1)'
q p p-

Theorem 11. 14. Let X be a prope r simplicial space and let k* be

2 r
a homology theory. Then E X = H k (X) in the spectral sequence {E xl

pq p q

derived from the k* exact couple of the filter ed space IX I.

Proof. E
l

X = k {F IXI,F llx/}, and d
l
is the boundary

pq p+q p p-

operator of the triple (F IX [. F I IX I,F 21X /). The result follows from
p p- p-

Lemma 11.3 and the following commutative diagram:



k (x )
q p

111

k + (X x ,X x.i ) ---.;..> k + (F IX I,F I IX I)
p q p p p p p q p p-

ja" ja
k + leX x.o.,x IX a )- + l(F Ilx!,F 21XI)p q- p p p- p p q- p- p-

r(-I )i(IXO!i)*!e!

p • i
ED kp+ I (X X ,X X )
i=O s- P P P P

ED (_l)i(l X 0i);1 je!

EEl Sp-l
P * P •
ED k (X ) -----'3» ED k (X X ,X )
. 0 q P i=O p+q-l P p-J P I

,= "I 5;.-1 "I .
k (X) k (X XAI' XAI)

1
p+q-l p-l p- 1 p-q p-

.
Here = is the (p-I)-skeleton of and a is the (p-Z)-skeleton.

p p p P

= 1,01. is the inclusion (A ,a )_ (.i and
p .. J p- 1 P P P P 1

J 1

is an isomorphism by the Mayer-Vietoris sequence of the p+1 pairs

homeomorphisms.

The maps s.: l'A 1) - (.i are clearly relative
1 p- p- P P

On the left, the maps are

= (x, -x, ••• , (-1)Px) , x E k (X ),
q p

and

v (x , ••• ,x )
o p =±

i= 0
a. (x.) ,
1* 1

X. E k (X ) •
1 q P
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(The other map V is defined similarly, from (&iX 1)*, and the maps 'IT

are the evident quotient maps.) Now the upper left rectangle commutes

by a check of signs, the upper right and lower left rectangles commute by

the naturality of & and of S*, and the triangle commutes by the face

identifications used in the definition of the realization functor.

Of course, {ErX} is a right half-plane spectral sequence

(E r X = 0 if p < 0). The convergence of such spectral sequences is dis-
pq

cussed in [6 ]. The following observation is useful inthe study of products

and co products in {ErX}.

Lemma 11.15. For X, Y E JU, IXI X IY I -+ IX X Y I is filtration

preserving, and the diagonal map L\: IXI -+ IXI X IXI is naturally homo-

topic to a filtration preserving map.

Proof. l; (F IX I X F IX /) C F + .1 X X Y I by the definition of in
P q P q

Theorem 11.5. For the second statement, define g.: L\ -+ L\ for i = 0 and 1
1 n n

and all n 0 as follows. Let u = (t , ••• , t ) E L\. Let p be the least
o n n

integer such that

and

t + ••• +t "l/Z and define
o p

p-l
g (u)= 5 ••• 5 +l(Zt , ••• ,Zt 1,1 -2:; Zt.}
o n pop.. i=O 1

Then g. induces G.: IXI ... IXI such that G. is homotopic to the identity map;
1 1 1

thus L\ is homotopic to the filtration preserving map (GoX Gl)"L\.



12. Geometric realization and S*,C*, and 0*

In this section, we investigate the behavior of geometric realization

with respect to the functors S*,C*, and 0* defined on J'f , where 7' is

our category of based spaces. For X E JJ , we give IX I the base-point

* E X = F IXI; if X is proper, then it follows from Lemma 11. 3 that *o 0

is non-degenerate and that [x I E J .

Proposition 12.1. Realization commutes with suspension in the sense

that there is a natural homeomorphism T: IS*X I - SIXI for X E Af .

Proof. Define TI[x,sl,uJ = [Ix,ul,sl for XE X, S E I, and ueA.q q

It is trivial to verify that T is well-defined and continuous, with continuous

inverse.

The following pleasant result is more surprising. Its validity is what

makes the use of simplicial spaces a sensible technique for the study of

C-spaces.

Theorem 12.2. Let C be any operad and let C be its associated

monad in J . Then there is a natural homeomorphism v: Ic*XI - cjx]

for X E Jl' such that the following diagrams are commutative:

jc;XI
2.

Cv<> v
c
21 x Iv =

111

1-,1 I 1-
[x] "' v and

IC.j,xl v ,. clXI
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If JC (:n. then (IX I. I Iv -i) C[ 1 J and geometr-ic realization

therefore defines a functor iC[ j] -+ C [Jl.

Proof. Consider a point Hc. xi' ••• , Xj]' u I E IC*X I, where c Crn,
xi EX. and u E .6.. Define v by the fo r mula

q q

Clearly v is cornpatible with the equivariance and base-point identifications

used to define CX and with the face and degeneracy identifications used in
q

the definition of the realization functor. For the latter, observe that

ca.[c,X
1,
••• ,x.] = [c, a.x

1,
••• , a.x.]

1 J 1 1 J

and s lrnflar-Iy for the Cs.. In view of this relationship between the iterated
1

products X
j

and CX, we can define v-1 by

(3) v-1[c,lx1'uil •••• ,IXj,ujIJ= l[c'Y1, ••• ,y
jJ.v l, wheretheiteration

[x -+ Ixi l of is given by
J

••• , Ixj,ujl> = l(y1.· .. 'yj),vl.

By the as sociativity of . is unambiguous.
J

By the commutativity of
..,1

v

is compatible with the equivariance identifications, and its compatibility with

the remaining identifications is evident. The continuity of v -1 follows f rom

that of S., and it is clear fzorn Theo rem 11.5 that v and v-1 are ideed
J

inverse functions. The commutativity of the stated diagrams is verified by

an easy direct calculation from (2) and the formulas in Construction 2.4. and
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these diagrams, together with trivial formal diagram chases, imply that

The relationship between In*X I and n IX I is more delicate. Indeed,

if X is a discrete simplicial space, then each nx = * and therefore
q

In*xl = *, whereas cjx] is obviously non-trivial in general.

Theorem 12.3. For X E ,,11 , /p*xl is contractible and there are

natural maps "f and '{ such that the following diagram commutes:

c

p

Moreover, if X is proper and each X q is connected, then Ip* I is a quasi-

fibration with fibre In*x I and therefore '(: In*x I - n IX I is a weak homo-

topyequivalence.

Proof. The standard contracting homotopy on PY, YET , is natural

in Y; therefore, when applied to each

contracting homotopy I* X P *X - P ".X.

PX , this homotopy defines a simplicial
q

Thus IP *X I is contractible by

Co rollary 11. 9.

(4)

For f E PX , U E , and t E I, define ';;; by the formula
q q

= If(t),ul.

It is trivial to verify that y is a well-defined continuous map which restricts

to an inclusion '{: In*x I - n IX I and satisfies p-;;; = Ip* I. The last statement

will follow from Lemma 12. 6 and Theo rem 12.7 below.
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Before complermg the proof of the fheo r em above. we obtain an iin-

portant consistency statement which interrelates our previous three results.

is a moephtam of C -algebras. and the following diagram is commutatfvet
n

[c Xl
v

.CnFn*

Inn)]
n n n

Il1n 5');: I 11 ,. ')'
II onsnlxl

>:c

",lnx I • Cnr: 1

IcuO:xI---......... lo:X/---:"--+-1oonlxl

We must prove that the following diagram commutee;

C nn"
Proof.

and it clearly suffices to prove the commutatfvtty of the drag ram obtained by

-1
.replacing v by v, Thus consider

y= l[c.f1 ••••• fj).u l E Icn*o:Xl. where

C = <c ••••• c ,> E i.: (j). f.E • and u E Let v E In. If vi Uc.{J
n).

f J n 1 q q 1

then "nle I<y){v)::: *::: e ·C ...,r. v{y){v), and if v = C. (VI). then. by
u n n 1

'I'heozem 5.1 and the definitions of v and ".

e • C "n. v{y){v)::: e [c."nlfl.ul ••••• "nlf.• u!){v)
n n n J

::: "nlf.• ul(v') = If.(vl).ul
1 1

::: /e [c,f
l
, ...• f.](v),ul ::: "nl e' *1 (y)(v) •

n J n
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Thus ·t is indeed a morphism of C -algebras. Since (){ is defined ton n

be the com po site en. the commutativity of the following diagram gives

n n n I Ithat (){n" v = 0 T • '{ " (){n* :

He re OnT no '(n .. ITJ I = 11 : IX I - OnSn IX I by an easy explicit calculation.
n* 'n

In order to complete the proof of Theorem 12.3, we shall prove a

general result relating geometric realization to fibrations. We require some

notations and a definition.

For B E 1,l • let ITB denote the space of all paths I-B. For a map

p: E - B in '\.l. define

rep) = {(e, f) I pee) = f(O)} C EX ns,

Define 11": llE - rep) by 1I"(g) = (g(O). pg). Recall that p is a Hurewicz

fibration if and only if there exists a lifting function },.: rep) - llE such that

11"},. = 1. In the applications, },. is usually "homotopyassociative" in the

-1 -1 (sense that if f, g E ITB satisfy f(l)::: g(O), then the two maps p f(O) - P g 1)
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defined respectively by sending e to )..()..(e, f)(1), g)(l) or to )..(e, gf)(l)

are homotopic.

Definition 12.5. Let p: E - B be a map in IU.. Observe that if

11' = 11': ITE - rep ), then 11'*: fi*E - r*(p) is a map in 4cu.. We say thatq q q

p is a simplicial Hurewicz fibration if there exists a map A*: r*(p) - IT*E

such that 'II'*A* = 1 and such that the following associativity condition is

satisfied.

(i) If f,g E ITB
q

satisfy f(l):z g(O) and if x* and y* denote the discrete

simplicial subspaces of B generated by the q-simplices x =f(O) and y =g(l),

then there exists a simplicial homotopy H:I*X p-l(x*) - p-l(y*) such that

for any i-simplex e of p-1 (x*), with PiCe) = yx for a composite '{ of face

and degeneracy operators ('{ exists by the definition of x*),

R(O, e) = )...(A.(e, '(f)(l), vg)(l)
1 1 1

and
R(l,e) = A.(e,v(gf»(l).

1 1

We observe that the following statements, which shall be used in conjunction

with (i), are valid in any simplicial Hurewicz fibration; in (ii) and (iii),

e denotes an i-simplex of p -1 (x*) with pee) =yx, as in (i).

(ii) If h:I - fiB satisfies h(t)(O) =x and h(t)(l) =Y for all t E I, then the
q

formula Hi(t, e) = Ai(e, '(h(t»(l) defines a simplicial homotopy

-1 -1
H: I*X p (x*) - p (v*).
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(iii) If c(x): I .... B is the constant path at x E B • then the formula
q q

-1 -1 (
Hi(t, e) = ).i(e, yc(x»(t) defines a simplicial homotopy H: I*X p (x*) .... p x*)

which starts at the identity map of p -1 (x>!).

The standard natural constructions of Hurewicz fibrations apply

simplicially; the only example that we shall need is the path space fibration.

Lemma I Z. 6. For X E J1 , p*: p *X .... X is a simplicial Hurewicz

fibration.

Choose a retraction r: I X I .... I X I \J 0 X I such that

__ {(O, ze)
r(s,O) =(0,0) and r(l, t]

(Zt-l,l)

o t liz

l/Z " t 1

For Y E rand p: PY .... Y, define ).: rep) = npy by the formula

{

e (u )
).(e, f)(s)(t) =

f(v)

if res, t) =(0, u)

if r(s,t) = (v, 17

where e E PY, f E ny, and e(l) =f(O). Clearly ). is a lifting functton and

).(e, £)(!) =fe is the standard product of paths. Thus if f, g E ny and

f{l) = g{O), then

>..{).(e, f)(l), g){I) = g(fe) and ).(e, gf)(l) :: (gf)e

Now define ). =).: rep ) ....npx. By the naturality of )., ).* is simplicial,
q q q

and clearly 1f*).*:: 1. Condition (i) of Definition I Z. 5 is satisfied since the
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evident homotopies defined for each fixed yare easily verified to fit together

to define a simplicial homotopy.

Theorem 1Z. 7. Let p: E - B be a simplicial Hurewicz fibration, in .4r,
-1

and let F = P (*). Assume that B is proper and each B is connected.
q

Then Ipi: IE I - IB I is a quasi-fibration with fibre IFl.

Proof. We first define explicit lifting functions for the restrictions of

OJ ••• OJ :Aq+r + Aq to the inverse image of Aq - iAq• We shall define
1 r

by the inductive formula (u E + • f E - 3A ) ,. ,. u = f (0) ) '.q r q q ,Vj.•• ,vi
1 r

y. . (u.f) = y. {u.y. . (ll": u.f}).
Jr" ·Jl J r J r_ l•• ·J1 J r

and it remains to define y.:r{lT.) - n( 1)' Thus let (u.f) E r{ll".). Let
J J q+ J

f{s) = {t (s)••••• t (s» E Since IT.{u) = f{O).
o q q J

u:::: (t (O)••••• t. 1CO). at.(O). (l-a)t.(O). t'+l CO)•••• , t (0))
o J- J J J q

for some a. 0 a!:. 1 (a is well-defined since t j (0) >0). Define Yj by

'{.{u.f)(s) =: {t (s) ••••• t , l(s),at.{s).{l-a)t.{s),t.+l{s), ••• ,t (s».
J 0 J- J J J q

Visibly, y.(u. f)(O) = U and IT.'{.(u, f) =: f, hence "TrY. :::: 1. Corresponding to
J J J J

the relation IT.lT.:::: IT. llT. for i.c.. j, we have Y.. = y.. l' by an easy
1 J J- 1 J.1 1,J-

verification. This implies that

(1)



(2)

(3)
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If a = 0 or a" 1 above, then 'lj(u, f)(s) E 1m OJ or Im 0j+1' and it is an

easy matter to verify the formula

O.'l. j (u,f) = 'l. . (o.u,f) if d.s .••• a, =s.••• s .•
J Jr··· 1 1r+1· •• 11 J J 1r+l 11 Jr J1

We can now show that Ipl: Ipl-l(V) - V is a Hurewicz fibration for any open

subset V of F IBI - F IIB/, where, if q= 0, F 11B1 = _. We must
q q- -

define a lifting function 't: r (1p I> - nip 1-1 (V). Of course, by Lemma 11.3,
q

we have that

nv C nCB - sB 1) X n( A - 6A ).q s- q q

Let (Ie,wl,(f',f"» E r-] pI, where (e,w) E E + X A + is non-degenerate,
q r q r

fl: I - B - sB and f": 1 - A - 6A • Necessarily, we haveq q-1' q q

p +r(e) ::: s .••• S. fl(Q), where IT•••• IT. W = f"(O)
q Jr J1 J1 Jr

(as in the proof of Lemma 11.3). Define 1. by the formula
q

t {Ie, wi, (f ', fP))(t) = 1"- + (e, s .••• s , fl)(t), 'l. . {w, f")(t) I •
q q r Jr J1 Jr"· • J1

Since "-* is simplicial, formulas (1) and (2) show that l.q respects the

equivalence relation used to define IEI, and it follows· easily that 1 q is con-
,..

tinuous" Clearly '1I'x, q = 1. as re quired. We have now ve rified (i) of

Lemma 7" Z, lind it remains to verify (ii) of that lemma. Fix q >O. Let

(k. v) be the representation of
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as a strong NDR-pair obtained by use of Lemma A. 3 from any given

representations of (B ,sB 1) and (A , '06,) as strong NDR-pairs. Define
q q- q q

-1
U c F IB I to be the union of F liB I and the image of v [0,1) under the

q q-

evident map B x I::::. FIB I. Define ht:U U by ht(x) = x forq q q

X E F q_1 IB I and by

(6) htlb,ul = Ikt(b,u) I for (b i u) E. B
q

x A
q

with v(b,u) .:: 1.

Then h is a strong deformation retraction of U onto F 11 B I. To lift h,
q-

let (e,w) e E m+r )( .llmtr be a typical non-degenerate point such that

le,wl 4i /pr
1(U}

where, as in Lemma 11.3,

p (e) =s .... s , band u = <T • . .. v: w
m+r Jr J1 J1 J r

determines the non-degenerate representative (b,u) of Ipl(le,wl}. Here

m q and we define H by the formulas

(7)

(8)

H(t, le,wl> = / A + (e,s .... s , c(b»(t),wl if m c q, where
m r J r J 1

c(b):1 B is the constant path at b; and
m

Hf t, / e , wi) = IA + (e, s .... S. fl)(t), Y. . (w, fll)(t) I if m = q,
q r Jr J1 Jr' .. J1

where f':1 -.,. Band £":1 D. are the paths defined by
q q

(here T 1 and TZ

are the projections of B )(.c. onto its factors).. q q

Here the y. . can be applied to the paths fIt in Aq (even though
Jr·· ·J1

fIt does not have image in Aq Aq) because if fIt (0)£ aAq, then

fIt is the constant path at f"(O) and the definition above of

Yj j (w,f") is therefore unambiguous.
r· •• 1
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It is straightforward to verify that H is well-defined and continuous (note

that 'Y. • (w, c(u» = c{w». and that H covers h and deforms
J r " ·J1

Ip 1-1 (D) into IP ,-IF 11B I. It remains to verify that
q-

HI: !pl-1(x) ..... Ipl-1 h l (x) is a weak homotopy equivalence for each xED.

If x E F q-ll B I. then hI (x) = x and H is itself a homotopy

1 HI: Ip ,-I (x) ..... Ip ,-I (x). Thus as sume that x I F q-l , B I. In the notation

of (8). let x = lb. u I = IfICO), f"(O) I. so that hI (x) = If'(l). fll(l) I. Let

g:I .... B be any path connecting g(O) = fl(O) to gel) = *, and let
q
-1 -1

g' =g. f' : I ..... B • where ff (t) =f'(l - t)j g' is then a path cop.necting
q

f'(l) to *. We shall first construct a homotopy equivalence

feu): Ipl-l lb• u l ..... IFI for any path f:I ..... B such that f(O) = band fell = *
q

and for any u E • We shall then complete the proof by showing that the
q

following diagram is homotopy commutative.

Thus fix f: I .... B with f(O) =band f(l) = *. Let denote the standard
q

simplicial q-simplex [18, p.14] regarded as a discrete simplicial space.

and let b: - B be the unique simplicial map such that b(i ) = b. where
q
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i
q

(A
q
in [18J) is the fundamental q-simplex in A[qJ. Let E(b) denote the

B -simplicial fibre product E X A[ qJ of p and b. Define

where e (E. satisfies p.(e) = yb = yb(i ) for some composite y of face
1 1 q

and degeneracy operators. Define f;1: F X A[q] - E(b) by

-1 -1
f. (e,yi) = (},..(e,yf )(l),yi), e40 F. and yi 4OA.[qJ.
1 q 1 q 1 q 1

By (i), (ii), and (iii) of Definition 11.5, f* and f;1 are inverse fibre homo-

topy equivalences over A[ sl- Therefore, by Corollary 11.6, the following

composite is a fibre homotopy equivalence over IA[qJ I = A :
q

lEI xlBI A -1..-IE(b)/ IFXA[qJIIP1IXlpzl .. IFI XA •
q q

Fix u40 A, u= Ii ,ul. In lEI xlBI A, pz-1(u} maybe identified with
q q q

Ipi-lib, u I, and the above composite re stricts to give the desired homotopy

equivalence f(u}: Ipi-lib, ul - IF I. Finally, consider the diagram (9). Let

Ie,wi ( Ipl-1 (x) be as described above formula (7). We then have

(10)

(11)

g(£"(O»le,wl = I},.q+ (e, s .... s , g)(1),wl, and
r J r J l

gl(fll(l))oHll e, w I
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-1
Definition 1Z. 5 and g' =: gf ' imply that g'(f"(l,). HI is homotopic to the

map I: Ipr l (x) .... IF I defined by

II e, wi = I"'q+ (e, s .••• e , g)(l), '/. . (w,f"){l)! •
r J r Jl Jr···Jl

Finally, define L:IX Ipl-l(x) .... IFI by the formula

(l3) L{t,le,wl)= l"'q+ (e,s .••• s , g){l), '/. . (w,f"){t)!.
r J r Jl Jr" ·Jl

Then L is a homotopy from g{fll{O» to the map I •



13. The recognition principle and Aco

We now have at our disposal all of the information required for the

proof of the recognition principle. We prove our basic recognition theorem

for n-fold loop spaces, n < co, and discuss A spaces here; E spaces
oo 00

will be studied in the next section. We first fix notations for our geometric

constructions.

Let (C, IJ., '1') be a monad in J , let (X,;) be a C-algebra, and let

(F, x. ) be a C-functor in J: these notions are defined in Definitions 2.1.,

2.2, and 9.4. Then Construction 9.6 yields a simplicial topological space

B*(F, C, X), and we agree to write B(F, C, X) for its geometric realization

IB*(F,C,X)!, as constructed in Definition 11..1: B defines a functor

63 (J, 'J) -- J' and we write B("Tr, 4;, f) ::: ! B* ("Tr, 4;, f) I for a morphism

("Tr, 4;, f) in ffi ('1, j). Many of our C-functors F in J will be obtained

by neglect of structure from C-functors (also denoted F) in the category

D['JJ of D-algebras, for some monad D in J. Then B*(F,C,X) is a

simplicial D-algebra, but this need not imply that B(F, C. X) is itself a

D-algebra. For example, this implication is not valid for D::: nnSn. How-

ever, by Theorem 12.2, if D is the monad in 7 associated to an operad CD

as obtained in Construction 2.4, then realization does define a functor

.J. D[ J] -- D[ '1] and B therefore defines a functor (f5 C)",D[1]) - D[ 1J.

Weshallwrite for any map

Y - FX in T and we shall write e("Tr)::: I c*('lT')I:B(F, C, X) - Y for any
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map v:FX - Y in T such that the following diagram is commutative:

'IT

a
o

FCX

·1=Ft1
FX--"";';"'--__", Y

Here T*( and !*(v) are defined in Lemma 9.2, and IY*' = Y by

Lemma 11.8; T and t are natural, in the evident sense.

We must dispose of one minor technical point before proceeding to the

theorems. Since we wish to apply the results of the previous two sections,

we shall always tacitly assume that B*(F, C, X) is a strictly proper

simplicial space, in the sense of Definition 11. 2. This is in fact a harmless

assumption, at least when C is the monad associated to an operad C , in

view of the results of the appendix. In Proposition A.lO, we show that ,

/,'can, if necessary, be replaced functorially by a very slightly altered operad ....

which maps onto <: and is such that B*(F ,C',X) is strictly proper for

reasonable functors (such as n, S, c, C' and their composites) and for

(: -spaces (X,9) such that (X, *) is a strong NDR-pair. If (X, *) is not

well-behaved, for example if * is degenerate, then Lemma A. 11 shows

that (X,9) can be replaced by (XI,9 1) e C [J] where {Xt,*} is a strong

NDR-pair.
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In our basic theorem, we shall assume given a morphism of operads

"IT: 02 -+ C ,where r is the n-th little cubes operad of Definition 4.1
n n

and (.) is some other operad; as in Construction 2.4, we shall also write

"IT for the associated morphism of monads D -+ C. Observe that if Y E J
n

then (flny, e "IT) E D[ J], where 9 is as defined in Theorem 5. 1, and, by
n n

Theorem 5.2, en coincides with the composite

Here ,: Hom,...., (X, fly) -+ Hom (SX, Y) is the standard adjunction homeo-
J J

morphism of (5.1) and a : C -+ flnSn is the morphism of monads constructed
n n

in Theorem 5.2. Of course, we are identifying the notions of c: -space
n

and of C -algebra via Proposition 2.8, and similarly for 12. Since
n

a "IT: D -+ flnSn is a morphism of monads in J , (SD, ,n(a"IT» is aD-functor
n n

in T by Examples 9.5. Thus, if E D[ J], then B(Sn, D, X) is de-

fined. With these notations, we have the following theorem, which implies

the recognition principle stated in Theorem 1.3.

Theorem 13.1. Let '11"1 D -+ C denote the morphism of monads
n

associated to a local equivalence 'IT:D-+C n of I:-free operads. Let (X,!;)

be a O-algebra and consider the following morphisms of D-algebrasl

B(a'11",l,1)
n
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(i) S(U is a strong deformation retraction with right inverse T( t ),

where t: X .. DX is given by the unit t of D.

(ii)

(iii)

(iv)

B(a '11",1,1) is a weak homotopy equivalence if X is connected.
n

yn is a weak homotopy equivalence for all X.

The composite "in. B(a '11", 1,1) OT( t ):X .. nnB(Sn, D, X) coincides
n

with the adjoint of T(l): - B(Sn, D, X).

(v) B(Sn, D, X) is (m+n)-connected if X is m-connected.

Moreover, the following conclusions hold for YET.

(vi) £.n(l): B(Sn, - Y is a weak homotopy equivalence if Y is

n-connected; for all Y, the following diagram is commutative and

nne+n(l) is a retraction with right inverse

B(a'll",l,l)
a(D,D,n."Y) n > B(nnSn,D,nny )I,n

.....n y < Q E. P (l) n n n

.. Q B{S ,D, Q Y)

(vii) din n n
tT (a 'II"):B(S ,D, DY) .. s Y

n

right inverse T(Snt ).

is a strong deformation retraction with
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(s) and B(er 1T, 1, 1) are morphisms of D-algebras since
n

c*(s) and B*(er
n
1T, 1, 1) are morphisms of simplicial D-algebras by

Theorem 9.10. By Theorem 9.11, we have

Thus yn is a well-defined morphism of D-algebras by Theorem 12.4.

Now (i) and (vii) hold on the level of simplicial spaces by Theorems 9.10 and

9.11 and therefore hold after realization by Corollary 11. 10. By the approxr-

mation theorem (Theorem 6. I) and Proposition 3.4, each composite

q+1 nnq. ..
er 1T: D X - n S D X IS a weak homotopy e qufvafenc e If X is connected,
n

and (ii) follows from Theorem 11.13. Part (iii) follows from Theorem 12.3;

here X need not be connected since each niSnD% for i<n is certainly

connected. Part (iv) is trivial (from a glance at the expl.icdt definitions) and

(v] follows from Theorem 11.12. Finally, the upper triangle in the diagram

of (vi) commutes by the naturality of f;, since S a = e , and the lower
n n n

triangle commutes by the naturality of ,t, since ; = and
n

= by Theorem 9.11 and since '(n reduces to the identity

on nny = In:y*/; the fact that is a weak homotopy equivalence for

n-connected spaces Y follows from the diagram.

n
B(S , D, X) should be thought of as an n-fold de-looping of X. As such

,...,.., ( n n
for Y E J ,B S ,D, n Y) should give back Y but with its bottom homotopy

groups killed. This is the content of part (vi). Similarly, DY appzoxi.mat.es

nnSnX, hence B(Sn, D, DY) should give back Sny• This is the content
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of part (vii), but with a curious twist: the proof of (vii) in no way depends on

the approximation theorem and the result is valid even when Y is not con­

nected, in which case DY fails to approximate OnSny•

For (X, S) E D[ J], the diagram

n
'Y B(a 'IT,I,I)

B{D,D, X) -i» OnB(Sn, D, X)

algebra by pull­back along the augmentation

is to be thought of as displaying an explicit natural weak homotopy equivalence

between X and OnB(Sn,D,X) in the category of D­algebras. The use of

weak homotopy equivalence in this sense is essential: it is not possible,

in general, to find a morphism f: X ­ ony of D­algebras which is a (weak)

homotopy equivalence. For example, if D =C and if X is a connected
n

N­algebra (that is, a connected commutative monoid) regarded as a C ­
n

£: C - N, then, for any space
n

y, the only morphism of C ­algebras from X to Ony is the trivial map!
n

Indeed, for any such f, commutativity of the diagram

C (I) X X
t X f C (1) XOny!>

,: ,1
f

nlOn, I
!l(t)XX::: X ?> rl,ny

implies e l(c, f(x» = f(x) for x E X and all c E (l), and a glance at then, n

definition of en in Theorem 5. I show s that this implies f(x)( s) = * for all

s E Sn.
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Thus we cannot do better than to obtain a weak homotopy equivalence

of D-algebras between a given D-algebra X and an n-fold loop space.

and it is clearly reasonable to demand that an n-fold de-looping of X be

(n-l )-connected (hence n-connected if X is connected). Subject to these

two desiderata, the n-fold de-looping of X is unique up to weak homotopy

equivalence.

Corollary 13.3.

f

Under the hypotheses of Theorem 13. 1. if

g

is a weak homotopy equivalence of connected D-algebras. where Y is

n-connected, then the diagram

B{Sn. D• X ) < B(l,l,f) >Y

n
displays a weak homotopy equivalence between Y and B(S , D, X).

Proof.

a weak homotopy equivalence by the theorem and B(l, I, f) and B(l. I, g)

are weak homotopy equivalences by Theorem 11.13 since and SnD
q
g

are weak homotopy equivalences for all q (as follows readily from the

approximation theorem: Sn(nnSn) q is certainly a functor which preserves

weak homotopy equivalences).
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Remarks 13.3. The idea of proving a recognition principle by geometrically

realizing simplicial constructions based on monads is due to Beck [ 5 ].

In that paper, Beck sketched a proof of the fact that (in our terminology)

if is a flnSn-algebra, then the diagram

n n n n
displays a weak homotopy equivalence between X and fl B(S , n S , X).

Of course, our results prove this and add that and yn are morphisms

nn
of C -algebras (not of n S -algebras) and that

n

n n n n
B(l, a ,1): B(S , C ,X) - B(S , fl S , X)

n n

is a weak homotopy equivalence if X is connected. Unfortunately, the

only nnSn-algebras that seem to occur "in nature" are n-fold loop spaces,

and Beckvs recognition theorem is thus of little practical value.

The little cubes operads are of interest because their geometry so

closely approximates the geometry of itera:ted loop spaces; for precisely this

reason, a recognition principle based solely on these cpez-ads would also be

of little practical value. We have therefore allowed more general operads

in Theorem 13.1. We next exploit this generality to obtain our recognition

principle for A spaces, as defined in Definition 3.5. RecaU that the
co

category of operads over m of Definition 3.3 has the product V described

in Definition 3.9. In view of Proposition 3.10, the following theorem is an

immediate consequence of Theorem 13.1 and Corollary 13.2.



134

Theorem 13.4. Let C be any A operad, let Q = C V C1 and
CD

let ljJ: - C and 'IT: C1 be the projections. Then 'IT is a local

of opera-a. Therefore, if (X,9) is a connected C -space,

then there exists one and, up to weak homotopy equivalence, only one con-

nected space Y such that (X,9ljJ) is weakly homotopy equivalent as a

D -space to (nY, 91'IT), namely Y = B(S, D, X).

Of course, Theorem 13.4 implies that a connected A space X is
co

weakly homotopy equivalent to a topological monoid, namely the Moore loop

space AB(S, D, X) • As was first proven by Adams (unpublished), a more

direct construction is possible. Recall that, by Proposition 3. Z, the notions

of topological monoid and of M-algebra are equivalent.

Theorem 13.5. Let C be any A operad and let 0: C - M be the
co

morphism of monads associated to the augmentation I: «tn . Let (X,9)

be a C-algebra and consider the following morphisms of C-algebras:

S(9) B(C,C,X) B(o,l,l) > B(M,C,X).

(i) e(e) is a strong deformation retraction with right inverse T(1'),

where '1: X ... CX is given by the unit 1') of C.

(ii) B(o,l,l) is a weak homotopy equivalence if X is connected.

(iii) B(M, C, X) has a natural structure of topological monoid.

(iv) If is an M-algebra (that is, a topological monoid) then
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L(+>: B(M, C, G) - G is a morphism of monoids and the following

diagram is commutative (hence E{+) is a weak homotopy equivalence

if G is connected):

B(6,l,1)

(v) For YET, e(v.M6):B(M,C,CY)-MY,
2

v : M - M, is a strong

deformation rectraction of topological monoide (that is, the required

deformation is given by morphisms of monoids h
t)

with right inverse

Proof. In view of Theorem 9.10 and the fact that, by Proposition 3.4,

6:CY - MY is a weak homotopy equivalence if Y is a connected space, the

theorem follows from the facts that geometric realization preserves homo-

toples (Corollary 11.10), weak homotopy equivalences (Theorem 11.13),

monoid. (Corollary 11.7), and C-algebras (Theorem 12.2).

Like Theorem 13.1, the result above implies its own uniqueness

statement.
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Corollary 13.6. Under the hypotheses of Theorem 13.5, if

g
(X',8')-........ (G.+o)

is a weak homotopy equivalence of connected D-algebras, where (G, +) is

an M-algebra, then the diagram

B(M,C,X} <:; B(l,l,f) B(M,C,X'} B,(l,l,g) >

displays a weak homotopy equivalence of topological monoids between G

and B(M, C, X).

Remarks 13.7. By Corollary 3.11, any E space is an A space; by
OJ OJ

the previous theorem any connected A space is weakly homotopy equivalent
OJ

to a topological monoid. These two facts are the starting point of Boardman

and Vogt's proof [7 , 8 ] of the recognition principle for E spaces.
OJ

Given an E space, they construct a homotopy equivalent monoid and show
OJ

that the monoid can be given a structure of E space such that the (monoid)
OJ

product commutes with the (operad) action. Then, as we shall see in

(21], the classifying space of the monoid inherits a structure of E space
OJ

and the argument can be iterated. While conceptually very natural, this

line of argument leads to formidable technical complications; a glance at

Lemma 1.9 will reveal one major source of difficulty, and another source

of difficulty will be discussed in section 15.



14. Eo:> spaces and infinite loop sequences

Our recognition principle for E - spaces, as defined in Definition 3.5,
0:>

will follow from Theorem 13.1 by use of the product (Definition 3.8) in the

catego ry of ope rads and pas sage to limits. Throughout this section, C will

denote a fixed E operad, will denote the product operad CX r: n
0:> n

for n > 1 or n = 00, and T : - C and 1\1 : D - C will denote- n n n n n

the projections. By Proposition 3.10, the T are local
n

equivalences,

and Theorem 13.1 thus applies to the study of tJ) -spaces. The inclusions
n

fTn : J: n - t: n+1 of Definition 4.1 (e) give rise to inclusions

T = 1 X tr ; l2 - r2 +1' and 0 is the limit of the ?1l for n;n n n noon

As in Construction 2.4, we write C. C , and D for the monads in :J
n n

associated to C. ,. , and J9., and we use the same letter for morphisms
'l"'n n

of operads and for their associated morphisms of monads in r. We let

v ; D 2 - D and S : 1 - D denote the product and unit of D •
n n n n n n

A connected C-algebra (X,9) determines a D
n
-algebra (X.9I\1n) for

all n 2 1 and thus has an n-sfo Id de-looping B(Sn. D J X) by Theorem 13.1.
n

By the definition of the functor B* in Construction 9.6. the following

lemma will imply that the B(Sn. D •X) fit together to form a (weak)
n

O-spectrum.
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Lemma 14.1. Let 1] = 1 - ns. Then, for all n 2: I,

n n n n+l n+l
1]5 : (5 (a 11" )) - (nS (a tl11" +I T ))n n n n n

is a morphism of D -functors in J Therefore, for all i a 0, the
n

functor QSi = lim oisi+j inherits a structure of D -functor in D ('1}_ 00 00

, 't' ' itj
by passage to limits from the actions J(a't,11"'t.) of D't' on ols •

1J 1J 1J

Proof, The first statement holds since the following diagram is

commutative:

n ...-l n n nt1 n+l .
Here CT =n 'f (1):n S -n S ,asmformu1a(5.5), and

n

CTnQ'n11"n = Q'ntlCTn11"n =Q'ntl11"nt1Tn by Theorem 5.2 and the definitions of

the 11" and T. Since QSi is defined by passage to limits from the
n n

inclusions

the second statement does follow from the first.



139

We precede our recognition theorem for E spaces with two further
00

lemmas. These will lead to a structural description of the homotopy type

of the n-fold de-looping of a D -algebra which is based on D itself.
00 00

rather than on D. Recall that, by Proposition 5.4. there are morphisms
n

of monads f3 : C - nc S such that a = (na IS)/3 • We require the
n n n-l n n- n

analogous result for the Dn•

Lemma 14. Z. There exist morphisms of monads 0 :D - on ISn n n-

for n> 1 such that the following diagrams are commutative:

Proof.

6
n

l3n

0
and D

n
>nD S)' S2D

n
_
1
S

Tnr

n-l

!OVn_IS
°ntl

1QTn_IS
> nC

n_ 1
S Dn+1 .. s:m s

n

Recall that nD IS is a monad in J by Lemma 5.3. Let
n-

X EJ. By Definition 3.8 and Construction 2. 4. a typical point of D Xn

has the form [(d, c), yJ. where dEC 0),

Y E Xi. For tEl, write

c=<cl·····c.>E
J

C (i). and
n

/3 [c, yJ(t)
n

[ " It J=: <c , ... ,e >,z ,
r
l

r
i

where c = c' X c" with c
r'
:J - J, the r

k
are those indices r such that

r r r

t E c' (J), and Z E (5X)i is as determined in the proof of Proposition 5.4.r -

By Notations Z.3 and Definition 4.1(d), we can choose degeneracy operators
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such that

= <c ••••• c >r
l

r i

We define 0 by the formula
n

s [(d.c).y](t) = [(uk ••• uk d. <e" ••••• c" ».z] •
n I' , r l r.

)-1 1

It is then easy to verify that 0 is a well-defined morphism of monads
n

such that the stated diagrams commute.

i i
Let o..:D,+. - n D.S denote the composite morphism of monads

1) 1) )

0.+.
1 )

i i
and define 13.•: c.+. - n c.s

1) 1) )

passage to limits over j.

I D f e D _ niD Sisimilar y. e ine u.: ..
100 00 00

by

Lemma 14.3.

i
D.S D.+.

) 1)

Let "- ..: D.Sin.+. -
1) ) 1)

.. ) i
J 1) il> D,D,S

) )

D Si be the composite
j

Then (D.S\ >.. ••) is a D.+.-f'mctor in D.[ 'J]. and
J 1) 1 ) )

i i
T.S :(D.S .>.. ••)
) ) 1)

and

'i+j j Hj
--"Ii» (rrls.n (a.+.1T.+.»

1) 1 J

are morphisms of D.+.-functors in D.[ g]. By passage to limits over ].
1 ) )
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inherits a structure of D -functor in D [.:fl. with action
00 00

D .i{o. ) v s'
00 100:> D D Si 00 ;> D Si

0000 00'

and a TI' Si: D Si - QS i is a morphism of D -functor s in D [J].
00 00 00 00 co

Proof. D .•i{o ..) :: D.•i{l)' D.Sio ..• and it is trivial to verify that
J 1J J J1J

v.S
i • D.•i{l) gives D.Si a structure of {iD.Si-functor in D.[J] by use

J J J J J

of Lemma 5.3. Thus (D.Si,,,,,.) is a D.+,-functor in D.['J] by Example
J 13 lJ J

9. 5(ii). The following two commutative diagrams show that T .Si and
J

a. 'Il'.Si are morphisms of D.+.-functors in D.[ J']. and thus complete
J J 1 J J

the proof:

i
T.S D.

t
.

J 1 J
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i
Ct • .". ,5
J J

Ct,"",:::;
J )

The upper left and bottom rectangles commute since T. and a.1I". are
J J J

natural and are morphisms of monads. The upper right rectangles commute

by Lemma 14.2 and Proposition 5.4, which imply: that

and

s. 0+10 T.+.
1, J 1 J

i i
= 0 T.S • S..

J lJ

i i= 0 a.v.S .6 ..
J J lJ

Recall that by Theorems 5.1 and 5.2, if Y = {Yi} E t, co' so that

Yo = f2Y. i ' then (Y ,e 11" ) is a D -algebra and e : C Y - Y factors
1 1+ 0 co co cq co co 0 0

as the composite

a = lim aco .... n

We shall write W:;r:co - DCDr J] for the functor given on objects by

wy = (Y ,e 11" ). Recall also that if Z E T ' then Q Z denotes the free
o coco 00
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infinite loop sequence {QSiZl generated by Z, as described in formulas

(5.7), (5.8), and (5.9).

We retain the notations of the. previous section for our geometric

constructions, and we have the following recognition theorem for E -spaces.
00

Theorem 14. 4. Let (X,S) be aD· -algebra, and regard X as a
00

D -algebra via the reatriction of S to D XeD X. Then the following
n n 00

is a commutative diagram of morphisms of D,-algebras for all i 0 and
J

j ?: 1 :

, '+'
J,D,+"X)

..; 1 J

B . Hj 1· ' i+j(nJs ·,D,+"X) stB(T)S ,T,+"l)
1 J 1 J

i j i+j+l
B(er,S "-.t' ,I) _n B(r,S ,D'+'+I'X)

J 1J )../"'" 1)

B(oi+1SHjH X) jfl¥
, i+j+1' J+1

D X)
, i+j+l'

Define an infinite loop sequence B X = {B,X} by
00 1

BX =
i

and, for i 0, define a morphism '{OO of D -algebras by
00

00
'{ =
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Consider the further morphisms of D-algebras
00

i . .
B(a '11" S ,l,l):B(D S\D ,X) .... B(QS\D ,X)

00 00 00 00 00

and

t(g) : B(D , D •X) .... X
'00 00

(i)

(ii)

s(g) is a strong deformation retraction with right inverse T({, ), where
00

{, : X .... D X is given by the unit (, of D •
00 00 00 00

B(a '11" s', 1, 1) is a weak homotopy equivalence if i> 0 or if i =0
00 00

and X is connected.

(iii) yOO is a weak homotopy equivalence for all i and X.

(iv)

(v)

(vi)

The composite yOOB(a T ,l,l)T({, ):X .... B X coincides with
0000 00 0

-1 . .= lim' T(l),T(l)aSJX .... B(sJ,D.,X).
.... J

BiX is (m+i )-connected if X is m-connected.

Let Y = {Y.} E J:... and define W': B WY .... Y by
10000

(whe r e ni& .t.i+j(l)·niB(Si+j D . ""i+jy) _iy )
T' , i+j'" Hj"" i+j •

Then wi is a weak homotopy equivalence if Yi is i-connected and, for ..U

Y, the following diagram is commutative and w is a retraction with rilht
o

inverse I.:
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B(D ,D , WY)
a> 00

e(e 1Y' )
a> a> 1

Y
o

B(a 1Y' ,1;1)
a> a> » B(Q, D , WY)

/ 00Ico.>"
(Vo

(vii)
,...J

Let Z E J • Then fhe composite

B D Z
a> a>

B (a 1Y' )
a> a> a>

is a strong deformation retraction in a> with right inverse the

adjoint • (L t ) of Lt : Z .... B D Z.
a> a> a> 0 a>

Proof. In view of the of Construction 9.6, the specified

spaces and maps are well-defined by Lemmas 14. 1 and 14.3. The diagram

commutes by the naturality of -? (since CT. = ai'll) and by the definition of
J

"+1 "
..( Of course, t(S), B(a "1l" S\ 1, I), and ya> are morphisms of

a> 00

D -algebras by Theorems 12.2 and 12.4. Now mfollows from Proposition
00

9.8 and Corollary 11.10, (ii) follows from the approximation theorem

(Theo rem 6. 1), Propositions 3. 4 and 3. 10, and Theo rem 11. 13, and (iii)

follows from Theorem 12.3. Parts (iv) and (v) follow from the correspond-

ing parts of Theorem 13.1 by passage to limits. For (vi), Ct.) is well-defined

since the following diagram commutes by the naturality of e and of y

and by the fact that y = 1 on OZ = I·O*Zll,l, Z E J' :
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The commutativity of the diagram in (vi) follows by passage to limits from

Theorem 13. 1(vi). If Y is connected, then w =riw. is a weak homo-
o 0 1

topy equivalence by parts (i), (ii), and (iii) and the diagram; it follows that

w. is a weak homotopy equivalence if Y. is i-connected. For (vii), the
1 1

explicit deformations of B(Sn, D ,D Z) given by Proposition 9.9 andn n

Corollary 1L 10, and the loops of these homotopies, are easily verified to

yield deformations hi,t of BiD00 Z in the limit such that Ohi+l, t = hi, t •

The fact that • (Lr, ) is the right inverse to wB (a "11" ) follows by
00 00 00 00 00

passage to limits from Theorem 13. I (vU) and the definition (5.9) of • •
00

Up to weak homotopy equivalence in J: 00' there is only one con-

nective Y E 00 such that WY is weakly homotopy equivalent as a

D -algebra to a given connected D -algebra X.
00 00
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Corollary 14.5.

weak homotopy equivalence of connected D -algebras, where
(X)

Y = {Y.} E 'f' and each Y. is connected, then the diagram of infinite
1 '\00 1

w
B g

(X)
B XI

(X)

B f
00B X «;-.--=--

00

loop sequences

displays a weak homotopy equivalence in :Coo between Y and BooX.

Proof. By Theorem 11.13 and passage to limits, each functor B.
1

preserves weak homotopy equivalences between connected D00 -algebras;

since Y. =OY.+
l,

each Y. is i-connected, and therefore each w. is a
1 l' 1 1

weak homotopy equivalence by the theorem.

Since our de-loopings B. are not constructed iteratively, we should
1

verify that B.+.X is indeed weakly homotopy equivalent to B.B.X. To see
1 J '1 J

this, define functors J: r .... 'f for all integers j by letting the i-th
00 "'-(X)

space Y of Jy, i? 0, be
1

Observe that if j? 0, then the zero-th space of O..jy is Y .• Clearly
J

. k '+kalo Y =OJ Y for all j and k, and 0
0 =1. We have the following

addendum to part (Vi) of the theorem.
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Corollary 14.6. If Y E and nly is connected for all i, then

lA): B Wr;.;Y --- r;.;y is a weak homotopy equivalence in X. . In particular,
00 00

if (X, s) is a D -algebra and if j 0 or if j = 0 and X is connected,
00

then, for i 0,

lA).:B.B.X
1 1 J

--- O.-jB X =
1 00

B.+.X
1 J

is a weak homotopy equivalence.

We require one further, and considerably less obvious, consistency

result. Recall that if an operad acts on a space X, then, by iterative use

of Lemma 1. 5, the same operad acts on each i> O. We thus obtain

functors ni: D [1]
00

sequences niB X
00

--- D ['I], and we wish to compare the infinite loop
00

and B nix, at least for D -algebras which arise
00 00

from C-algebras. To this end, let T' = 1 XII"' : [) .... 42 r : where
n n n n+

11"' : C .... C +1 is the inclusion of Lemma 4.9 (which gives the first
n n n

coordinate the privileged role). Let (2 ..... (J. +. denote the composite
lJ J 1 :J

morphism of operads

D.
J

,
T.
J

,
T j+l Y)_
....._"---i» ---;> • •• ---;> 'Y) ,

j+2 U,.j Hj

•and define T
ioo:

'0
00

.... 'D
oo

by passage to limits over j; this makes sense

. , - I
smce T.+.• T.. - T. '+1. T.•1 J l,J J

It follows easily from Lemma 4.9 that
,

T.
100

is a local I:-equivalence of operads.
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For i> 0, let D' s' denote the functor D Si
00 00

regarded as a D -functor in D [ J] via the action
00 00

D Si ,T.
00 100

},..
100

Then ,i(I»:B(D' si,D ,niX) - X is a well-defined morphism of
00 00 00

D -algebras for any D -algebra (X, ), and L( 0 D .i(l» is a weak
00 00 00

homotopy equivalence if X is i-connected.

Proof. Let g.:D - !'ix denote the D -algebra structure map
1 00 00

determined from g by Lemma 1.5 (the previous notation would be con-

fusing here). We claim that factors as the following composite:
1

Since
,

T.
100

i
results by replacing each little eo-cube c by the oo-cube 1 X c,

the proofs of Lemma 14.2 and of Proposition 5.4 imply that

5. [(d,c)'YI'''''Y'](s) = [(d,c)'[YI,s], ... ,[y.,s]J
100 100 J . J

for dE?: 0), c E C (i), Y E nix, and s E Ii •
00 r

Since ,i(l) is the evaluation map, ,i[y, s] = y(s), is indeed equal to the
1

stated composite by Lemma 1. 5.

mutative, and this implies that

Therefore the following diagram is com-

e(s.D ,i(I» is well-defined by Lemma
00

2, Construction 9.6, and the definition of },.. in Lemma 14.3:
100
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----"-----7'-> X

i
Moreover, by the naturality of B and of '(, the following diagram is also

commutative:

B(D , D ,oi..x)
00 00

B(o. ,1,1)
100 100

i
'(

H , D _ niDI Siere o , T.: ••
100 100 00 00

is a morphism of D -functors in D [J]
00 00

by a simple diagram chase from Lemma 5.3. By Theorem 14.4(i) and

Theorem 12.3,

nected spaces Z,

and i are weak homotopy equivalences. For con-
1

:D Z-D Z and O. :D SiZ areweak
100 00 00 100 00 00
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homotopy equivalences by Proposition 3.4 and by the approximation theorem

By Theorem 11.13, B(ll. T: ,1,1) is
100 100

thus a weak homotopy equivalence if X is i-connected and, by the diagram,

E(soD ,i(l» is then also a weak homotopy equivalence.
00

Lemma 14.8. Let (X,6ljJ ) be the D -algebra determined by a
00 00

C-algebra (X, a). Then

i (i,1}:B(D' S ,D ,X) -+ B D S ,D ,X)
100 00 co 00 00

is a well-defined morphism of D -algebras and is a weak homotopy
00

equivalence if X is connected.

_
P r oof . Since ljJ : D -+ C is the projection, we obviously have

00 00

ljJ ::: ljJ • In view of the definition of D' s', 0, ,1) is thus a
co 00 100 00 100

morphism in the category S ('T, D[]']) of Construction 9.6 and

I

B(l, T. ,1) is well-defined. The last part follows from Proposition 3.4
100

and Theo rem 11. 13.

By combining the previous lemma (applied to nix instead of to X) and

proposition with Theorem 14.4 and Corollaries 14.5 and 14.6, we obtain the

desired comparison between niB X and B nix for C-algebras (X, a).
00 00

Theorem 14.9. Let (X, a) be a C-algebra and let = aljJ •
00

Assume that X is i-connected. Then the diagram

00 ( i,)Y .. Ba '1T" S,T. ,I
00 00 1CO :j> B.nix

1
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displays a weak homotopy equivalence of D -algebras between (X,;)
00

-i L-
and wn B n x ,

00
Therefore the infinite loop sequences B X and

00

n-iB are weakly homotopy equivalent.
00

Remark 14.10. Observe that if y EX., then niWY and Wniy have
00

the same underlying space, namely fiy • and respective actions
o

i
neeT andgeT

00 00 00 00
By passage to limitS., Lemma 5.6 implies

(where

derived in Lemma 1. 5 satisfiesthat the action nie
Q)

of C
00

I
cr.
100

ion n y
o

is defined from the
,

IT
n

was defined
100

from the T' = 1 X IT' ).
n n

i ,
Therefore n e e T = e .. T • T. ,and,

00 00 00 00 100

by Proposition 3.4, the action maps D niy - niy of and
00 0 0

are weakly homotopic (at least if niy is connected),
o



15. Remarks concerning the recognition principle

The purpose of this section is to indicate the intent of our recognition

theorem for E spaces in pragmatic terms, to describe some spectral
OJ

sequences which are implicit in our goemetric constructions, to discuss

the connectivity hypotheses in the theorems of the previous section, and to

indicate a few directions for possible generalizations of our theory. We

shall also construct a rather curious functor from L -free operads to

E OJ operads .

Of course, Theorem 14.4 implies that a connected E space X
OJ

determines a connective cohomology theory. Pragmatically, this is not

the importance of our results. A cohomology theory cannot be expected to

be of very much use without an explici t hold on the representing spaces.

Ideally, one would like to know their homotopy groups, and one surely wants

at least to know their ordinary homology and cohomology groups. Our re-

s ults are geared toward such computations via homology operations derived

directly from the E structure. and it is crucial for these applications that
co

the homology operations derived from a given C-algebra structure map

o:CX -X. where C is any E ope rad , necessarily agree with the
OJ

homology opera tions derived on the equivalent infinite loop space BoX from

the canonical C -algebra structure map 0 :C B X ----t B X. In the
OJ OJ OJ 0 0

notations of Theoreml4. 4, our theory yields the following commutative

diagram. in which the indicated maps are all (weak) homotopy equivalences:
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D e(a l\J ) D "ooB(a '11" , 1, 1)
D X (00 00 D B(D ,D ,X)

00 00 00
D BX

00 00 00 00 "" ) 00 0

II +00B(D D ,D ,X)
CX oo 00 00 C BX

00 0

91 lal• · 1,1) 1900e.(al\J ) 00 "ooB(a '11" ,1,1)
X (

00 B(D D X) 00 00 ) BX
Q{ 00' c:J)' t>< 0

Thus the given geometry a:cx -.. X is automatically transformed into the

little cubes geometry e :C B X -.. B X.
00 00 0 0

The force of this statement

will become apparent in our subsequent applications of the theory to such

spaces as F and BTop, where there will be no direct geometric connection

between the relevant E operad C and the operad 'r" •
00 )a 00

We indicate one particularly interesting way in which this statement

can be applied. With (X, a) as above, let f; Z -.. X be any map of spaces.

By use of the adjunction r6 of (5.9), we obtain a map of infinite loop
00

sequences g = r6 (Lf): Q Z -.. B X such that the following diagram is
00 00 00

commutati.ve:

z

QZ

Obviously g is a map of C -algebras, by Theorem 5.1. On mod p
o c:J)

homology then, identifying H*(X) with H*(BoX) via L* and using Theorem

14.4(iv), we are guar-anteed that (go)* transforms the homology operations
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on QZ coming from 9 : e QZ"" QZ into the homology operations on X
co co

coming from 9: ex .... X. Since H*( QZ) is freely generated by H*( Z)

under homology operations (see [20 , Theorem 2.5] for a precise statement),

it follows that (go)* is completely determined by f* and the homology opera­

tions on H*(X).

Theorem 14.9 will have several important concrete applications.

For example; the spaces occuring in Bott periodicity are all 'C ­apaces

for an appropriate E ­operad c;, and the various Bott maps X .... OX'
co

(e. g., X =BU and X' =SU) are all C ­rno rphfsms , where OX' has the

c: ­space structure determined by Lemma 1. 5 from that on X'. Via

Theorem 14.9, it follows that our spectra B X are weakly homotopy
co

equivalent to the connective spectra obtained fromthe periodic Bott spectJra

by killing the bottom homotopy groups. Less obvious examples will arise

in the study of submonoids of F.

We should observe that our constructions produce a variety of new

spectral sequences, in view of Theorem 11.14. Probably the most interesting

of these are the spectral sequences {iErX} derived by use of ordin8,ry

mod P homology in Theorem 11.14 from the simplicial spaces B*(D Si,D ,X)
co 00

of Theorem 14.4, where X is a connected D ­algebra and i > O. Of
ro

i
course, B(D S, D , X) is weakly homotopy equivalent to the i­th de­looping

• ro ro

B.X of X. For each j and q, the homology H (D SiD j X) is a known
1 q co 00

functor of H (X), determined by [ 20 , Theorem 2.5], since D may be
* 00
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replaced by Q. The differentials

are in principle computable from knowledge of the homology operations on

H*(X); these operations determine H (a.), and the H (a.) for i < j depend
q J q 1

only on the additive structure of H*(X} as they are de rived from natural

transformations of functors on J (with known behavior on homology)•

Therefore
• Z
lE is a well-defined computable functor of the R-algebra

H*(X), where R is the Dye r-- Lashof algebra (see [20]), and {iErX} con-

verges to H*(B.X). It appears unlikely that these spectral sequences will
• 1

be of direct computational value, but they are curious and deserve

study. In particular, one would like to have a more precise description of

i 2
E X, perhaps ;3.S some homological functor of H*(X), and, in the case i = l,

one would like to know the relationship between {lErX} and the EUenberg-

Moore spectral sequence (derived by use of the Moore loop space on B
l
X)

H*(X)
converging from Tor (Zp' Zp) to H*(B IX) ••

Although all of our constructions of spaces and maps are perfectly

general, the validity of our recognition principle is restricted to connected

E (X) spaces since its proof is based on the approximation theorem. A necessary

condition for an H-space X to be homotopy equivalent to a loop space is that

X be group-like, in the sense that 'IT (X) is a group under the induced pro-
o

duct. It is trivial to verify that a homotopy associative group-like H-space
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X is homotopy equivalent to X X '11' (X), where X is the component of
000

the identity element. It follows that a group-like E space X is weakly
00

homotopy equivalent to an infinite loop space since both X and the Abelian
o

group '11' (X) are. Such a statement is of no pragmatic value since the
o

equivalence does not preserve the E space structures: there are many
00

examples (such as 02BU and 05
0
) of E spaces with non-trivial homology

00 .

operations on zero-dimensional classes but, as a product, X X '11' (X) has
o 0

only trivial homology operations on such classes (see [20, Theorem 1.1 ]).

A more satisfactory result can be obtained by reworking everything

in the previous section with C, C., and D. replaced by the monads OCS,
J J

OC.S, and OD.S. Of course, any OD S-algebra is a D -algebra by pull-
J J 00 00

back along 01 : D - OD S, and therefore any OD S-algebra is a group-
00 00 00 00

like E
oo

space Given a OD
ooS-algebra

(X, g), define BooX = {BiX 1 by

- _. . i+j
B.X - hm oJB(S ,OD.. 1S,X)1 _ l+J-

and consider the following spaces and maps:

OB(D S,OD S,X)
00 co

By Theorems 12.2 and 12.4,

B(O a '11' S, 1 , 1) 00

00 co l> B(OQS,OD S, X) B X
co 0

OB(a T S.1.1) I,
co co > OB(QS,OD S,X)

00

t(;), B(Oa '11' S, 1,1), and '(00 are morphisms
co co

of D -algebras (not of on S-a1gebras).
co 00

e(;) is a homotopy equivalence
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by Proposition 9.8 and Corollary 11. lO, and (granting the appendix to have

been generalized so as to show that the various simplicial spaces are

E1trictly proper] the maps
00
'i ,'i, ". 5,1,1) are weak homotopy

00 00

equivalences by Theorem 12.3, the approximation theorem, and Theorem

11.13. It follows from the commutative s quare that the map :8(Oa ". 5, I, 1)
00 00

is also a weak homotopy equivalence. Thus (X, s) is weakly homotopy

equivalent as a D -algebra to WE X. The remaining results of the
00 00

previous section can be similarly reproven for on 5-algebras, with all
00

connectivity hypotheses lowered by one (e. g., Y. need only be (i-I)-connected
1

in the analog of Theorem l4.4(vi». We omit the details since no applications

are presently in view.

Finally, we mention several possible generalizations of our theory.

There are various places where it should be possible to replace strictly

commuting diagrams by diagrams which only commute up to appropriate

homotopies. The technical cost of weakening the notion of operad surely

cannot be justified by results, but the notion of C -space might profitably

be weakened. It would be useful for applications to BO and BU with the

tensor product H-space structure if all reference to base-points could be

omitted, but this appears to be awkward within our context; A change in a

different direction, suggested by Stasheff, is to define the notion of a homotopy

C-space by retaining the commutativity with permutations, degeneracies,

a nd unit that we have r-equiz-ed of an action 9 of C on X, but only requiring
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the resulting map 9: ex -+ x to be such that the various ways of composing

9 and 11: e2
- e to obtain maps eqx -+ X agree up to appropriately co-

herent homotopies.

This possible refinement to our theory is related to an objection that

might be raised. We have not proven, nor have we needed, that a space X

which is homotopy equivalent to an E space Y is itself an E space.
00 00

This was proven by Boardman and Vogt [7 ,8 ] (and was essential to their

proof of the recognition theorem)by means of a change of operads.

With a recognition theorem based on the notion of a homotopy

'-space,such an argument might be unnecessary. Alternatively,

their argument may generalize to replace a homotopy by

a 4l-space, for a related Of oourse, one would expect

the notion of a homotopy :-space to be homotopy invariant. Indeed,

let f:X + Y be a homotopy equivalence with homotopy inverse g,

where (Y, e) £ C[ J]. Define e': ex + x to be the composite

ex ef

By Corollary A. 1.3, we may replace f by its mapping cylinder (at the price

of growing a whisker on C) and thus assume that f is an inclusion, and

we may then assume that X is a strong deformation retraction of Y with

retraction g. Now gf =1 trivially implies that 6''1 =1 on X, but 9'

fails to define a C-aigebra structure map since the third square in the follow-

ing diagram only homotopy commutes:
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GGX
GCf

> CCY CY

"1 G£ 9 1e 19' le
cx :;: CY ) Y g >x< g Y

Intuitively, this is a minor deficiency which should evaporate with the study

of the notion of homotopy ): -spaces.

Similarly, the notion of a morphism of C -spaces can certainly be

weakened to an appropriate notion of homotopy C-morphism (most simply

between actual 't: -spaces but also between homotopy s: -spaces). The

maps f and g above ought then to be homotopy C-morphisms. As

further examples, one vro uld expect the product on an Em space to be a

homotopy morphism (see Lemma 1.9) and one would expect the homotopy

inverse of a ?: -morphiam which is a homotopy equivalence to be a homotopy

(: -morphism. Our theory avoids such a notion at the negligible cost of re-

versing the direction of certain arrows. We have not pursued these ideas

since they are not required for any of the immediately visible applications.

Finally. we point out the following procedure for constructing new_

operads from old ones.

Construction 15.1. Let t: be an operad. Define iRC(j) = ID*?;(j) I where

D*: is the functor defined in Construction 10.2. Then is an

operad with respect to the data specified by
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we have used the fact that D* and realization preserve products to

identify the left-hand side with ID*(!;:(k) ')«(:(jl»('"

(b) The identity of Uris 1 e = FoID*'(l) I.
(c) The right action of .r. on /,Q l:(j) is the composite

J

1;><.17'*1) ID*C(j) I = I

where 'T* is defined in Construction 10.2 and 0(. is the action of 2:.
j

on

By Proposition 10.4 and Corollary 11. 10, each is contractible hence.

by (c), is an EO) operad if is a :r. -free operad.

The E operad tt. = {D.:m has been implicitly exploited by Barratt [4]
00

(see Remark 6.5). This operad is technically convenient because DX is a

topological monoid for any X E. J ; indeed, the product is induced from the

evident pairings

Eb : 1I2(j) X Q(ki = ID*([j X L k) I ---1> ID* r j+k I = 42(j+k)

by the formula [d, y] [d', yl] = [d $ d", y, y'].



APPENDIX

We prove the technical lemmas on NDR-pair$ that we have used and

discuss whiskered spaces, monoids, and operads here.

Definition A.I. A pair (X,A) of spaces in 'U.. is an NDR-pair if

-1 ( ,there exists a map u: X - I such that A = u 0 J and a homotopy

h:I X X - X such that h(O,x) = x for all x E X, h(t,a) = a for all

(t, a) E I X A, and h(l, x) E A for all x E u -1[0,1); the pair (h, u) is said to

be a representation of (X, A) a s an NDR-pair. If, further, ux c 1 for all x,

so that hO, x) E A for all x E X, then (X, A) is a DR-pair. An NDR-pair

(X, A) is a strong NDR-pair if uh(t, x) <. 1 whenever ux t.. 1; thus, if

B=u-l[O,l), it is required that (h.u) restrict to a representation of (B.A)

as a DR-pair.

By [ 30,7.1 J, (X, A) is an NOR-pair if and only if the inclusion A C X

is a cofibration. There is little practical difference between the notions of

NDR-pair and strong NOR-pair in view of the following example and the dis-

cussion below of whiskered spaces.

Example A. 2. Define the (reduced) mapping cylinder M
f

of a map £: X .. Y

in '} to be the quotient space of X X I + Y obtained by identifying (x,O) with

{(x) and (*,t) with * E Y. Embed X in M
f

by x - (x, I). It is trivial that

(Mf,X) is an NOR-pair. where M
f

is the unreduced mapping cyclinder, but

f must be well-behaved near the base-points to ensure that (Mf,X) is an
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NDR-pair. Thus let [h, u] and (j, v) represent (X, *) and (Y, *) as

NDR-pairs and assume that vf(x) =u(x) and jet, f(x» =fh(t, x) for x E X

and t e T, Then (k, w) represents (M
f
, X) as an NDR-pair, where

w(y) = v(y) and w(x, s) = ju(x)

l min(u(x), Z-Zs)

o s liz

liz s 1

k(t, y) j(t, y) and k(t, (x, s»
= (h(t,x),s+st)

l (h(2t-2st;;x) ,s+t-st)

If [h, u) and 0, v) represent (X, *) and (Y, *) as strong NDR-pairs, then

[k, w) represents -<M
f,
X) as a strong NDR-pair. Of course, (Mf' Y) is

1
represented as a DR-pair by (u',h'), where u'(y) = 0, u'(x, s) = zs.u(x), and

h'(t, y) = y and h'(t, (x, s» = (x, s(l-t» •

We have frequently used the following result of Steenrod [30,6.3].

Lemma A. 3. Let (h, u) and 0, v) represent (X, A) and (Y, B) as

NDR-pairs. Then (k, w) represents the product pair

(x, A) X (Y, B) = (X X Y, X X B u A X Y)

as an NDR-pair, where w(x, y) = min(ux,vy) and

{

(h{t, x), j( t, y)
vy

k(t, x, y) =

(h( !.it, x}, j{t.
UJ{

if vv »ux.

if ux vy
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Further, if (Y, B) is a DR-pair, then so is (X, A) X (Y, B), since vv:« 1

for all y implies w(x, y) <.. 1 for all (x, V).

The proof of the following addendum to this lemma is virtually the

same as Steenrod's proof of [30,6.3].

Lemma A. 4. Let (h,u) represent (X, A) as ari NDR-pair. Then

(h., 1,1.) represents (X, A)j ::: (X
j
, UXi- l X A X Xi-i) <;I.S a I:.-equivariant

J J i:::l J

NDR-pair, where u
j
(Xl' ••• ,x

j
) ::: min(ux

l,
••• , ux

j
) and

h.(t, Xl' ••• ,x.) ::: (h(t1, Xl)' ••• ,h(t., x.»
J J. J J

with

={:jr. (ux./ux.) if some ux. c ux. , j l i
J 1 J 1

t ..
1

if all ux, , j ;l i
J

The following sharpening of [30,7. Z] is slightly leu obvious.

Lemma A. 5. Let (B, A) and (X, B) be NDR-pairs. Then the r e is a

representation (h,u) of (X, A) as an NDR-pair such that h(l X B) C B.

Let (i. v) and (k. w) represent (B. A) and (X, B) as NDR-

pairs. Define f: I X B - I by f(t. b) = (l-t)w(b) + tv(b}. Since B - X is a

cofibration, there exist maps 1: I X X - X and f: I X X - I which make the

following diagrams commutative:
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OX B I x B OX B I x B

[
y' I I Y/X' and

j/'" "0---o X X J x X oxx ; 1 X X

Define u by u(x) = max(!(l, k(l, x»), w(x» and define h by

h(t, x)

\ k(lt, x}

I

I, J(2t-l, x]

o t l/Z

l!Z t I

It is easy to verify that the pair (h. u) haft the desired properties.

We shall shortly need the following lemma on unions, in which the

requisite verifications and the continuity proof are again simple and omitted.

LeInIna A. 6. Let A .• I i!: n, be subspaces of X; and let (h.• u.)
1 1 1

represent (X, A.) as an NDR-pair. As sume that
1

Ca) h.(I X A.) C A. for i c j and
J 1 1

u.x <. I Impldes u.h.(t, x) <. I for i I.. j, t E- I and x E X.
J J 1

Then 0, v) represent (X, Al \.J ••• U An) as an NOR-pair, where

vx:: fnin(u1x, ..• , unx) and

j(t, x) = h. (t ,.h 1(t I'" • , hI (t
i
,x), •• »,

n n n- n-with

{

t ujx!uix

t ,
l

L

if SOIne u.x < u.x
J 1

if all u.x U.X
) 1
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The functors we have been studying preserve NDR-pairs and strong

NDR-pairs in a functorial way; the following ad!!2£ definition will con-

veniently express this for us.

Definition A. 7. A functor F: J -00 J is admissible if any representa-

tion (h, u] of (X, A) as an NDR-pair determines a representation (Fh, Fu)

of (FX, FA) as an NDR-pair such that (:Fh)t = F(h
t)

on X and such that,

for any map g: X -- X with ug(x) < 1 whenever u(x) <. I, the map

Fu: FX -- I satisfies (Fu)(Fg)(y) < 1 whenever Fu(y) <, I, Y E FX. As

examples, S, C, and are admissible (where C is the monad associated

to any operad C ), with

(Su)[x, s] = u(x) , X E X and s E I ;

(Cu)[c, Xl' ... , Xj] = u(x
i),

1

= max uf(s) ,f E nx.
s E I

C E C (j) and X. E
1

X·,

Clearly any composite of admissible functors is admissible.

We now discuss whiskered spaces, monoids, and operads , Growing a

whiSker is a standard procedure for replacing a given base-point by a non-

degenerate base-point. For our purposes, what is more important is that

the new base-point is strongly and functorially non-degenerate.
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Definition A. 8 (i) Let (X, *) be a pair in U, * E X. Define

X' = X v I. where I is given the base-point 0 in forming the wedge, and

give X' the base-point 1 E I. (XI,I) is represented as an NDR-pair by

(h. u], where u(x) =1 and h(t, x) =x for x E X and, for s E I,

if s liz
u(s) ={I

Z-Zs

if s liz

if s liz
and h(t, s)

fs+ st

='\ s +t - st if s I/Z

Let L:X - X' and p = hI :XI -. X denote the evident inclusion and

If f: (X, *) .,. (Y, *) is a map of pairs, let fl = f vI: XI .,. y.

then, by Example A. Z, (Mf l, XI) is a strong NDR- pair (since uf' = u and

htft = f'h
t),

and (Mf l, yt) is a DR-pair.

(ii) Let G be a topological monoid with identity e. Then G' is a topological

monoid with identity 1 under the product specified by the formula

gs = g = sg for g E G and s E I

and the requirement that the product on G' restrict to the given product on G

and the usual multiplication on I. The retraction p: G' - G is clearly a

mo rphism of monoids.

(iii) Let C be an operad; to avoid confusion, let e denote the identity

element in C(l). Define a new operad
, ,

C and a morphism p: t - C of

operads by e'o> = C (j) as a I:.-space. with P. =I, for j >1 and by
J J,

C (1) = C(1)1 as a monoid under 'I', with PI the retraction; the maps 'I'

are clefined by commutativity of the diagrams
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y

for i =i
1
+ ••• + i k i 1 or k i 1. Of course, (;'(0) = *:: C (0).

Lemma A. 9. Let e and e' denote the monads in T associated to

an pperad C and its whiskered operad C'. Let X E:r . Then there is a

naturfl,1 homeomorphism X from the mapping cylinder M of 11: X - ex
11

to e'x such that the following diagrfl,m commutes:

M

/
"1

X X ex
"'-,

}
1]' ""

e'x

(where i and r are the standard inclusion and retraction)

On ex eM. let X: ex ... e 'X be the evident inclu'sion, and1')

define X(x. s) c [:s,x] for (x, s) E XX I, where S E t c t(l)' on the right.

(x,O) =1')(x) =[e,x] E M and to,x] =[e,x] E e'x,
"l

X is well-defined, and the remaining verifications are easy.
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Proposition A.lO. Let e. be an operad and let C' be the monad

in J associated to C:. Let X be a C'-algebra and F a C'-functor

in J (e. g., X a <; -space and F a C-functor). Assume that F is an

admissible functor and that (X, *) is a strong NDR-pair. Then B*(F,C', X)

is a strictly proper simplicial space.

Proof. Let (h, u) represent (X, *) as a strong NDR-pair. As shown

in Definition A. 7, [h, u] determines a representation (Ch, Cu) of

(CX, C*) =(CX, *) as a strong NDR-pair. Clearly Ch
t()
,,= "oh

t
and

Cu .." = u, hence, by Example A. Z, (M , X) is a strong NDR-pair. By the

"lemma above, (M. X) is homeomorphic to (C'X, TJ'X) and (h, u) thus ex-
- "

plicitly determines a representation of (C 'X, ,,'X) as a strong NDR-pair.

Write D = C' to simplify notation, and let

Y =B (F D X) = FDQ+1X and A ICYq+l ' , i = m si '

where s , = FDi", , "l': D q-ix _ Dq+l-iX •
1

Now (h, u] determines a representation (D q-ih, Dq-iu) of (D q-ix, *) as a

strong NDR-pair and, with X replaced by D q-ix, we have just shown that

this representation explicitly determines a representation, (k., w.) say, of
1 1

CDq+1-ix, "l'Dq-ix) as a strong NDR-pair. Since FDi is admissible,

(h.,u.) = is then a representation of (Y,A.) as a strong NDR-
1 1 1 1 1

pair. Since FD
i",

is a natural transformation, the following diagram

commutes for i <: j and tEl:
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The:J,"efore h.(I x C A. for i (. j. By Definition 11. Z. B*(F. D. X) will
J 1 1

be strictly proper if it is proper and, by Lemma A. 6, B*(F, D, X) will be

proper provided that u.y <. I implies u.h.(t, y) <. 1 for i <. j, t I and
. J J 1

Y Y. By our definition of an admissible functor, this will hold provided

that

termined by the original representation (h. u) of

Here k, and
1

for i <. j. t I

( j-i
D w.}k.{t, x) <. I

J 1

q+1 .
and x D

whenever (oi-iw.)(x) <. I,
J

Dj-i.w. are explicitly de-
J

(X, *) as a strong NDR-

pair, and the result is easily verified by inspection of the definitions.

The requirement that (X, *) be a stong NDR-pair is no real restriction

in the proposition above in view of the following lemma.

Lemma A.II. Let 9 be an action of an operad , on a based space

X E "U • Then there is an action EP of C on XI such that pt XI - X is a

morphism of C -spaces.
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t : X C.X' and define 8" t: (j) X (XI)j -.. XI
j'

by

I

8.(c,xl,···,x.)=J J

f t9 j (c . PXl·····PXj )

l xl" ,xj

if some x.;. (1- 0)

if all x. E 1

Here xl'" x
j

E 1 C XI ; both parts of the domain are closed, and both

definitions yield 0 = * on the intersection. The requisite verifications are

all straightforward.

The following lemma is relevant to the remarks. at the end of § 15.

LemmaA.12. Let (Y.e)E C t r i let YC Z. and let h:IXZ-Z

be a homotopy such that

h(l. z) = z, h(t, y) = Y , h(O. z) E Y • and h(tt '• z) = h(t. h(t ', z»

for z E Z, Y E Y, and t, t l E I. Then there is an action e of C; on Z

;

such that the retraction r = h : Z - Y is a morphism of C -spaces.
o

Proof. Define e. on ?: (j) X zj by commutativity of the diagram
J

Z Y

;

and define 9
1
=h on I X Z C C(1) X Z. The requisite verifications are

again completely straightforward.
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If (Y.9) E C[ J ] and f:X -+ Y is any map in '1
....

then there is an action e of C on M
f

such that the retraction r: M
f
-+ Y

is a morphism of C -spaces.

Proof. Define h: I X M
f
....M

f
by h

t
= hi -t • where h! is as defined

in Example A. 2, and apply the lemma.
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