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FROM ANALYTIC MONADS TO co-OPERADS
THROUGH LAWVERE THEORIES

RUNE HAUGSENG

AssTRACT. We show that Lurie’s model for co-operads (or more precisely a “fagged”
or “pinned” version thereof) is equivalent to the analytic monads previously studied by
Gepner, Kock, and the author, with an co-operad 6 corresponding to the monad for
6-algebras in spaces. In particular, the co-operad 6 is completely determined by this
monad. To prove this we study the Lawvere theories of analytic monads, and show
that these are precisely pinned co-operads in a slight (equivalent) variant of Lurie’s
definition, where finite pointed sets are replaced by spans in finite sets.
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The theory of co-operads gives a powerful framework for working with homotopy-
coherent algebraic structures. Our goal in this paper is to give a direct comparison
between Lurie’s approach to co-operads [Lur17] and the analytic monads introduced in
[GHK22]. In particular, we will show that an co-operad 6 in Lurie’s sense is completely

determined by the monad for free ©-algebras in spaces.

Before we explain these results in more detail, it is helpful to first recall the relation
between operads in Set and monads; for simplicity, we focus on the case of one-object
operads' in Set. One common description of such operads is that they are associative
monoids in symmetric sequences with respect to the composition product. Here a

Date: January 4, 2023.
TAs opposed to (coloured) operads with more general sets of objects/colours.
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symmetric sequence in Set consists of a sequence of sets 6(n), n = 0,1,..., where O(n)
has an action of the symmetric group =,; this data can also be encoded as a functor
F= — Set, where F~ is the groupoid of finite sets and bijections. The composition
product of two symmetric sequences 6 and & is then given by the formula

©oP)m) =] o) xs [ [ ] (@) x--xP(ir)) X5, x5y, s
k=0

i1+--+ig=n

analogous to the formula for composition of power series.

Joyal [Joy86] extended the analogy with power series by proving that under left
Kan extension along the inclusion F* — Set, symmetric sequences in Set (or species in
Joyal’s terminology) are identified with a certain class of analyric endofunctors of Set.
Not all natural transformations among such functors come from morphisms of symmet-
ric sequences, but we get an equivalence of categories if we consider a certain class of
“weakly cartesian” transformations. Moreover, under this equivalence the composition
product is identified with composition of endofunctors, which means that one-object
operads can be identified with associative monoids in analytic functors under compo-
sition, i.e. with the class of analytic monads on Set.” Moreover, the analytic monad that
corresponds to an operad O can be identified with the monad for free G-algebras in Set.

Analytic monads in the co-categorical setting were introduced by Gepner, Kock,
and the author in [GHK22]. Here the appropriate’ notion of analytic functor admits a
considerably simpler characterization than in the classical 1-categorical context: if § is
the co-category of spaces or co-groupoids, then a functor 8;; — §; is analyric precisely
when it preserves sifted colimits and weakly contractible limits. Moreover, the appro-
priate morphisms between these are precisely the cartesian natural transformations, i.e.
those whose naturality squares are all cartesian. An analytic monad is then a monad
on a slice §;; whose underlying endofunctor is analytic, and whose multiplication and
unit transformations are cartesian.

In [GHK22], we defined an co-category of analytic monads on slices §;; where
the base space I can vary, and related these analytic monads to co-operads by prov-
ing that this co-category is equivalent to that of dendroidal Segal spaces due to Cisin-
ski and Moerdijk [CMi3a]. These are known to be equivalent to other models for
oo-operads by the comparison results of Cisinski-Moerdijk [CM13a, CM13b], Heuts—
Hinich-Moerdijk [HHM16], Barwick [Bar18], Chu, Heuts, and the author [CHHi8],
and most recently Hinich and Moerdijk [HM22] (who directly compare Lurie’s co-
operads to complete dendroidal Segal spaces).

In particular, it follows from these comparisons that analytic monads are equivalent
to Lurie’s model for co-operads [Lurry], which is by far the best developed approach.
However, the resulting connection between the two is rather indirect, since it passes
through at least one additional model for co-operads. This is rather unsatisfying, since
it seems clear what a direct equivalence ought to do in one direction: If © is an co-
operad, then we can explicitly describe the monad for free G-algebras in §, and this is
an analytic monad.

The main goal of the present paper is therefore to prove a direct comparison between
Lurie’s co-operads and analytic monads (i.e. without passing through dendroidal Se-
gal spaces and the other equivalences cited above), which assigns to an co-operad 6 the
monad for O-algebras in 8. To state this precisely we first need to explain a slight wrin-
kle, however: we proved in [GHK22] that analytic monads correspond to dendroidal

2A similar description applies to operads with an arbitrary set of objects, we have only restricted to the
one-object case for simplicity.

3For example, appropiate in the sense of corresponding to symmetric sequences and their generalizations,
cf. [GHK22, §3.2].
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Segal spaces, but co-operads should instead correspond to the full subcategory of com-
plete dendroidal Segal spaces. To correct for this, we can (following [AF18]) instead
consider what we will called pinned co-operads: pairs (0, p) where 6 is an co-operad
and p: X - 07, is an essentially surjective morphism from an co-groupoid X to the
oco-groupoid of objects of the co-operad 0. The composite

(1) Alg, () — Fun(67,,8) 2 Fun(X. S)
is then also a monadic right adjoint corresponding to an analytic monad. We can now
state our main result as follows:

Theorem A. Let POpd(F.) denote the co-category of pinned co-operads and AnMnd that
of analytic monads. Then the functor

POpd(F.) — AnMnd,
taking a pinned co-operad (0, p) to the monad (1), is an equivalence.

To prove this, we also want an explicit functor in the other direction, extracting a
pinned co-operad from an analytic monad. To this end, we will study Lawvere theories
of analytic monads. Let us say that a monad T on Fun(X, 8) for some co-groupoid X is
algebraic if the functor T preserves sifted colimits; then the Lawvere theory (£(T), p) of
T is given by taking Z£(T)°P to be the full subcategory of Alg(T) spanned by the free
algebras on finite coproducts of representables in Fun(X, §), together with the functor
p: X — Z(T) taking a point of X to the free algebra on the presheaf represented
by x. More generally, a Lawvere theory can be defined as an co-category £ with
finite products, together with a functor p: X — & such that every object of £ is a
finite product of objects in the image of p. Generalizing a result of Gepner—Groth-
Nikolaus [GGNis] (for the case X ~ x), we prove an co-categorical version of the
monad-theory correspondence for multi-sorted Lawvere theories:

Theorem B. Let AlgMnd be the oo-category of algebraic monads and LwvTh that of Lawvere
theories. Taking Lawvere theories of algebraic monads gives a functor

Th: AlgMnd — LwvTh.
This functor is an equivalence, with inverse the functor
Nod: LwvTh — AlgMnd

that assigns to a Lawvere theory (£, p) its co-category Mods (8) of models in 8, meaning
Sfunctors £ — 8§ that preserve finite products, together with the functor to Fun(X, 8) given by
restriction along p (which is a monadic right adjoint corresponding to an algebraic monad).

We can regard analytic monads as forming a (non-full) subcategory of algebraic
monads, and therefore Theorem B identifies AnMnd with a (non-full) subcategory of
LwvTh. For ordinary categories (and one-sorted Lawvere theories) this subcategory was
identified by Szawiel-Zawadowski [SZ14], but this is not quite the relevant identifica-
tion for us: The co-category AnMnd has a terminal object Sym, which is the monad
for commutative monoids, and it turns out that AnMnd is a full subcategory of alge-
braic monads over Sym. The Lawvere theory of Sym can be identified with the pair
Span(F)? := (Span(F), {1}) consisting of the (2, 1)-category Span([F) of spans of finite
sets, together with the inclusion of the one-element set 1. From Theorem B we then

get an identification between AnMnd and a full subcategory LwvThie s of the co-

category LwvTh span (s of Lawvere theories over Span(F)#. This co-category turns out
to have a very nice alternative description:

The (2,1)-category Span(F) has many of the same features as F, (which can be re-
garded as the subcategory containing only those spans where the backwards map is
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injective), so that we can modify Lurie’s definition of co-operads over F. to get a no-
tion of Span(F)-co-operads as certain co-categories over Span(F). A key difference is
that Span(F)-co-operads turn out to have finite products, so that we can regard pinned
Span(F)-co-operads as Lawvere theories. This gives in fact a fully faithful functor from
the co-category POpd(Span(F)) of pinned Span([F)-co-operads to LwVTh s> and
just as for pinned co-operads over F,, the corresponding monads are analytic. We thus
have an inclusion

(2) POpd(Span(F)) < LwvThie o

Conversely, we prove the following:

Theorem C. The Lawvere theory ofany analytic monad is a pinned Span(F)-co-operad.

The functor (2) is thus essentially surjective, and combining this with Theorem B
we have equivalences

POpd(Span(F)) = LWVTh?rslpan([F)h ~ AnMnd.

To deduce Theorem A from this we only need to know that the two version of co-
operads are equivalent. This has already been shown as part of joint work with Barkan
and Steinebrunner [BHS22], using the symmetric monoidal envelopes over F, and
Span(F). Specifically, [BHS22, Corollary 5.1.13 and Corollary s.3.17] imply that pulling
back along the inclusion F, < Span(F) gives an equivalence between (pinned) co-
operads over Span(F) and F,, and this is compatible with co-categories of algebras.

Our last main result is that when we combine Theorem A with the equivalence
between analytic monads and dendroidal Segal spaces from [GHK22], we get the ex-
pected relation between complete dendroidal Segal spaces and co-operads:

Theorem D. Under the composite equivalence
POpd(F.) =~ AnMnd = Seggo (S)

the full subcategory CSegqop(S) of complete dendroidal Segal spaces corresponds to the oco-
category Opd(F.) of co-operads (identified as those pinned co-operads where the morphism of
spaces is an equivalence).

Overview. In §2 we first introduce (pinned) co-operads over F, and Span([F), and recall
the comparison between them. We also introduce Lawvere theories and their models,
and show that pinned Span([F)-co-operads are examples of Lawvere theories, and their
models are precisely algebras (or monoids) in the co-category of spaces.

In §3, we introduce algebraic monads and their associated Lawvere theories, before
proving Theorem B.

We then study analytic monads and their Lawvere theories in §4. Here we also show
that pinned Span(F)-co-operads give analytic monads, and prove Theorem C.

Finally, in §s our goal is to prove Theorem D; this turns out to require an under-
standing of how the equivalences between pinned oco-operads, analytic monads, and
dendroidal Segal spaces restrict to equivalences between full subcategories of pinned
oco-categories, linear monads, and Segal spaces on A.

Notation. Much of the notation used is hopefully fairly standard, but we mention a
couple of points here for the reader’s convenience:

e If T is a monad on an co-category €, we will generally denote the corresponding
monadic adjunction by

Fr:€ 2 Alg(T) : Ur.
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e If B is a locally small co-category, we denote the Yoneda embedding for € by
ye: € — Fun(6°P,8). If the co-category € is clear from context, we will also just
write y for yg.

o We write P(8) for the co-category Fun(6°P, ) of presheaves on €. We write P*
for the contravariant presheaves functor and P, for the covariant version (obtained
from P* by taking left adjoints). We will use without comment that the Yoneda
embedding gives a natural transformation y: id — Py, cf. [HHLN22, §8].

Acknowledgments. 1 thank Hongyi Chu, David Gepner, and Joachim Kock for helpful
discussions related to this paper.

2. CO-OPERADS AND LAWVERE THEORIES

Our main concern in this section is co-operads over Span(F) and their relation to
Lurie’s co-operads and to Lawvere theories. In §2.1 we introduce (pinned) co-operads
over both Span(F) and F, and recall the equivalence between them, while in §2.2 we
define Lawvere theories and show that pinned Span(F)-co-operads are examples of
these. Finally, in the brief §2.3 we show that if 6 is an Span(F)-co-operad, then 6-
algebras or 6-monoids in an co-category with finite products are the same thing as
models of © when it is viewed as a Lawvere theory.

2.1. co-operads over F, and Span(F). In this subsection we review the notions of co-
operads over [, and Span(F), and the comparison between them proved in [BHS22].
We start by recalling Lurie’s definition of co-operads over F, from [Lur17]:

Notation 2.1.1. Let F denote the ordinary category of finite sets and F, that of finite
pointed sets. We write S, := (SLI{x}, *) for the pointed set obtained by adding a disjoint
base point * to a set S; all objects of F, are of this form. A morphism ¢: S, — T, is
called inert if |¢71(¢)| = 1 for t # =, or in other words if ¢ restricts to an isomorphism
S\ ¢71(x) = T, and active if =1 (x) := {}, i.e. if ¢ restricts to a morphism of sets
S — T; we write F"* and F* for the wide subcategories of I, containing the inert and
active morphisms, respectively. Then (F., FI", F3") is a factorization system: for every
morphism ¢ of F,, the groupoid of factorizations of ¢ as an inert morphism followed
by an active morphism is contractible. For s € S we write ps: S, — 1, for the inert
map that sends all elements of S except s to the base point.

Definition 2.1.2. An co-operad is a functor of co-categories p: © — F, such that

(1) © has all p-cocartesian lifts of inert morphisms in F..
(2) Given X,Y € 6 over S,, T, € F. and cocartesian lifts Y — Y, over p;, the commuta-
tive square

Map (X, Y) —— [l;er Mapp (X, 17)
Mapg (81, o) — Ilser Mapg, (Sv,14)

is cartesian.
(3) For every S, € F,, the functor

6s, — [ O,

given by cocartesian transport along the maps p; (s € S) is an equivalence.

The definition of co-operad does not use anything special about F. except for the
inert-active factorization system and the object 1, — as spelled out in [CH21, §9] it can
be straightforwardly extended to any co-category equipped with a factorization system
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and a collection of special “elementary” objects. Here we are interested in the variant
where F, is replaced by the (2,1)-category of spans of finite sets:

Definition 2.1.3. We write Span(F) for the co-category (in fact a (2,1)-category) of
spans of finite sets, defined as in [Haur8] or [Bar17]. Informally, this has finite sets as
objects with the morphisms given by spans, that is diagrams of the form

N

with composition given by taking pullbacks. More formally, Span(F) can be defined
as the complete Segal space given by

Map([n], Span(F)) =~ Mapc,. (Tw([n]), F);

here Tw([n]) is the twisted arrow category of [n], which can be succinctly described as
the partially ordered set of pairs (i, j), 0 < i < j < n, with

(i,j) < (ij) < i<i'<j <]
and Map,,, (Tw([n]), F) denotes the subspace of Map(Tw([n]),F) spanned by functors
F: Tw([n]) — F such that F takes all squares of the form
(i’j/) —> (i,:j,)

to cartesian squares in [F.

Definition 2.1.4. We say a morphism S LxSTin Span([F) is active if f is an isomor-
phism, and inert if g is an isomorphism. The inert and active morphisms are closed under
composition, and if we write Span(F)"* and Span(F)** for the wide subcategories of
Span(F) containing only these morphisms, then it is easy to see (cf. [HHLN22, Propo-
sition 2.15]) that we have equivalences

Span(F)™ ~ FP, Span(F)** =~ F.
For s € S, let p, denote the (inert) span § < {s} — 1.

Observation 2.1.5. The inert and active morphisms form a factorization system on
Span([F); indeed, the analogous claim holds for any co-category of spans, cf. [HHLN22,
Proposition 4.9].

We can then consider the following variant of Definition 2.1.2:

Definition 2.1.6. A Span([F)-co-operad is a functor of co-categories p: © — Span(F)
such that

(1) © has all p-cocartesian lifts of inert morphisms in Span(F).
(2) GivenX,Y € 6 over S, T € [, and cocartesian lifts Y — Y; over p/, the commutative
square

Mapg (X, Y) ————> [l;er Mapg (X, ;)

! !

MapSpan([F) (S, T) ” HteT MapSpan([F) (S’ 1)

is cartesian.
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(3) For every S € Span(F), the functor
®5 el 1—[ @1

given by cocartesian transport along the maps p! (s € S) is an equivalence.

Observation 2.1.7. Condition (3) is slightly redundant: Given (1) and (2), we have for
all X, X’ € 6, equivalences

n n
Mapg, (X', X) = [ | Mape (X', X),; < [ | Mape, (X7, X0,

i=1 i=1
where the first map is an equivalence of fibres from one of the cartesian squares in
(2) and the second is an equivalence by the universal property of the cocartesian maps
X’ — X/. This shows that the functor 6, — [, 6; in (3) is fully faithful. To conclude
that it is an equivalence it therefore suffices to additionally assume that these functors
are essentially surjective.

Definition 2.1.8. For § = F,,Span(F) and p: 6 — § an F-co-operad, we say that a
morphism ¢: X — Y in O is inert if it is cocartesian and its image in § is inert, and active
if its image in § is active. The inert and active morphisms then form a factorization
system on O by [Lurry, Proposition 2.1.2.5].

Definition 2.1.9. For § = F,, Span(F), a morphism of §-co-operads is a commutative

triangle
C— > P
\ X /

where the two diagonal maps are &-co-operads and the horizontal map preserves inert
morphisms. We define Opd() to be the subcategory of Cate/g spanned by the F-co-
operads and the morphisms thereof. For §-co-operads © and P, we also write Alg, (%)
for the full subcategory of Fun,g (6, %) spanned by the morphisms of §-co-operads.

Observation 2.1.10. We can think of F, as the wide subcategory of Span(F) that con-

tains only those morphisms
X
/ \fJ
S T

where the backwards map is injective: we identify this with the map of pointed sets
S+ — T, given by
{*, seX,
s

f(s), seX.

We thus have an inclusion i: F. — Span(F), and the factorization system on F, is
obtained by restricting that on Span(F) along i.

Theorem 2.r.11 ([BHS22, Corollaries s.1.13 and 5.3.17]). Pullback along t induces an
equivalence

i*: Opd(Span(F)) — Opd(F.).
Moreover, for any 6,9 € Opd(Span(F)) we also get a natural equivalence
Alg, (P) — Alg;.o (i"P)

between co-categories of algebras. m
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Definition 2.1.12. For § either Span(F) or F, (which we think of as a subcategory
of Span(F)), we say that a pinned §-co-operad is an F-oco-operad 6 together with a
morphism p: X — O] that is essentially surjective (i.e. surjective on m); we refer to

the morphism p as a pinning (of ©). We then define the co-category POpd() as the
pullback

POpd(g) — Opd(J)

Lo e

Fun([1], 8)es ——— 8,

where Fun([1],8)es is the full subcategory of Fun([1],8) spanned by the essentially
surjective morphisms.

Notation 2.1.13. If O is an F-co-operad, we write 6% for the pinned F-co-operad
(6,065 S 6;). (It is easy to see that this gives a functor (-)%: Opd(F) — POpd(g),
which is right adjoint to the functor that forgets the pinning.)

Remark 2.1.14. The term pinned is taken from [BKW18]. The analogous notion for
(oo, n)-categories has previously been studied by Ayala and Francis [AF18] under the
name flagged (oo, n)-categories. Their terminology is inspired by that of “Hags” in vector
spaces, which makes sense for general n where one considers a sequence of (oo, k)-
categories for k = 0,1,...,n. Since we only consider the case n = 1, however, there is
not much of a flag to speak of, which is why we have chosen to use different terminol-

ogy.
Base change along 1 is compatible with the pullback squares definining pinned co-
operads, giving:

Corollary 2.1.15. Pullback along i induces an equivalence
i*: POpd(Span(F)) — POpd(F.)
between oo-categories of pinned co-operads. ]

2.2. Span(F)-co-operads and Lawvere theories. Our goal in this subsection is to
show that we can think of Span(F)-co-operads as Lawvere theories in the following
sense:

Definition 2.2.1. A Lawvere theory (£, p) is an co-category & that has finite products,
together with a functor p: X — £ from an co-groupoid X, such that every object in
&£ can be written as a product of objects in the image of p.

Observation 2.2.2. If we freely adjoin finite coproducts to an co-groupoid X, we get
the co-category F/x := F Xg 8/x of finite sets with a map to X. If &£ is an co-category
with finite products, a morphism p: X — 2 therefore uniquely extends to a product-
preserving functor p: [F/O}f() — 2, and the requirement for (£, p) to be a Lawvere theory

can be formulated as: p is essentially surjective.

Remark 2.2.3. Our definition of Lawvere theory is an co-categorical version of the
classical notion of a (finitary) multi-sorted Lawvere theory. The one-sorted version
was first introduced in Lawvere’s thesis [Lawo4], and has been studied for co-categories
by Cranch [Crato], Gepner-Groth- Nikolaus [GGNis] and Berman [Ber2o]. There
is a very substantial literature on 1-categorical Lawvere theories and generalizations
thereof, which we will not attempt to survey; in the co-categorical setting, general no-
tions of algebraic theories have recently been developed by Henry-Meadows [HM21]
and Kositsyn [Kos21].
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Definition 2.2.4. A morphism of Lawvere theories from (£, p: X — £)to (Z',p": X' —
&£’) is a product-preserving functor F: £ — £’ together with a commutative square

x L x
oo
¢ L5 o

We write LwvTh for the co-category of Lawvere theories, defined as a subcategory of
Fun([1], Cate).

Lemma 2.2.5. The disjoint union of finite sets gives cartesian products in Span(F). In par-
ticular, Span(F)8 := (Span(F), {1} < Span(F)) is a Lawvere theory.

Proof. For S,T € F, pullback along the inclusions S, T < S I T gives an equivalence
[F/SHT l} [F/S X [F/T.

Since we have Mapg ) (5", S) = we get an equivalence

[F/l:grxs$
MapSpan([F) (S/’ sk T) - MapSpan([F) (S,’ S) x MapSpan([F) (S,’ T)

given by composition with the maps S <~ § < SIIT and T < T <> SIIT. These maps
therefore exhibit S I T as the product of S and T in Span(F). i

Proposition 2.2.6. A functor x: © — Span(F) is a Span(F)-co-operad if and only if the
Jollowing conditions hold:
(1') © has m-cocartesian morphisms over inert morphisms in Span([F).
(2’) For X € © over n in Span(F), the m-cocartesian morphisms X — X; over p/: n »> 1
exhibit X as the product T1_; X; in ©.
(3') The functor 6, — 17, O, given by cocartesian transport over the maps p}, is essentially
surjective.

Proof. We check that conditions (1)-(3) in Definition 2.1.6 correspond to the given con-
ditions (1)=(3’). Here (1’) is identical to (1). For (2), consider the commutative square

Map,, (X', X) —— [1iL; Mapg (X', X;)

l l

MapSpan(F) (1’1', 1’1) ;> H?:l MapSpan([F) (1’1', 1)

where X and X’ are objects of © over n and n’, respectively, and X — X; is cocartesian
over p/: n » 1. Here the bottom horizontal map is an equivalence, since the maps
p! exhibit n as the product of n copies of 1 in Span(F) by Lemma 2.2.5. This means
the square is cartesian if and only if the top horizontal morphism is an equivalence,
which is true for all X’ if and only if the cocartesian morphisms X — X; exhibit X as
the product [T7; X; in 6. Thus (2) is equivalent to (2). By Observation 2.1.7 we know
that we can replace (3) by the additional assumption that the map

®n — ﬁ @1
i=1

is essentially surjective, which is precisely (3'). mi

Lemma 2.2.7. Suppose m: © — Span(F) is a Span(F)-co-operad. Given objects X; € Og,
Jori=1,...,n then a collection of morphisms p;: X — X; in © exhibit X as the product 1; X;

if and only if
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(i) 7(p;) exhibit m(X) as the product of S; in Span(F) (so that they are the inert morphisms
corresponding to the inclusions of S; in [1; S;),
(ii) p; is cocartesian for each i.

In particular, © has finite products, & preserves these, and (0,0y) is a Lawvere theory.

Proof. Since products are unique up to equivalence if they exist, it suffices to show there
exists a unique object satistying the conditions, and this is a product.

Let n; denote the inert morphism S := [[; S; > S; in Span(F) corresponding to the
inclusion of S; in the coproduct. Then cocartesian transport along the maps ; fits in a
commutative square

(71
6s ————— [1;0s,

L
[1s 61 —— 1, ([1s, 61),

where the vertical morphisms are equivalences by condition (3) in Definition 2.1.6.
Then the top horizontal functor is also an equivalence, which implies there exists a
unique object X € Og with cocartesian morphisms X > X; over p;. It remains to show
that these exhibit X as a product.

For this, observe that if X; > X; ; denotes the cocartesian morphisms over p}: S;
1, then for any Y € 6 we have a commutative square

Mapg (Y, X) ——— > [1; Mapy (Y, X))
[T(isyes Mapg (Y, Xis) —— T1; ([Tses, Mapg (Y, Xis))

where the vertical maps are equivalences by Proposition 2.2.6. Hence the top horizontal
map is also an equivalence, which shows that X is a product, as required. It only remains
to observe that (0, 0;) is a Lawvere theory since every object is a product of objects in
01 by Proposition 2.2.6. O

Observation 2.2.8. More generally, any pinned Span(F)-co-operad (6,q: X —» ;)
is a Lawvere theory.

Lemma 2.2.9. Let 7: 6 — Span(F) be a Span(F)-co-operad. A morphism ¢: X — X’
in O is inert if and only if the composite X — X’ > X is inert for all i € n(X"), where
X" — X! is cocartesian over pj.

Proof. Since inert morphisms are closed under composition, the “only if” direction is
immediate. In the “if” direction, we first check that a morphism

sdrts
in Span(F) is inert if and only if its composite with p/ is inert for each i € §’. This
composite is the span

ST —1,

where T; is the fibre of g at i. This is inert for all i if and only if each of the fibres T;
has a single element, which is equivalent to g being an isomorphism, i.e. to the original
span being inert, as required.

Thus if ¢ satisfies the condition then 7(¢) is inert in Span(F). If X »> X" ~» X is
the inert-active factorization of ¢, then it follows that X" ~» X’ lies over id,(x»), and
since we have a factorization system the map ¢ is inert if and only if this active map is an
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equivalence. Now observe that the inert-active factorization of the composite X — X/
yields a commutative diagram

XHX”WX’

N T

Xill _M Xi/,

where by assumption the map X — X/ is inert, and so X/” ~» X/ is an equivalence.
But the equivalence of co-categories O, (x1y = (611" X)I shows that X" ~» X’ is an
equivalence if and only if X" — X! is one for each i. O

Proposition 2.2.10. Given a commutative triang/e

6 ! s 0
Span([F)

where © and ©” are Span(F)-co-operads, the functor f preserves inert morphisms if and only
1'f it preserves ﬁnite products.

Proof. Let us first suppose that f preserves finite products. To show that f preserves inert
morphisms, we start by observing that f preserves inert morphisms over p/: Consider
X € Op, with inert morphisms & : X » X; over p/. Then by assumption the morphisms
f(&): f(X) > f(X;) exhibit £(X) as the product of the f(X;)’s, and so are indeed inert
by Lemma 2.2.7. Now consider an arbitrary inert morphism X »» X’ in 6. To show
that f(X) — f(X’) is inert, it suffices by Lemma 2.2.9 to show that f(X) — f(X’) -
f(X'); is inert for each i, where f(X’) — f(X’); is cocartesian over p;. But we know
f(X’) » f(X’); is the image of the inert morphism X’ »> X/, and hence f(X) —
f(X”); is indeed inert, since it is the image of the inert composite X » X’ »> X/.
Conversely, suppose we know that f preserves inert morphisms. Then Lemma 2.2.7
implies that f preserves products, since these are characterized in terms of inert mor-
phisms. m]

Putting the preceding results together, we have shown:
Corollary 2.2.11. There is a fully faithful functor POpd(Span(F)) < LwVTh soaq(rys: O

2.3. Algebras, monoids and models. If © is a Span(F)-co-operad and 6 is an co-
category with finite products, our goal in this subsection is to identify three structures
in @ parametrized by 0: O-algebras in the symmetric monoidal co-category given by
the cartesian product on 8, 6-monoids in 6, and models for 6 as a Lawvere theory in
6.

We begin by introducing the definitions of the last two structures:

Definition 2.3.1. If £ and 6 are co-categories with finite products (such as the un-
derlying co-category of a Lawvere theory), then a model of £ in 6 is a functor £ — 6
that preserves finite products. We write Mods (6) for the full subcategory of Fun(Z, 6)
spanned by the models.

Definition 2.3.2. If © is an Span([F)-co-operad and € is an co-category with finite
products, then an 6-monoid in 6 is a functor M: 6 — B such that for every X € 6 over
n € Span(F), the morphism

M) - [ | M),
i=1
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induced by the inert morphisms X > X; over p/, is an equivalence. We write Mone (6)
for the full subcategory of Fun(6, €) spanned by the G-monoids.

Proposition 2.3.3. If O is an Span(F)-co-operad and 6 is an co-category, then a functor
M: 6 — B isanO-monoid if and only if M preserves finite products. In particular, Mone (6) =~
Mod (B) as full subcategories of Fun(0, @).

Proof- It follows from (2’) in Proposition 2.2.6 that if M is an 6-model, then M is an
G-monoid. To prove the converse, we again use the description of products in 6 from
Lemma 2.2.7: Suppose the (necessarily inert) morphisms X » X; fori = 1,..., n exhibit
X in 6 over S as a product of the objects X;, which lie over S;. If X; »> X; ; denotes the
cocartesian morphisms over p.: S; > 1, then we have a commutative square

M(X) —— T, M(X))
Miisyes M(Xis) — T1; ([Tses, M(Xis)) -

It follows that the top horizontal morphism is also an equivalence, so that M preserves
this product. O

Proposition 2.3.4. Let @ be an co-category with finite products. Then there exists a Span(F)-
oo-operad €% — Span(F) (i in fact a cocartesian ﬁbmtion) with a (product-preserving) functor
B> — € such composition with this functor induces an equivalence

Alg, (€*) — Mong (6)
for every Span(F)-co-operad ©.

Proof. This follows by the same proof as for the version with F, in place of Span(F),
proved in [Lur17, §2.4.1], and we do not repeat it here. o

3. LAWVERE THEORIES AND ALGEBRAIC MONADS

It was first shown by Linton [Lin66] that one-sorted Lawvere theories are equiva-
lent to finitary monads on the category of sets, and the co-categorical analogue of this
correspondence has been proved by Gepner-Groth-Nikolaus [GGNis]. In this section
we will extend this result to our multi-sorted notion of Lawvere theories, proving The-
orem B. We start by introducing the relevant notion of algebraic monad and showing
that any Lawvere theory gives rise to one of these in §3.1. In §3.2 we then define the
Lawvere theory associated to an algebraic monad and prove that its models recover the
monad we started with.

3.I. Algebraic monads from Lawvere theories. Our goal in this subsection is to
show that models for a Lawvere theory in the co-category of spaces always gives an
algebraic monad, in the following sense:

Definition 3.1.1I. An algebraic monad is a monad T on Fun(X, §) =~ §/x for some X € §
such that the underlying endofunctor of T preserves sifted colimits.

Remark 3.1.2. In the 1-categorical context, Lawvere theories are related to finitary
monads, i.e. monads that preserve filtered colimits. This is not the case in our co-
categorical setting, where the monads are required to preserve sifted colimits (which in
8/x boils down to filtered colimits and simplicial colimits). The fundamental reason for
this difference is that Set is obtained from the category F of finite sets by freely adding
filtered colimits, but § is obtained from F by freely adding sifted colimits. Here the
relevance of F is that in both cases we want Lawvere theories to be defined in terms of
finite products rather than more general limits.
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We note the following general result about monads and colimits, taken from Henry
and Meadows [HM21]:

Proposition 3.1.3. Let T be a monad on an co-category €, which has all .F -shaped colimits
for some oco~category . Then thefollowing are equivalcnt:

(1) The endofunctor T: 6 — G preserves J -shaped colimits.
(2) The co-category Alg(T) has F -shaped colimits and the functor Ur : Alg(T) — B preserves
these.

Proof. Since T =~ UrFr where Fr is a left adjoint, the implication from (2) to (1) is imme-
diate. The non-trivial direction is [HM21, Lemma 6.6], which in turn is an application
of [Lurry, Corollary 4.2.3.5]. o

Corollary 3.1.4. A monad T on 8x is algebraic if and only if for the corresponding monadic
adjunction
FTZ S/X =2 Alg(T) ZUT,

the oo-category Alg(T) has sifted colimits and the right adjoint Ur preserves these. m]

Observation 3.1.5. If T is an algebraic monad on Fun(X, §), then Alg(T) is locally small.
Indeed, if T is any monad on a locally small co-category @ then Alg(T) is locally small:
any object A € Alg(T) can be written as the simplicial colimit of a free resolution, which
means that Mapy7) (A, B) is a cosimplicial limit of mapping spaces in 6 and so is small.

Proposition 3.1.6. Let (£,p: X » £) be a Lawvere theory. Then:

(i) The oo-category Modg (8) is presentable, and the inclusion Mods (8) < Fun(Z,S)
has a left adjoint.
(ii) The functor p*: Modg (8) — Fun(X, 8) is a monadic right adjoint.
(iii) The corresponding monad Ty is algebraic.
(iv) The left adjoint L of p* satisfies

Lyxx = ygop (px).

Proof. The co-category Mody (S) can be defined as the full subcategory of Fun(%Z,8)
spanned by the objects that are local with respect to the set of maps of the form

[Jorer-+se {1
i=1 i=1

for x1,...,x, in X. Thus Mod%(8) is an accessible localization of Fun(%,8), which
means the inclusion has a left adjoint L, and Modg (S) is presentable. This proves (i).

If pi: Fun(X, 8) — Fun(Z, 8) denotes left Kan extension along p, then the composite
Lyyodpy is aleftadjoint to p*. To prove that this is the monadic adjunction for an algebraic
monad, it suffices by the co-categorical monadicity theorem, [Lur17, Theorem 4.7.3.5],
to prove that p* is conservative and preserves sifted colimits.

To see that p* is conservative, observe that if #: F — G is a natural transformation
between product-preserving functors £ — 8, then since every object of & is a product
of objects in the image of p, the component n,4 must be an equivalence for every A € £
if it is an equivalence for objects in the image of p, i.e. if p* is an equivalence.

If we view p* as a functor Fun(2,8) — Fun(X,8), it preserves all colimits, so to
show p* preserves sifted colimits it suffices to check that Modg (8) is closed under sifted
colimits in Fun(Z, §). In other words, given a sifted diagram ¢: . — Fun(%, ) where
$(i) lies in Modg (8), so does the colimit of ¢. This holds because colimits in Fun(%, 8)
are computed pointwise, and for a product A X B in & we have

colim;e. ¢; (A X B) = colim;ey $;(A) X ¢;(B) — (colim;eg ¢;(A)) x (colim;ey ¢:(B)),
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where the second equivalence holds since sifted colimits by definition commute with
finite products in S. This proves (ii) and (iii)

It remains to prove (iv). We saw that the left adjoint of p* is L. qp1, and we know

prod
pyxx = ygop(x), so this amounts to checking that ygorp(x) already lies in the full

subcategory Mody (8). In other words, we must show that the functor
Mapy (p(x),-): £ — 8§

preserves finite products, which is obvious. O

Definition 3.1.7. The appropriate notion of morphism of algebraic monads for us is a lax
morphism of monads, i.e. a lax natural transformation S — T between algebraic mon-
ads, viewed as functors of (eo, 2)-categories from the universal monad 2-category to
CAT.., the (co, 2)-category of co-categories. As shown in [Hauz1], such a lax morphism
is equivalent to a commutative square

Alg(T) —— Alg(T)

(3) lUT lUs

Fun(X,8) —— Fun(Y,8),

where in our case we want f* to be given by composition with a morphism f: ¥ — X of
oco-groupoids. We can thus define an co-category AlgMnd®P of algebraic monads as the
full subcategory of the pullback of evy : Fun([1], Cato) — Cateo along Fun(- 8): 8°P —
Cat., whose objects are the monadic right adjoints corresponding to algebraic monads.
Equivalently, by Corollary 3.1.4 these are the right adjoints that are conservative and
preserve sifted colimits.

Observation 3.1.8. Given a morphism of algebraic monads as in (3), the functor F*
automatically preserves limits and sifted colimits: since Us is conservative and preserves
limits and sifted colimits, it suffices to show that UsF* preserves these, but this is by
assumption equivalent to f*Ur, which preserves them since both Ur and f* do so.

Observation 3.1.9. Given a morphism of Lawvere theories

X L} X’
N
¢ Ly

composition with F preserves product—preserving functors, and so restricts to a functor
F*: Mody(8) — Mod (8). This fits in a commutative square

Mody/(S) —2— Mod(S)

lp,* \Lp*
Fun(X’,S) L) Fun(X,S),
which is a morphism of algebraic monads T — Ty by Proposition 3.1.6. We thus

have a functor Mod: LwvTh — AlgMnd that takes a Lawvere theory to its co-category
of models in 8, viewed as an algebraic monad via the given map from an co-groupoid.

3.2. Lawvere theories from algebraic monads. Our next goal is to prove that every
algebraic monad arises from a Lawvere theory via the following construction:

Definition 3.2.1. If T is an algebraic monad on Fun(X,8), then the Lawvere theory
INH(T) of T is the pair (£(T), pr) where Z(T)°P is the full subcategory of Alg(T) spanned
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by the objects of the form [[7, Fryxx; for x; in X, together with the map pr: X —
£(T) obtained by restricting Fr.

Notation 3.2.2. It will be convenient to write (x, . . ., x,) for the coproduct [ %, yx (x)
inFun(X, 8), and Fr(x1, ..., x,) for its image Fr([ 1%, yx(x;)) = 1%, Fryxx; in £(T)°P.

Lemma 3.2.3. If (£,p) is a Lawvere theory, then the Yoneda embedding for £°P factors
through a fully faithful functor
L s Mode (S)
whose image is precisely £(Ty). This gives an equivalence of Lawvere theories
(Z,p) = TYh(Ty).
Proof. First observe that for X € &, the copresheaf
yzorX = Mapg (X, -)

clearly preserves products, so that ygor factors through the full subcategory Modg (8)
of Fun(%£, 8).

If L denotes the left adjoint to p*: Mod (8) — Fun(X, §), then we saw in Proposi-
tion 3.1.6 that we have

(4) Lyx (x) = ygor (px).
Then L([I%, yx(x:)) = L1~ yeo (px), giving natural equivalences

n
Mappyeg,, (s) (L (]_[ Yx(xi)) , @
i-1

~ MapFun(g’S) (U Y<por (pxi), (I)) =~ 1—[ dD(px,)
i=1

i=1
i

i=1

= Mapy,q,, (s) (YSL’“P (l_[ px,—),fb)

i=1

~d

for any ® € Mody (8). From the Yoneda Lemma we then have an equivalence
L] Jyx () = ygor (] [ o).
i=1 i=1

By definition, these are precisely the objects that lie in the full subcategory < (Tz)°P.
On the other hand, by assumption every objectin & is a product of objects in the image
of p, so these are also precisely the objects in the image of £°P. The image of £°P is
thus £ (T)°P, as required.

The equivalence (4) can be rephrased as giving a commutative square

X <X 5 Fun(X,S)

p""l lL

Yop

ZP «<—— Modx(S).
This restricts to a commutative triangle
X op
o
EP ——— P(Ty)P,

which gives the required equivalence of Lawvere theories. O
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Proposition 3.2.4. Let T be an algebraic monad on X. Then the fully faithful inclusion
Z(T)°P < Alg(T) induces a commutative triangle

Alg(T) v > MOdg(T) (8)
Ur p*
Fun(X, S),

where v arises from the Yoneda embedding of Alg(T) restricted to £ (T)°P and p is the induced
map X — L(T). Moreover, the functor v is an equivalence.

Proof. By Observation 3.1.5 the co-category Alg(T) is locally small, so we have a Yoneda
embedding Alg(T) < Fun(Alg(T)°P, §). Composing this with the inclusion Z(T)° —
Alg(T), we get a restricted Yoneda functor

v: Alg(T) — Fun(Z(T),S).

This copresheaf takes A € Alg(T) to the copresheaf
n
Fr(xi,....xn) € 2(T) > Mappger) (Fr(xi,....xa), A) = | | UrA(x).
i=1
This takes finite products in £(T) to products in 8, since the former correspond to

coproducts in Alg(T), and so factors through the full subcategory Modg (1) (S). Note
also that we have a natural equivalence

(s) VFr(x1, ..., %n) = yo(ryor Fr(x1, ..., Xn),
since by Lemma 3.2.3 we know that yg ) A lies in Modg (1) (8) for any object A =
Fr(yi,...,ym) in Z(T), and so we have natural equivalences

Mapwody 1, (s) (Y (1)op A VET (X1, - . o5 Xn)) = (VFr(x1, - .o, X)) (A)
= Mappg () (A, Fr(xi, ..., xp))
= Mapy (1) (A, Fr(x1,. .., xn))
= Mappog, 1, (s) (Y (1)or A Yo (o Fr (X1, - .., Xn)).
Now for A € Alg(T) we have natural equivalences
(6) Mapryn(x.s) (yxx, p"vA) = (vA) (px) = Mappgr) (Frx, A) = Mapgya(x.5) (YxX, UrA),

and so by the Yoneda lemma there is a natural equivalence p*v =~ Ur. This means that
we have the required commutative triangle

Alg(T) - > Modg (1) (S)

Fun(X, S).

Here both the diagonal functors are monadic right adjoints by Proposition 3.1.6, so
to prove that the horizontal functor is an equivalence it suffices by [Lur17, Corollary
4.7.3.16] to check that the induced transformation

L—>VFT

is an equivalence, where L denotes the left adjoint Fun(X,8) — Mody (1) (S) to p*.

Since p* is conservative, this is equivalent to the transformation of endofunctors
p'L— p'vFr =T

being an equivalence. Note that here p* preserves sifted colimits, since sifted colimits in

Mod 1) (8) are computed in Fun(£(T), §), while T preserves sifted colimits since it is
algebraic. Moreover, every object of Fun(X, 8) is a sifted colimit of objects of the form
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(x1,...,xn) == L1, yx (x;) for x; € X, so it suffices to check that we have an equivalence
for such objects.
We first consider the case where n = 1. Then for M € Mods 1) (S) we have natural
equivalences
Mappod,, 1, (s) (Lx: M) = Mapg, x5 (x, p"M) = p*M(x) = M(Frx)
= MapMody(T) (8) (Y ()or Frx, M).
Thus by the Yoneda Lemma we have an equivalence Lx — yg(ryerFrx. Since the

Yoneda embedding is fully faithful, this equivalence is the point of the mapping space
Mappod,, ;. (s) (LX, Yo () Frx) that corresponds to idr,.x under the equivalence

MapMody(T) (s) (Lx, Yy (1yor Frx) = Mapeq(x.s) (%, Py (1)» Frx)
(7) = p*ye ryor (Frx)(x) = (yg(r)or Frx) (Frx)
= Mapg 1) (Frx, Frx).
On the other hand, the canonical map Lx — vFrx corresponds under the equivalences
MapModrj(T) (s) (Lx, VFrx) = Mapgyqx.s) (x, p*vFrx) =~ Mapg,n(x.s) (x, UrFrx)

to the unit map x — UrFrx. For the second equivalence here we used the equivalence
Ur ~ p*v, and using (6) we can decompose this as

Mape,nx.s) (%, " VFrX) = (p"vFrx)(x) = Mapyg ) (Frx, Frx) = Mapgqx.s) (x, UrFrx),

where the unit map corresponds to the identity of Frx under the last adjunction equiv-
alence.

In other words, we have shown that the canonical map Lx — vFrx is the point that
corresponds to idp,» under the equivalence

MapMody(T) (s) (Lx, VFrx) = Mapg(x.s) (x, p*vFrx) = (p*vFrx)(x) = Map () (Frx, Frx).

It now only remains to observe that when we identify vFrx with yFrx this equivalence is
precisely that of (7), which is clear from the definitions. We conclude that the composite
Lx — vFrx = yFrx is precisely the map we showed was an equivalence, and so the
canonical map Lx — vFrx is indeed an equivalence.

Now we consider the general case, where we have a commutative square

[, Lx; —— L(x1,...,%n)
L vFrx; — vFr(x1,...,%n)
in which the top horizontal map is an equivalence since L preserves coproducts and the
left vertical map is an equivalence by what we just proved. To show the right vertical
map is an equivalence it is then sufficient to show that the bottom horizontal map is
one. Mapping this into an object M € Mod (1) (S) we get using the identification () a
commutative diagram

Map(vFr(xy, ..., xn), M) ——> M(Fr(x1,...,%n))
Map([17, vFr(x;), M) ———— [l M(Frx;).

Here the right vertical map is an equivalence since M is an £(T)-model, hence by the
Yoneda lemma the canonical map

L(x1,...,Xn) = VFr(x1,...,x5)
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is an equivalence in Modg 1) (8), as required. ]

Remark 3.2.5. If T is an algebraic monad, we have seen that Alg(T) is equivalent
to Modg (1)(S). In the terminology of [Lurog], this identifies Alg(T) with the “non-
abelian derived co-category” of £(T)°P, which by [Lurog, Proposition s.5.8.15] is the
oco-category Ps(Z(T)°P) obtained by freely adjoining sifted colimits to £(T)°P.
Corollary 3.2.6.

(i) If T is an algebraic monad on Fun(X, 8), then Alg(T) is a presentable co-category.
(ii) For any morphism of algebraic monads as in (3), the functor F*: Alg(T) — Alg(S) has a
lcft adjoint F.
(iii) The left adjoint F, restricts to a functor £(S)°P — L(T)°P, which gives a morphism of
Lawvere theories

Y;)X

ps| ler

L(S) — 2(T).
Proof- Part (i) is immediate from Proposition 3.2.4: We know that Alg(T) is equivalent
to Mody (7 (8), which is presentable by Proposition 3.1.6(i). The functor

F*: Alg(T) — Alg(S)

preserves limits and sifted colimits by Observation 3.1.8; it is thus a limit-preserving
accessible functor between presentable co-categories, and therefore admits a left adjoint
F by [Lurog, Corollary 5.5.2.9]. This proves (ii), and passing to left adjoints in the
square (3) we get a commutative square

Fun(Y,S) L} Fun(X,S)

I |r

Alg(S) —2 5 Alg(T).

Thus we have
FEs(] [y @) = Frf| [yr @) = Fr(] Jyxf@),
i=1 i=1 i=1

which shows that F takes the full subcategory Z£(S)°P into £(T)°P, and also that it
gives the required commutative square. Moreover, F, preserves coproducts, being a left
adjoint, and so the induced functor F: £(S) — £(T) preserves products, since these
correspond to coproducts of algebras. O

Observation 3.2.7. From Corollary 3.2.6 we see that the assignment of the Lawvere
theory TH(T) to an algebraic monad T extends to a functor Th: AlgMnd — LwvTh.
Moreover, this functor is inverse to the functor MMod from Observation 3.1.9: for a
Lawvere theory (2, q) we have a natural equivalence

TH(Mod(Z,9)) = (£.9)
by Lemma 3.2.3, while for an algebraic monad T we have a natural equivalence
Mod(TH(T)) ~ T
by Proposition 3.2.4.
We have thus proved:
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Theorem 3.2.8. The functors
Mod : LwvTh 2 AlgMnd : T}
are inverse equivalences of co-categories.

Remark 3.2.9. There are many versions of more general “monad/theory correspon-
dences” for ordinary categories in the literature. Versions of these for “monads with ar-
ities” have been generalized to the co-categorical setting by Henry—-Meadows [HM21]
and Kositsyn [Kosz1], though they do not explicitly discuss how the situation simplifies
in the special case of Lawvere theories.

4. ANALYTIC MONADS AND c0-OPERADS

We saw in Corollary 2.2.11 that pinned Span([F)-co-operads give a full subcategory
of Lawvere theories over Span([F)". In particular, we obtain an algebraic monad from
every pinned Span([F)-co-operad, and our overall goal in this section is to identify this
full subcategory with that coming from a special class of algebraic monads, namely
the analytic ones. We start by introducing analytic monads in §4.1, and then show that
any pinned Span([F)-co-operad gives such an analytic monad in §4.2. After this we are
ready to study the Lawvere theories of analytic monads in §4.3, where we in particular
prove Theorem C (which together with our previous work completes the proof of
Theorem A).

4.I. Analytic and algebraic monads. In this first subsection we will recall the defi-
nition of analytic monads, as introduced in [GHK22], and give a useful description of
them, as a full subcategory of a certain slice of algebraic monads.

Definition 4.1.1. A functor F: 8/x — 8y is analytic if F preserves sifted colimits and
weakly contractible limits, that is limits indexed by co-categories with contractible clas-

sifying space.

Remark 4.1.2. By [GHK22, Theorem 2.2.3 and Proposition 3.1.9] any analytic functor
8/x — 8y is (uniquely) of the form #p.s* for some diagram of spaces

xSl Ly,

where the fibres of p are finite sets. This is the polynomial diagram corresponding to the
functor.

Definition 4.1.3. A natural transformation a: F — G of functors € — D is cartesian
if for every morphism ¢: x — y in €, the naturality square

FxL)Gx

o o

Fy —X3 Gy

is cartesian. A cartesian monad is a monad whose unit and multiplication transformations
are cartesian, and an analytic monad is a cartesian monad on an co-category of the form
§;x whose underlying endofunctor is analytic.

Remark 4.1.4. Ananalytic monad can also be defined as a monad in an (o, 2)-category
whose objects are the co-categories Fun(X,8) for X € 8, with analytic functors as
morphisms and cartesian natural transformations as 2-morphisms. The appropriate
notion of morphisms between analytic monads for us is then certain lax morphisms
of monads in this (o, 2)-category. These can also be described in terms of monadic
adjunctions as follows:
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Definition 4.1.5. Suppose T is an analytic monad on Fun(X,8) and S is an analytic
monad on Fun(Y, 8). A morphism of analytic monads from S to T is a commutative square
of co-categories

Alg(T) —E—3 Alg(s)

0 |on [

Fun(X,8) —— Fun(Y,S§),

where the bottom horizontal functor comes from a map of spaces f: Y — X, and the
induced transformation

Sf*— T
is cartesian. (Since Us and Ur detect pullbacks, we can equivalently ask for the mate
transformation

(0) Fsf* — F'Fr
to be cartesian.)

Definition 4.1.6. We define AnMnd to be the subcategory of AlgMnd whose objects
are the analytic monads and whose morphisms are those whose mate transformations
(9) are cartesian.

The first step towards a more useful description of the co-category AnMnd is to
identify its terminal object:

Proposition 4.1.7. AnMnd has a terminal object Sym, given by the unique analytic monad
structure on the terminal analytic endofunctor on 8. The latter is the cndoﬁmctor

X - UX;Z" ,
given by the diagram

(10) x—F > F — x

where the map F> — F= is given by forgetting the base point; this is the classifying map for
morphisms of spaces with finite discrete fibres*

Proof. Restricting [GHK 22, Proposition 4.4.2] to analytic monads, we get in partic-
ular that the forgetful functor AnMnd — 8 is a cartesian fibration, which lives in a
commutative triangle

AnMnd —) AnEnd

N7

where AnEnd is the co-category of analytic endofunctors. Here the functor AnEnd — §
is a cartesian and cocartesian fibration, and the forgetful functor U: AnMnd — AnEnd
preserves cartesian morphisms. To show that AnMnd has a terminal object, it suffices
to prove that the fibre AnMnd(x) has a terminal object Sym, and for every morphism
g: X — =in 8, its cartesian transport ¢* Sym is terminal in AnMnd(X).

4Note that the groupoids 7 and F> are both equivalent to [5_ BS,, and this classifying map can be
described as the disjoint union of the maps BZ,, — BE, induced by the inclusion of £, in £, as the
subgroup of automorphisms that fix one element in the set n+1.
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The fibre AnMnd(X) is the co-category of associative algebras in the co-category
AnEnd(X) of analytic endofunctors of Fun(X, 8) under composition, and the forgetful
functor to AnEnd(X) detects limits. Moreover, we have a commutative square

AnMnd(x) L) AnMnd(X)

b e

AnEnd(x) ———3 AnEnd()

where the lower horizontal functor preserves limits, being a right adjoint, and the ver-
tical functors detect limits. Thus if Sym is a terminal object in AnMnd(x), then ¢* Sym
is terminal in AnMnd(X) if and only if Uxg* Sym = ¢*U, Sym is terminal in AnEnd(X),
which is true since ¢* and U, preserve limits. Moreover, by [Lurry, Corollary 3.2.2.5]
the co-category AnMnd(x) has a terminal object if AnEnd(*) has one, and this is given
by the unique associative algebra structure on this terminal analytic endofunctor. To
complete the proof we now observe that [GHK22, Corollary 3.1.13] implies that (10)
gives the terminal object of AnEnd(x), as required. m]

Since AnMnd has a terminal object, the inclusion AnMnd — AlgMnd factors through
AlgMnd ... We now have:

Lemma 4.1.8. The functor AnMnd — AlgMnd g, .. is fully faithful.

Proof. Suppose we have analytic monads T and S over spaces X and Y, respectively.
Then a morphism from S to T in AlgMnd .., gives a morphism f: ¥ — X, a natural

transformation a: Sf* — f*T, and a commutative triangle

*
* @q

N

p* Sym,

Sp

where g and p denote the maps X — *, Y — =, respectively. Here the two diagonal
transformations are cartesian, since by assumption the two maps to Sym come from
AnMnd, and our goal is to prove that « is then cartesian.

The pasting lemma for pullback squares implies that given a commutative triangle

of natural transformations
F % G
N
H

where y is cartesian, the transformation ¢ is cartesian if and only if / is cartesian. From
the triangle above we can thus conclude that ag* is cartesian. We can then make a
commutative square

Sfr —F— T

i

sp*q —2L fTqq

using the counit transformation id — g*q;, which is cartesian by [GHK22, Lemma
2.1.5]. Then the vertical maps in the square are cartesian transformations, as is the bot-
tom horizontal map. Using the pasting lemma again, it follows that the top horizontal
transformation « is also cartesian. ]
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Observation 4.1.9. From Theorem 3.2.8 it now follows that the functor
T
AnMnd — AlgMnd/Sym —h> LWVTh/g;,(Sym)

identifies AnMnd with a full subcategory vaTh%(Sym) of LwvTh qg(sym). Over the next

few sections we will identify this full subcategory with that of pinned Span(F)-co-
operads.

Remark 4.1.10. The oo-category AnMnd can also be seen as a (non-full) subcategory of
AlgMnd, which means that it also corresponds to some subcategory of LwvTh. It would
be interesting to know if this has an explicit description. In the 1-categorical setting,
Szawiel and Zawadowski give such a description of the Lawvere theories of one-sorted
analytic monads in [SZ14].

4.2. Analytic monads from Span(F)-co-operads. In this subsection we will describe
the monad corresponding to a pinned Span([F)-co-operad, and show that this is always
analytic. Using this, we will then identify the co-category POpd(Span(F)) with a full
subcategory of AnMnd.

Notation 4.2.1. Suppose 6 is a Span(F)-co-operad. We write Us for the restriction
functor

Mong (§) < Fun(6,8) — Fun(6;,S)

and Fy for its left adjoint. Note that (6,0;) is a Lawvere theory by Lemma 2.2.7,
and by Proposition 2.3.3 the co-category Mong(8) is the co-category of models for
this Lawvere theory. Thus U is the monadic right adjoint for an algebraic monad by
Proposition 3.1.6; we write Ty, for this monad.

Proposition 4.2.2. Suppose O is an Span([F)-oo-operad. Then Ty is an analytic monad, and
its underlying endofunctor is given on F € Fun(O;’, 8) by the formula

(T®F)(x) = COhmywxeAct@(x) 1—[ F(yi),
Y=Ui

where Actg (x) = (035 denotes the co-groupoid of active maps to x in © and the limit is

over the set of inert maps y = y; over p]. Moreover, any morphism of Span(F)-co-operads
induces a morphism of analytic monads.

Proof. In this proof it is convenient to use some terminology from [CH21]. The co-
category O, equipped with its inert-active factorization system and the objects over 1,
is an algebraic pattern, and Mong (8) is the co-category of Segal O-spaces for this pattern.

The algebraic pattern Span(F) is extendable by [BHS22, Example 3.3.25], hence any
Span([F)-co-operad is also extendable by [CH21, Corollary 9.17] (or [BHS22, Lemma
4.1.15]). The formula for Ty is then a special case of [CH21, Corollary 8.12].

It then follows from [CH21, Proposition 10.6] that the monad Tp is cartesian and
preserves weakly contractible limits. Since we already know that Ty is algebraic, i.e.
preserves sifted colimits, this shows that Ty is an analytic monad. A morphism of
Span([F)-co-operads then induces a morphism of analytic monads by [CHz1, Proposi-
tion 10.10]. m]

Corollary 4.2.3. Suppose (0,q: X - O;) is a pinned Span(F)-co-operad. Then the com-
posite

Mono (S) — Fun(6;,8) 5 Fun(X, S)

is the monadic right adjoint for an analytic monad T(e ). Moreover, any morphism of pinned
Span(F)-co-operads induces a morphism of analytic monads.
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Proof. The endofunctor T(g 4 is the composite g*Toqi. Here the functor ¢* preserves all
limits and colimits, and gy preserves all colimits (being a left adjoint) as well as weakly
contractible limits (by [GHK22, Lemma 2.2.10]), hence T(¢ 4 is an analytic functor
since Ty is one. Moreover, the multiplication and unit transformations for Tie q) are
given by the compositions
' Toqq"Toq — ¢’ ToToq — ¢'Toq.  id — q"q — ¢'Toq,

of the corresponding transformations for T and the counit and unit of the adjunction
q + ¢". The latter are cartesian transformations by [GHK22, Lemma 2.1.5], hence so
are these compositions, since we know Tp is a cartesian monad. Thus T(e q) is indeed
an analytic monad. Similarly, the natural transformation associated to a morphism of
pinned Span([F)-co-operads is built from that coming from the underlying morphism
of Span([F)-co-operads and cartesian (co)unit transformations, so that we get a mor-
phism of analytic monads. O

The monad T g) for a pinned Span(F)-co-operad (6, ) is by definition the monad
corresponding to the Lawvere theory (6, q). We next observe that the monad corre-
sponding to the terminal (pinned) Span(F)-co-operad is the terminal analytic monad:

Lemma 4.2.4. The monad Tspn s corresponding to the Lawvere theory Span(F)# is Sym.
Equivalently, the Lawvere theory TH(Sym) is Span(F)".

Proof. We know from Proposition 4.1.7 that Sym is the unique analytic monad structure
on its underlying endofunctor on 8, which is

(o)
Xn
xe | x5
n=0

It thus suffices to show that this is also the underlying endofunctor of the analytic
monad Tspan(r). This follows from the formula in Proposition 4.2.2 since we have

Actspan(r) (1) = [, BZ,, giving

(o)
~ : xn Xn
TSpan([F) (X) = COllmnwleActspan(F) 1) X7 U Xth .
n=0

O

We have thus shown that both POpd(Span(F)) and AnMnd give full subcategories
of LwVTh so.n(r)s» and that the former subcategory is contained in the latter:

Corollary 4.2.5. POpd(Span(F)) is a full subcategory "J[LWVThjgpan(ur)h ~AnMnd. O

4.3. Lawvere theories of analytic monads. In the previous subsection we showed

that we have a fully faithful functor POpd(Span(F)) — '—WVThj‘Zpan (e Our goal in

this subsection is to prove that this is also essentially surjective. In other words, we
want to show that the Lawvere theory of any analytic monad is a pinned Span(F)-
oo-operad. To show this, we will first describe an inert-active factorization system on
such Lawvere theories. This arises from a factorization system on the entire Kleisli
oo-category, which was constructed in [CH21]. We begin by recalling this, which
requires first introducing some terminology:

Definition 4.3.1. A functor F: 6 — @ is a local right adjoint if for every object C € €
the induced functor on slices Fyc: 6/c — Dpc is a right adjoint.

Observation 4.3.2. By [GHK22, Theorem 2.2.3], a functor F: Fun(X,8) — Fun(Y, §)
is a local right adjoint if and only if it is accessible and preserves weakly contractible
limits. In particular, every analytic functor is a local right adjoint.
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Observation 4.3.3. For an analytic functor F: Fun(X,8) — Fun(Y, §) we can describe
the left adjoint L, of F, quite explicitly: Recall that an analytic functor F is of the form
tip.s* for a unique bispan of spaces

xEeL Ly
where p has finite discrete fibres. Here t: B — Y corresponds to F(x) under the
straightening equivalence Fun(Y,8) = 8y, since # is given on slices by composition
with t and p.s* preserves the terminal object. Thus F,, can be identified with the func-
tor p.s*: Fun(X,8) — Fun(B,S8), with the left adjoint L, being s;p*. In particular, a
map Yy (y) — F(x) corresponds to a point b € B over y € Y, and L.yy(y) corresponds

. . . N . . .
to s;p*b, which is the composite E, < E— X. Since E, is a finite set, we have

() L(yy(y) = F() = | | v(s(en.

ecEy,

Definition 4.3.4. For any monad T on some co-category 6 , we write ¥ (T) for the
Kleisli co-category of T, defined as the full subcategory of Alg(T) containing the free
algebras FrC for C € €.

Definition 4.3.5. Suppose T is an analytic monad on Fun(X, §), and consider a mor-
phism ¢: FrI — FrJ in (T). Under the adjunction Fr - Ur this corresponds to a mor-
phism ¢’: I — TJ in Fun(X,§), which we can regard as a morphism in Fun(X, §),7.
via the image TJ — T under T of the unique map from J to the terminal object. Then
¢’ corresponds to a morphism ¢”: L.I — J in Fun(X, 8), where L, is the left adjoint to
Ty... The unit of the adjunction L, 4 T), then gives a factorization of ¢’ as

T¢//
J—>TL.J— TI,

which is adjoint to a factorization of ¢ as

Frd”
FT_] — FTL*] mm— FTI.

We call this the canonical factorization of ¢, and say that ¢ is inert if the map FrJ — FrL.]

is an equivalence, and active if Fr¢” is an equivalence.

Theorem 4.3.6. If T is an analytic monad, then the active and inert morphisms form a
factorization system on K (T), and the canonical factorization is an active—inert factorization.
Moreover, for any morphism of analytic monads (8), the functor Fy: F(S) — F(T) preserves
active and inert morphisms.

Proof. That active and inert morphisms form a factorization system is a special case
of [CHz1, Theorem 12.1], while their preservation by morphisms of analytic monads
follows from the same argument as in the proof of [CH21, Lemma 11.18]. ]

Corollary 4.3.7. Let T be an analytic monad on Fun(X,8). The inert-active factorization
system on F (T)°P restricts to the Lawvere theory £ (T). Moreover, for any morphism of analytic
monads (8), the functor F: £(S) — <L (T) preserves inert and active moprhisms.

Proof. Given a morphism Fr (LI}, yx(x:)) — Fr(II%; yx(y;)), its canonical factoriza-
tion is

Fr(] Jyx() = FrLo(] Jyx(x0) = Fr(] Jyx ()
i=1 i=1 j=1

where L. (117, yx(x;)) is defined with respect to the composite

[ [yxG = 1( Jyx @) = 7o
i=1 j=1
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of the adjoint map and T applied to the unique map [17L; yx (y;) — . It thus suffices
to check that L, ([T, yx(x;)) is again a finite coproduct of representables for any map
1%, yx (x;) = T(*). This follows from (11) in the case n = 1 and so in general since we
have L. ([1%, yx (x:)) = [1%, L.yx (x;) as L, is a left adjoint. The preservation of active
and inert morphisms then follows from Theorem 4.3.6. a

Proposition 4.3.8. Consider a morphism of analytic monads (8), and let Fy be the left adjoint
to F* (which exists by Corollary 3.2.6). Then:

(i) Every inert morphism in K (S) is Fy-cartesian.
(ii) Given FsI € K (S) and a morphism: | — fil inFun(X, 8), there exists an Fi-cartesian
morphism over Fryy in K (T), given by Fs¢ where ¢ is determined by the pullback square

LN

K
i EAN I
in Fun(Y, S).

(iii) A morphism in FK(S) is inert if and only if it is cartesian over an inert morphism in

H(T).

Proof. Every inert morphism in #(S) is a composite of a free morphism and an equiv-
alence. Since equivalences are always cartesian, to prove (i) it suffices to show that free
morphisms in F (S) are cartesian. Given a morphism ¢: I — J in Fun(Y,§), we must
show that for every object K € Fun(Y, §) the commutative square

(Fs¢)-
Mapyg(s) (FsK, FsI) ————> Mappy(s) (FsK, Fs))

| |

(FiFs¢)x
Map, 1) (FiFsK, FiFsI) —5; Mapyg 1) (FFsK, FiFs])

is cartesian. Using the natural equivalence FFs ~ Frfi and the various adjunctions
involved, we identify this with the commutative square

(5¢)-
MapFun(Y,S) (K, SI) —— MapFun(Y,S) (K,SJ)

l l

" (fTfid)« "
Mapgyn(y,s) (K, [ TAD) —— Mapg(v.s) (K. f*TA).

This is cartesian for all K if and only if the commutative square

s —>2 4 g)

L1

i Z8 prgy

is a cartesian square in Fun(Y, §). Now this square is indeed cartesian since it is a natu-
rality square for the natural transformation S — Sf*fi — f*Tf which is cartesian since
all the functors involved preserve pullbacks and the unit transformation id — f*f and
the transformation Sf* — f*T are both cartesian. This proves (i).



26 RUNE HAUGSENG
To prove (ii), first define ¢: K — I by the pullback square

KL)I

Lol

7L e

Then consider the commutative diagram

K —
| Ay |

ST —— fif fl

l |

J L) fiI
in Fun(X, 8). Here the bottom square is cartesian since the counit fif* — id is cartesian,
and the top square is cartesian since f preserves pullbacks. The composite square is
then also cartesian, and since the right vertical composite is the identity, it follows that
the map fiK — J is an equivalence. The composite square thus gives an equivalence
between fi¢ and y. The free morphism Fs¢ is then cartesian over Frfi¢ ~ Fry by part
(i), which proves (ii).

To prove (iii), it remains to prove that every cartesian morphism in F(S) that lies
over an inert morphism in ¥ (T) is inert. Since inert morphisms are composites of free
morphisms and equivalences, we may assume the morphism in #(T) is free. Then the
construction in (ii) gives a cartesian morphism with the same image in F(T) that is
manifestly inert. Since cartesian morphisms are unique when they exist, this completes
the proof. m

Restricting this to Lawvere theories, we have:

Corollary 4.3.9. Consider a morphism of analytic monads (8), and let F: £(S) — £(T)
be the induced morphism of Lawvere theories. Then:

(i) £(S) has F-cocartesian morphisms over inert morphisms in L(T), and these are precisely
the inert morphisms in £(S).
(ii) A morphism in £(S) is active if and only if it lies over an active morphism in £(T).

Proof. By Proposition 4.3.8 every inert morphism in #(S) is cartesian over F(T). Re-
stricting to the full subcategories £ (S5)°P and &£ (T)°P, we get after taking op that every
inert morphism in £(S) is cocartesian over £(T). To show that £(S) has cocartesian
morphisms over inert maps in £(T), it is enough to check that given & := [, yy(y;)
and a morphism ¢z 117 yx(x;) — fiE = L, yxf(y:) in Fun(X,S), the cartesian
morphism over ¢ from Proposition 4.3.8(ii) lies in the full subcategory £ (S)°P. First
observe that the map 1 amounts to specifiying a morphism h: m — n and equivalences
xj = f(yn(j) in X. In the cartesian square

K ———— [ v(w)

l l

UL yx () —— f7 L yxf (o),

that induces the cartesian morphism in F(S), the object K can therefore be identi-
fied with 117, y(yn(j)), using that coproducts are disjoint and colimits are universal in
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Fun(Y, S). To prove (i) it remains to show that every morphism in £(S) that is cocarte-
sian over an inert map in & (T) is inert; this is true since cocartesian morphisms are
unique when they exist and the construction in Proposition 4.3.8(ii) gives a cocartesian
morphism that is inert.

Since Z(S) has cocartesian morphisms over inert maps in £(T), we can lift the
inert—active factorization system on £ (T) to a factorization system on £ (S), whereby
a morphism factors as a cocartesian morphism over an inert map in Z£(T) followed
by a morphism that maps to an active map in £(T). By (i), the first class is precisely
that of inert morphisms in £(S). But one class in a factorization system is completely
determined by the other by [Lurog, Proposition 5.2.8.11], so this means that the active
morphisms in £(S) must be exactly those that lie over active morphisms in £(T). O

Lemma 4.3.10. Under the identification Span(F) ~ £ (Sym), the inert—active factorization
system on Span(F) (as in Definition 2.1.4) corresponds to that from Corollary 43.7.

Proof. We will show that both Span(F) and £ (Sym) can be identified with the canonical
pattern W (Sym) associated to the monad Sym in [CH21, §13]. There W (Sym)°P is
defined as the full subcategory of Alg(Sym) = Monspan(r) (S) of free algebras on objects
on the full subcategory U(Sym)°? C 8§ consisting of objects of the form L.(p) for
morphisms p: * — Sym(x). By (11) these objects are precisely the finite coproducts of
the point, i.e. the finite sets, so that W (Sym)®P is precisely £ (Sym)°P. The factorization
system on both is obtained by restricting that on #(Sym), and both have the free
algebra on a point as their unique elementary object.

It remains to show that the canonical pattern W (Sym) is in fact Span(F). For this we
apply [CH21, Corollary 14.18]. As already observed, the pattern Span(F) is extendable by
[BHS22, Example 3.3.25], and by inspection every object of Span([F) admits a (unique)
active morphism to the elementary object 1. The only condition left to check is then
that the pattern Span(F) is saturated, meaning that for every object S € Span(F), the
functor Mapg,,n ) (S,-): Span(F) — S is an Span(F)-monoid. This amounts to the
functor taking disjoint unions of sets to products, or in other words that the disjoint
union is the cartesian product in Span(F), which we saw in Lemma 2.2.5. m]

Proposition 4.3.11. Let T be an analytic monad on Fun(X,8). Then the morphism of
Lawvere theories £(T) — Span(F), corresponding to the unique morphism of analytic monads

Alg(Sym) —Z— Alg(T)

\LU Sym lUT

s —T 5 Fun(X,8)

to Sym, is a Span(F)-co-operad. Moreover, the functor p: X — Z(T) makes TH(T) =
(2(T), p) a pinned Span([F)-co-operad.

Proof- We check the conditions (1')—(3’) in Proposition 2.2.6. Condition (1) follows
from Corollary 4.3.9 and the identification of the inert morphisms in Span(F) from
Lemma 4.3.10. The pullback square

Frx; —— Fr(xi,...,xn)

! !

Frq'{i} ——> Frg'n

in # (T) shows, by the description of the cartesian morphisms in Proposition 4.3.8, that
the inclusion of the factor Frx; in the coproduct Fr(x1,...,x,) = [1%, Frx; is cartesian
over the inclusion {i} <> n. Over in 2£(T), this means that the cocartesian morphisms



28 RUNE HAUGSENG

Fr(x1,...,xn) = Fr(x;) over p; exhibit Fr(x1,...,x,) as the product [T, Frx;, which
is precisely condition (2’). Moreover, given objects Frx; for i = 1,...,n, the same
argument shows that the object Fr(xi,...,x,) in £(T)y is sent to (Fr(x1), ..., Fr(xn))
in [T, £(T)1 under cocartesian transport along the maps p;. This gives condition (3'),
which completes the proof that £(T) is a Span(F)-co-operad.

We have a commutative square

X —2 s (1)

l |

{1} —— Span(F),

which shows that p factors through a morphism X — 2 (T);. It remains to show that
this is essentially surjective. Every object of £(T) is a product of objects in the image of
P, but since the functor to Span(F) preserves products, these products cannot lie over
1 if they have more than a single factor. Thus the only objects of £(T) that map to 1
are those in the image of p, as required. O

Proposition 4.3.11 shows that the Lawvere theory of any analytic monad is a pinned
Span(F)-co-operad. We already saw in Corollary 4.2.5 that POpd(Span(F)) was a full
subcategory of LWVTh?Islpan (Fys SO this means this subcategory is actually the entire co-
Combining this with Theorem 3.2.8 and Observation 4.1.9,

an

category LwvTh /Span(F)i*

we get:
Corollary 4.3.12. We have mutually inverse equivalences

Mod : POpd(Span(F)) 2 AnMnd : T)
induced by those of Theorem 3.2.5.

§. 00-OPERADS AND COMPLETE DENDROIDAL SEGAL SPACES

Our work so far gives an equivalence
POpd(Span(F)) ~ AnMnd.

On the other hand, in [GHK22] we identified AnMnd with the co-category Seggor (S)
of dendroidal Segal spaces. Our goal in this section is to prove Theorem D, i.e. to show
that the resulting composite equivalence between POpd(Span(F)) and Seggop (S) re-
stricts to an equivalence between Opd(Span(F)), which we identify as the full subcate-
gory of POpd(Span(F)) spanned by those pinned Span(F)-co-operads (6, a: X —» O;)
where the map « is an equivalence, and the full subcategory of complete dendroidal
Segal spaces, meaning those dendroidal Segal spaces whose underlying Segal space is
complete in the sense of Rezk [Rezo1].

We can regard (pinned) co-categories as (pinned) co-operads with only unary op-
erations, and similarly we can regard Segal spaces over A as a full subcategory of den-
droidal Segal spaces (whose values at all non-unary corollas are 0). Most of this section
is concerned with showing that our equivalence and that of [GHK22] restricts to an
equivalence between these full subcategories, thus producing the following commuta-
tive diagram:

POpd(Span(F)) —— AnMnd <—— Segqe (S)

g T 1T

PCato, —— LinMnd <—— Seg,op (S)

Here:
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e PCat,, is the co-category of pinned co-categories, meaning co-categories € equipped
with essentially surjective maps of co-groupoids X -» 6€~.

e The fully faithful inclusion PCats < POpd(Span(F)) is left adjoint to the functor
given by

(6,p: X » O7) = (O, p).

e LinMnd is a full subcategory of AnMnd containing the linear monads (which preserve
all colimits).

o The fully faithful inclusion Segop (8) <> Segqer (8) is given by left Kan extension
along the inclusion A°P < Q°P, and so is left adjoint to the underlying Segal space
functor.

We begin by constructing the left-hand square in Section 5.1, which amounts to un-
derstanding the restriction of the equivalence POpd(Span(F)) =~ AnMnd to the full
subcategory of pinned co-operads with only unary operations, which we identify with
pinned co-categories. We then construct the right-hand square in Section 5.2; this
requires proving that the equivalence between analytic monads and dendroidal Segal
spaces from [GHK22] restricts to an equivalence between linear monads and Segal
spaces on A°P. Finally, in Section 5.3, we show that the composite equivalence be-
tween pinned co-categories and Segal spaces restricts to one between co-categories and
complete Segal spaces, and then extend this to the operadic setting.

s.I. Linear monads and co-categories. Any oo-category can be regarded as an co-
operad with only unary operations. In this subsection we will first describe this embed-
ding concretely in terms of Span([F)-co-operads, and then identify the full subcategory
of AnMnd that corresponds to (pinned) co-categories when we restrict the equivalence
of Corollary 4.3.12.

Definition 5.1.1. For € € Cat,, we define [F%p — [F°P as the cocartesian fibration
corresponding to the functor
j:8: F°P — Caty,
obtained by right Kan extension of € along the inclusion j: {1} < F°P. The functor
Jj+B is then given by
j+8B(n) ~ Fun(n, €) ~ €*".

Lemma s5.1.2. The composite [F%P — F°P — Span(F) is a Span(F)-co-operad, and [F(O_P)
gives a functor Cate, — Opd(Span(F)).

Proof. We can regard [F(O_p) — Span([F) as the composite functor

Cate AN Fun(F°P, Caty,) = Catgf/c[Fop — Cateo/span(F)>

where the last functor is given by composition with the inclusion i: F°P — Span(F)
of the inert (i.e. backwards) morphisms. Here i clearly admits cocartesian lifts of inert
morphisms in Span(F), hence so does the composite [F%p — Span(F) (given by cocarte-
sian lifts of the morphisms in F°P), and the functor F! — F’ induced by any functor
€ — D in Cate, preserves these, as it preserves cocartesian morphisms over [F°P,

It remains to check that [F%p is an co-operad. By definition we have the Segal con-
dition (F})n = [1%, 6. For any objects n, m in F we have a pullback square

Mapgop (n,m) ——— [17, Mappop (n,1)

| !

MapSpan([F) (n, m) ;> Hﬁl MapSpan([F) (n’ 1)’
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so it suffices to show that for ¢: n — 6, : m — € we have a pullback square
Mapgor (6,9) —— T1iZ; Mapgr (4,9/(1))

l l

Mappo (n,m) —— [, Mapgop (0, 1).
To see this, observe that for f: m — n, the map on fibres over f can be identified with
Mapen(me) (4 © £ 1) = ﬁ Mapg, (¢ (f (i), ¥ (0)). o
i=1
Lemma 5.1.3. If O is a Span(F)-co-operad, then there is a natural equivalence
0 Xspan(F) FP — [Fgf.

Proof. The projection O Xspan(r) FP — FP is a cocartesian fibration, corresponding
to a functor F°P — Cat,, Hence the unit of the adjunction j* 4 j. corresponds to a
morphism O Xspanr) FP — [F of cocartesian fibrations over F°P. To show that this

is an equivalence it suffices to show that it is an equivalence on the fibre over every
n € F°P. To see this we observe that since the functor preserves cocartesian morphisms
we have a commutative square

Op —— (FgHn

[, 60 — H?:1(F0p)1,
where the vertical maps are equivalences since both sides satisfy the Segal condition,

and the bottom horizontal map is an equivalence since by construction the two fibres
over 1 are the same. O

Proposition 5.1.4. The functor F* [F ) is fully faithful, and is left adjoint to the functor
(-)1: Opd(Span(F)) — Cate
that extracts the underlying co-category of unary operations in a Span(F)-co-operad.

Proof. Using Lemma 5.1.3, for € € Cate, 0 € Opd(Span(F)) we have natural equiva-
lences

(0} O]
MapOpd(Span([F)) ([Frgp’ ®) = MapCatZ:/C[Fop ([Frgp» 6 Xspan(F) [FOP)
O] (¢)
~ MapCatZ:/c[Fop ([E@P, [F®1P)
= MapFun([F"P,catm) (]*C€> J*®1)
= MapCatm (" j«6,61)
=~ Mapc,, (6,01).

This shows that F . p is left adjoint to (-);. Moreover, the unit map € — (Fg, Py, is an
equivalence, Whlch 1mp11es that [F(_p) is fully faithful. O

Definition 5..5. We define PCat as the pullback Cate x5 Fun([1],8)es (given by
the functors (-)> and evy), where Fun([1],8)es is the full subcategory of Fun([1],8)
spanned by the essentially surjective maps.
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Notation 5.1.6. If 6 is an co-category, we denote the pinned co-category
(8,6~ > €
by B,

Observation s5.1.7. If € is an co-category and (D, q: X - @) is a pinned co-category,
we have

MapPCatoo (Cghs (%> CI)) = MapCatm (%’ %) XMapg ((62,%:) MapS (nga X)
Lemma 5.1.8. The adjunction [F(O_p) 4 (-1 extends to an adjunction
[F(O_P) : PCat,, 2 POpd(Span(F)) : (=)
where the left adjoint [F(O_p) is still fully faithful.

Proof. Immediate from the observation that both adjoints and the (co)unit transforma-
tions are compatible with the functors (-)*: Cate, — § and (-);: Opd(Span(F)) —
S. O

Proposition 5.1.9. The Ct?<>-category Fof has finite products. If D is an co-category with finite
products, then a functor F' — D preserves products if and only if it is right Kan extended
along the inclusion 6 — F}. Restriction along this inclusion therefore gives an equivalence

Mon[F%p(E)ZB) S Fun(B, D).

Proof. Since [F%P is a Span([F)-co-operad, we know it has finite products by Proposi-
tion 2.2.6, and by Proposition 2.3.3 a functor F: Fg’ — @ preserves these if and only
if it is an I}f%p—monoid, i.e. for every object X = (x1,...,x,) the canonical map

(13) F(X) = [ [ F(x)
i=1
is an equivalence.
The co-category

C@x/ =6 XlF:;P (U:%P)X/

contains the discrete set Sx of cocartesian maps X — x; as a subcategory. We claim
the inclusion Sx — By, is coinitial. To see this, first observe that the target of the
projection

Bx; — {1} Xpor [F;?

is the discrete set of morphisms 1 — n in F, i.e. the set n. The fibre over an element
i € n identifies (via the cocartesian morphism X — x;) with 8,,,, where x; is of course
initial. From this the criterion of [Lurog, Theorem 4.1.3.1] immediately implies that Sx
is coinitial.

It follows that pointwise right Kan extensions along the inclusion € — IF%P exist
provided the target has finite products, and that a functor F: [F%p — P is a right Kan
extension of its restriction to € precisely when the maps (13) are equivalences. mi

The composite functor PCat., — POpd(Span(F)) — AnMnd thus takes the pair
(8,p: X » €~) to the monadic right adjoint

Mon":;p (8) ~ Fun(6,S) LN Fun(X,S).

Our next goal is to identify the image of PCat., as precisely the full subcategory of
linear monads inside AnMnd:
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Definition s.r.10. A [inear monad on Fun(X,8) is an analytic monad such that the
underlying endofunctor preserves small colimits.

Observation s.1.11. Since presheaves on an co-category are its free cocompletion, we
can identify colimit-preserving functors Fun(X,8) — Fun(Y,S) for X, Y € § with

Fun(X,Fun(Y,8)) = Fun(X x Y, §) = §/xxy,

so that a colimit-preserving functor corresponds to a span

E
Y
X Y,

with this span corresponding to the functor g;f*. In terms of polynomial diagrams, this
means a colimit-preserving functor corresponds to a diagram

s 14 t
X—FE—>B-—>Y,
where p is an equivalence.
As a special case of Proposition 3.1.3, we have:

Corollary s.r.12. A monad T on Fun(X,8) is linear ifcmd only iffor the corresponding
monadic adjunction Fr 4 Ur, the oo-category Alg(T) has small colimits and the right adjoint
Ur: Alg(T) — Fun(X, 8) preserves these. O

Proposition 5.1.13. Suppose T is a linear monad on Fun(X,8), and let B°P be the full
subcategory of Alg(T) spanned by the objects Fryx (x) for x € X. Then the restricted Yoneda
embedding Alg(T) — Fun(6,8) is an equivalence.

Proof. We apply [GHK22, Lemma 3.3.11], for which it suffices to check that the objects
of €°P are completely compact and jointly conservative. We have a natural equivalence

Mappg(r) (Fryx (x), A) = Mapgqx 5) (Yx (x), UrA) = (UrA)(x),

from which we see that Fryx (x) is completely compact since yx (x) is completely com-
pact in Fun(X, 8) and Ur preserves small colimits by Corollary s5.1.12. Moreover, the
objects of B are jointly conservative since Ur is conservative and equivalences in
Fun(X, 8) are detected by evaluation at the points of X. m]

Corollary 5.1.14. An analytic monad T is linear if and only if it is in the image of PCate. O
Corollary s.1.15. We have a commutative square

POpd(Span(F)) —— AnMnd

o ]

PCat, ———— LinMnd,
where the bottom horizontal functor takes a pinned oco-category (6,p: X —» B6%) 1o the
monadic right adjoint Fun(6,8) r, Fun(X, S). ]

s.2. Linear monads and Segal spaces. Our goal in this section is to show that the
equivalence between analytic monads and dendroidal Segal spaces from [GHK22] re-
stricts to an equivalence between linear monads and Segal spaces.
In order to do this, we will briefly revisit each step in the comparison and discuss
how it restricts to the linear case; we refer the reader to [GHK22] for full details.
Firstly, by giving an alternative description of the co-category AnMnd we con-
structed (in [GHK22, §5.1]) a forgetful functor Uy, : AnMnd — AnEnd where AnEnd
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is an co-category of analytic endofunctors on co-categories of the form §;x; an object of
AnEnd is a space X together with an analytic endofunctor T: §/x — 8/x, and a mor-
phism (X,T) — (Y,S) is a morphism of spaces f: X — Y together with a cartesian
transformation Tf* — f*S.

Definition 5.2.1. We define LinEnd as the full subcategory of AnEnd containing the
linear (i.e. colimit-preserving) endofunctors. By construction we then have a pullback
square

LinMnd «—— AnMnd

\LUlin l an

LinEnd «—— AnEnd.

Next, we defined the category Q" of trees and inert morphisms (or subtree in-
clusions) as a full subcategory of AnEnd. Here we regard a tree T as the endofunctor
corresponding to the polynomial diagram

EEv.LvLE

where E is the set of edges of T, V is the set of vertices, and V. is the set of vertices with
a marked incoming edge. The map s is the projection (v, e) — e and p is the projection
(v,e) > o, while ¢ takes a vertex o to its unique outgoing edge. Here the fibre of p at
v is the set of incoming edges of v, so the tree T is linear in the sense that it has only
unary vertices if and only if p is an equivalence, which we saw in Observation s.1.11
is equivalent to the corresponding functor being linear. It is easy to see that the full
subcategory of Q™ on the linear trees is A'™, so we get a pullback square

A™ <5 |inEnd

U

Q" <% AnEnd.

Let us write Q! for the full subcategory of @™ on the edge 1 and the corollas C, (with
Cy, having n leaves for n = 0,1,...). Then we define A as the intersection of Q¢! with
A™ 5o that A has objects n = [0] and C; = [1].

In [GHK22, §3.3] we showed that the restricted Yoneda embedding AnEnd —

P(Q°) is an equivalence, while AnEnd — P(Q™) is fully faithful with image the
functors that satisfy the dendroidal Segal condition, or equivalently are right Kan ex-

tended from Q¢. To deduce an equivalent statement for linear endofunctors we first
prove the following characterization:

Proposition s5.2.2. The following are equivalent for an object F € AnEnd.
(i) F is linear.
(ii) Mapangng(Cu F) = 0 for n # 1.
(iii) Mapangng(T, F) = 0 for every tree T € Q™ which is not linear.
(iv) Mapangng (= F)lgine € P(Q™) is left Kan extended from A™°P.
(v) Mappeng(= F)lge € P(Q) is left Kan extended from Achop,

Proof. Suppose F corresponds to the polynomial diagram
x <L BL X,
where p has finite discrete fibres. The map p is then classified by a map 7: B — F=,

and by [GHK 22, Lemma 3.3.6] the space Mapp,gng(Cn, F) is equivalent to the fibre of
m at an n-element set. This fibre is empty if and only if no fibres of p are n-element
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sets, so that condition (ii) is equivalent to all fibres of p having size 1, i.e. to p being an
equivalence, which by Observation s5.1.11 corresponds to F being linear.

Condition (ii) is a special case of (iii), but it also implies (iii) since every tree is a col-
imit in AnEnd of its edges and corollas by [GHK 22, Lemma 3.3.5], and so Map.gnq (T, F)
must be empty whenever T contains a non-unary vertex.

To see that (ii) and (iii) are equivalent to (iv) and (v), respectively, it suffices to note
that there are no maps in Q™ from a non-linear tree to a linear one. m

Corollary 5.2.3. We have commutative squares

LinEnd ——% P(A%) LinEnd — % Pseq(A™™)
AnEnd —=—3 P(Q¢), AnEnd — 5 Pseg(Q™),

where in both the right-hand vertical arrow is a left Kan extension.

Proof. Let A, 5L wel 1¢! denote the inclusions LinEnd «— AnEnd, A s LinEnd, ol
AnEnd, A < Q¢ respectively. From the commutative square

el
A <%y LinEnd

j:Lel \[/1
el
ol <2"y AnERnd

we obtain a commutative diagram

LinEnd 2% p(LinEnd) —— P(A%)

e

AnEnd 2% p(AnEnd) 22 p(Qe),

where the left square comes from the Yoneda embedding and the right square is the
mate of the square of restriction functors from square above. To obtain the first com-
mutative square it then suffices to show that the composite lax square actually com-

mutes, i.e. that for a linear endofunctor F the map L8y ingndF — 0 yYanendAF is an
equivalence. We can check this by evaluating at every object T € Q¢!, where we get
the canonical map

colitmy  r Map(6°(X), F) — Map(@*!(T), AF);

if T lies in A% then this is an equivalence since (Ael)ﬁ has a terminal object, and if T

does not lie in A®! it is an equivalence because (Ael);); is empty and the right-hand side
is @ because F is linear. We thus have a commutative square

LinEnd —— P(A®)

U

AnEnd —— P(Q¢),

and to obtain the first square it remains only to show that the top horizontal morphism
is an equivalence. To see this, we first observe that this functor is automatically fully
faithful (since essentially surjective and fully faithful functors are a factorization system

on Cat,,). It then suffices to observe that the image of LinEnd in P(Q¢') consists precisely
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of the functors left Kan extended from A¢! by Proposition 5.2.2. We omit the argument
for the second square, since it is essentially the same. O

In [GHK22, §s.2], we proved that U, has a left adjoint F,,: AnEnd — AnMnd,
taking an analytic endofunctor to the free monad on it. We can define Q as the full
subcategory of AnMnd containing the free monads on the objects of Q" A C Qs
then the full subcategory of AnMnd containing the free monads on linear trees.

Lemma 5.2.4. Fyy restricts to a functor Fy,: LinEnd — LinMnd, left adjoint to Uy,.

Proof. If P is a linear endofunctor, then we must show that the free analytic monad F,,P
is a linear monad. This amounts to checking that the underlying endofunctor of F,,P
is linear. This follows from the explicit description of this endofunctor in [GHK22,
Theorem 5.2.4], since the space of maps from any non-linear tree to P is empty if P is
a linear endofunctor. O

Proposition s5.2.5. The following are equivalent for an analytic monad M € AnMnd.

(i) M is linear.

(1)) Mappomng(Cns M) = 0 for n # 1.
(iii) Mapanmng(T- M) = 0 for every T € Q which is not linear.
(1) Mappamng (= M)lgor € P(Q) is left Kan extended from A°P.

Proof. By definition, M is linear precisely if U,nM is linear; since the elements of Q are
free, the equivalence of the first three conditions follows immediately from Proposi-
tion 5.2.2. The last two conditions are then equivalent because a presheaf on Q is left
Kan extended from its restriction to A% precisely when its value at all non-linear trees
is 0, because there are no maps from a non-linear tree to a linear one in Q. ]

In [GHK22, §s.3] we proved as our main theorem that the restricted Yoneda em-
bedding AnMnd — P(Q) fits in a pullback square

AnMnd — P(Q)

[

AnEnd —— P(Q™™),

and so identifies AnMnd with the full subcategory Segqe (8) C P(Q). Together with
Proposition s.2.5 this gives the following analogue of Corollary 5.2.3 (with essentially
the same proof):

Corollary 5.2.6. There is a commutative square

LinMnd —— Pseg(A)

[ [

AnMnd —>~ PSeg(Q)>

where the right—hand vertical arrow is a left Kan extension. O

Our final goal in this section is to combine this square and that from Corollary 5.2.3
into a commutative cube:
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Proposition s5.2.7. There is a commutative diagram

LinMnd ——————— Pseg(A)

N S

AnMnd = J/ > PSeg(Q)

— pSeg(Aim)

S

> PSeg(Qint)

LinEnd

AnEnd

where all the Squares are cartesian.

Proof. We have a commutative cube

AP % |inEnd

l S [ >

QM % AnEnd

1
A ——|—— LinMnd Fan
| |

Q — > AnMnd.

Taking presheaves and mates we get (since mates in Cats are functorial, as was proved
in [HHLN21]) the following diagram, where all except the front and back squares are
a priori lax:

P(LinMnd) > P(A)
F P(AnMnd) —>| P(Q)
P(LinEnd) s P(A™)
Fi,

P(AnEnd) ———% P(Q™™).

The functor P* preserves adjunctions, so we can identify F}; as the left adjoint of Uj,.
Moreover, P* preserves mate squares, so that the mate in the vertical direction of the
square

P(AnMnd) —— P(LinMnd)

\LF an \L l);n

P(AnEnd) —— P(LinEnd)

is the commutative square

P(AnEnd) —— P(LinEnd)

lU:n \LUlin

P(AnMnd) —— P(LinMnd)
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obtained by applying P* to the square

LinMnd «—— AnMnd

\LUlin \L an

LinEnd «—— AnEnd.

The left-hand square in our cube above is therefore obtained by taking mates in both
vertical and horizontal directions for this last square, and so it is precisely the corre-
sponding commutative square of left adjoints (and so is in particular not actually lax).
We can therefore compose our cube with the following commutative cube arising from
the naturality of the Yoneda embedding:

LinMnd «—— P(LinMnd)

| (Ulin)!\\

Ulin AnMnd < > P(AnMnd)

Uan

LinEnd «———— | —— P(LinEnd) \I/(Uan)!

AnEnd < > P(AnEnd).

This produces a diagram of the form
LinMnd —— 3 P(A)

S |

AnMnd ———— P(Q)

LinEnd

s P(Aint)
S

AnEnd ——— P(Q™)

where the top, bottom and right-hand squares are potentially lax. To complete the
proof it remains to show that these squares actually commute. For the top and bottom
this follows from Corollary 5.2.6 and Corollary 5.2.3, respectively, while for the right-
hand square it is immediate (since both left Kan extensions amount to extending the
functors by 0 on non-linear trees). mi

This completes the construction of the diagram (12).

Remark 5.2.8. Combining our work so far in this section, we have in particular an
equivalence PCats, =~ Segnor(S) between pinned co-categories and (not necessarily
complete) Segal spaces in the sense of Rezk [Rezor]. Such an equivalence has pre-
viously been proved by Ayala and Francis [AF18] (as the case n = 1 of a more general
equivalence between flagged (oo, n)-categories and Rezk’s Segal ©,,-spaces [Rez10]).

5.3. Completeness. Our goal in this final section is to understand the composite of
the equivalences

PCats, — LinMnd < Segnop (S),

and to show that it restricts to the standard equivalence between co-categories and
complete Segal spaces. Using this, we can then complete the proof that Span(F)-co-
operads are equivalent to complete dendroidal Segal spaces.
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~ Uin . .
Lemma 5.3.1. The composite functor PCato, — LinMnd = LinEnd takes a pinned oco-
category (@, p: X - 6%), to the span

S(B,p) = X Map([1],8) Xg=xe= X XX — X,
where the pullback is along (evo, evy): Map([1],8) — 6~ X B~ and two copies of p.

Proof. We first identify the functor X x X — § corresponding to the endofunctor

Fun(X,8) 2 Fun(®,8) 25 Fun(X, ).
This is the functor
(x,x") > Mapgyn(x.s) (Yx (%), p"pryx (x7)) = Mapg,.s) (Pryx (x), pryx (x7))
= Mapg (p(x), p(x").

To find the corresponding span we now observe that Map([1],6) — 6~ x 6~ is the
fibration for the mapping space functor restricted to the underlying co-groupoid of €
(since Map([1],B) is the underlying co-groupoid of the twisted arrow co-category),
and composition of functors corresponds to pulling back fibrations. w

Proposition 5.3.2. Under the composite equivalence €: Segpop(S) — LinMnd — PCat.,
the full subcategory A in Segpop(8) corresponds to the standard embedding of A in Cate, C
PCat..

Proof. Since the resulting functor A — PCat,, is fully faithful, it almost sufhices to check
that it does the right thing on objects. Moreover, since we have the colimit decompo-
sition [n] = [1] Uy - -- Lo} [1] in Segaor (8), and hence for the image in PCat., it is
enough to look at the objects [0] and [1].

By construction, [0] and [1] correspond to the free linear monads on the spans

n = 1«<0-50-1,
G = 2« {1}->{2} —>2
By [GHK22, Lemma 3.3.6] we then have for any span T = X « Y — X that
Mapineng (7, T) = Mapg (1, X) = X,
Mapjneng(C1, T) ~ Y.
Thus using Observation 5.1.7 we have
Map([0], €' (6, p)) = Map|;ngng(n, S(B,p)) = X
= Mappcy, ([0]% (6. ).
Map([1],e7' (6. p)) = Mapy;eg(C1. S(6.p)) = Map([1], ) Xg=xq= X X X
= Mappcy, ([11% (6.p)),

as required. This pins down the functor A — PCats up to automorphisms of A, of

which the only non-trivial one is the order-reversing functor op: A = A. To see that
our functor is not reversing the order we need only observe that the two inclusions of
[0] in [1] indeed occur in the expected order. m]

Observation 5.3.3. It follows from Proposition s.3.2 that the Segal space corresponding
to a pinned co-category (@6, p: X - 6€~) under the equivalence € is given by

[n] = Mappcy,, ([n]°, (.p)) = Mapcy ([n],B) X (g X",

Proposition 5.3.4. An object of PCato, lies in the full subcategory Cate, if and only if it is
local with respect to the map

E:=([0],2 » %) — [0]%.
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Proof. For (€, p: X - €~), we have a natural equivalence
Mappc, (E, (6, p)) = X x¢= X,

under which the map X = Map([0]% (6,p)) — Map(E, (6,p)) corresponds to the
diagonal. But the diagonal X — X x¢=~ X is an equivalence if and only if the map p isa
monomorphism by [Lurog, Lemma 5.5.6.15]. Since p is surjective by assumption, if it is
a monomorphism then it is necessarily an equivalence, which completes the proof. O

Corollary s5.3.5. Under the equivalence Segaop(S) — LinMnd — PCate, the full subcat-
egory Cate, C PCato, is identified with the full subcategory CSegaor (8) of complete Segal

spaces.

Proof. From the formula of Observation 5.3.3, the object E := ([0],2 - =) corresponds
to the simplicial set

Map([n], [0]) Xxn 2" = 2.

This is precisely the nerve of the contractible groupoid with two objects, and by def-
inition CSegyop(8) is the full subcategory of Segyor (S) of objects that are local with
respect to the map from this to the terminal object. O

Corollary 5.3.6. Under the equivalence Seggor (§) ~ AnMnd =~ POpd(Span(F)), the
full subcategory Opd(Span(F)) € POpd(Span(F)) is identified with the full subcategory
CSeggor (S) of complete dendroidal Segal spaces.

Proof. We have constructed a commutative diagram

Segpop(§) —— LinMnd ¢——— PCat,

[ [ [

Segoor (8) —— AnMnd <—— POpd(Span([F)).

Here the left and right vertical arrows have left adjoints, given respectively by restriction
along the inclusion A < @ and by extracting the fibre over 1. We therefore also have
a commutative square

Segqoor (8) ——> POpd(Span(F))

l |

Sengp (8) —~> PCat.,

with these left adjoints. Here CSegqop(S) can be defined as the full subcategory of
Segqor (8) comprising those objects whose image in Segop (8) lies in CSegyop (8). From
Corollary 5.3.5 it follows that under our equivalence this full subcategory is identified
with the full subcategory of POpd(Span(F)) that contains the objects whose image in
PCat, lies in Cato,, which is precisely Opd(Span(F)). a

Remark 5.3.7. We can also explicitly identify the full subcategory of AnMnd that cor-
responds to Opd(Span(F)) and CSegqe (8) under our equivalences: this contains the
analytic monads T on Fun(X, §) that are complete in the sense that the induced essen-
tially surjective map X — Z(T); is an equivalence. (Here £(T); is the same object
as U(T) in the notation of [CHzr, §15], so this definition of complete analytic monads
agrees with the notion of completeness defined there.)
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