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Abstract

Focusing on children’s production of the dative alternation in English, we exavhieter children’s
choices are influenced by the same factors that influence adults’ choices, and wiketletylts, they
are sensitive to multiple factors simultaneously. We do so by usixedreffect regression models to
analyze child and child-directed datives extracted from the CHILDES corpus. $wfghsnallow us to
investigate the collective and independent effects of multiple factors simultane®hslresults show
that children’s choices are influenced by multiple factors (length of themeremigient, nominal
expression type of both, syntactic persistence) and pattern similarly to abittledi speech. Our findings
demonstrate parallels between child and adult speech, consistent with recenitiacgesearch
suggesting there is a usage-based continuity between child and adult grammarsmérathihey
highlight the utility of analyzing children’s speech from a multi-variablespective, and portray a

learner who is sensitive to the multiple cues present in her input.
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Introduction

In producing language, we are constantly making choices. We choose betweefetestdéxical items
and syntactic realizations that could be used to convey our message. We decide which perspaittive we
take in describing an event, and how much we want to sound like the people wadking with. All
these choices (phonological, lexical, syntactic) show pervasive effects of lingurisbabilities: adult
speakers are more likely to produce linguistic elements that are more probhéte, probability is
driven by a host of context-dependent (e.g., accessibility of a certain ldbiel avreferential pact), and
context-independent (e.g., word frequency) factors (Brennan & Clark, 1996; Jaeger, 2010; JBedlfsky,
Fosler-Lussier, Girand, & Raymond, 1998).

By investigating what drives speakers’ choices we learn about the linguistichayitattend to
and the information they rely on in producing speech. For example, while speablults continually
synchronize their articulatory effort to the probabilities of features of the currentliicgrontext, so that
redundant, more predictable information is compressed in pronunciation (Jusafsky1998; Gregory,
Raymond, Bell, Fosler-Lussier, & Jurafsky, 1999; Bell, Jurafsky, Foslerdmnissirand, Gregory, &
Gildea, 2003; Bell, Brenier, Gregroy, Girand, & Jurafsky, 2009; Aylett &;T@004; Pluymaekers,
Ernestus, & Baayen, 2005). This effect appears even with the higher-level prigisabflialternative
syntactic structures: pronunciation is reduced in more probable syntactiatieatiz(Gahl & Garnsey,
2004; Tily, Gahl, Arnon, Snider, Kothari, & Bresnan, 2009). How likely a speaflization is depends
on multiple semantic and pragmatic factors. For instance, which vari#ire dative alternation speakers
produce is affected (among other things) by semantic factors such as tlaeyaninthe recipient and
theme, as well as pragmatic factors such as givenness (Bresnan, Cudinia idikd Baayen, 2007). For
example, an inanimate recipient will often lead to a prepositional dativérwcticn (“bring more jobs

and more federal spending to their little &yea

These findings raise two developmental questions: do children show sensitiVibguistic



probability in their own syntactic choices, and if so, are those probalditiesn by the same factors that
affect adult production? Put differently, we can ask if children rely on the saunitiple sources of
information as adults in choosing between syntactic variants, and itctiwaes parallel the ones found
in the speech directed to them. To become competent adult speakers, childreto needrate
information from multiple sources: they have to attend to numerous cuese afdebto determine how
they align with specific syntactic realizations. Through attendingltit ases, children need to pick up
on the dimensions influencing syntactic choices, and draw on similar factors iowimeproductions. By
looking at the syntactic choices of children and their caretakers we can exangneamd how they
develop these abilities.

Many studies have documented children’s early sensitivity to distributionakrmmatat various
levels of linguistic analysis, and their use of such information in landeagging (e.g., Saffran, Aslin &
Newport, 1996; Swingley & Aslin, 2002). For example, infants can use transitimizbilities to break
into the speech stream (e.g., Saffran et al., 1996) while slightly olddrechtan use information about
the kinds of subjects verbs take (e.g., animate vs. inanimate) to make sygémeializations (e.g.,
Goodman, McDonough & Brown, 1998). In sum, children can (and do) make use rddutstal
information in a variety of ways as they are learning to talk.

Children are also sensitive to the specific ways their caretakers-talkastance, the proportion
of correctly inverted questions in a child’s speech is related to #updncy of such questions (as
opposed to non-inverted ones lilgeu want to g8) in their caretakers’ speech (Estigarribia, 2010).
Similarly, the amount ofme-to-lerrors in children’s speech (saying things sucimasdo i} is correlated
with the use of complex utterances liket me do itin their input (Kirjavainen, Theakston & Lieven,
2009). Such correlations between children’s output and the input they hear are corfonadlyin
language acquisition research (see Diessel, 2007 for a review).

While there is much research showing that children are sensitive to co-occyedtasas in



language, fewer studies have looked at how children learn linguistic variatiois, thatv they develop
sensitivity to the linguistic probability of alternating constructionsases where there is more than one
possible form. In their own productions, children seem to replicat@dtiation in linguistic features
present in the speech directed to them (Foulkes, Docherty, & Watt, 2005, ®uiham, & Fortune,
2007, 2009). For example, the variable use of singular verbs with plural sybdjeatsleggies are cold.
Your feeties is cold as well, aren’t thg¢y&curring in a Northern Scottish dialect is acquired early by
children and at rates matching the frequencies of caregiver (&mith et al., 2007). However, other
studies using artificial language learning paradigms suggest that children neaXiigiz frequency
variants instead of matching the distribution in their input: when one item ocdws different forms in
the input, children regularize and tend to adopt the dominant pattern (Hudsor&KNewport, 2005;
Ramscar & Gitcho, 2007).

In this paper we focus on children’s production choices as a way to explamnd iivhen they
become sensitive to linguistic probabilities of syntactic constructions. Wealotile factors that guide
children’s production of the dative alternation in English to ask thetsted questions. The first is
whether children’s syntactic choices are influenced by the same factors liraiéefadults’ choices: do
they rely on similar information to choose between two possibleantaf The second is whether
children’s syntactic choices, like those of adults, are influenced by muftipters simultaneously,
including semantic and pragmatic ones. The third has to do with the relatisehechildren’s input and
output: do children assign the same weight to various factors as their cafetikensa finding would be
consistent with the fact that as in other domains, children pay attentamaex distributional patterns
from early on, and would be in line with the idea that children’s learafngariation in language is
supported by their sensitivity to distributions in their input.

We address these questions by conducting a multi-variable analysis of children’sicsyntact

choices in the dative alternation. Studies show that adult production is setwitivdtiple variables,



including both discourse and grammatical variables (see representative bju@emrecsanyi, 2005;
Jaeger, 2006; Bresnan et al., 2007; Hinrichs & Szmrecsanyi, 2007). In contrasttudies of children’s
production draw on experimental manipulations or corpus studies where the focusris variable
(animacy, frequency, see i.a., Drenhaus & Féry, 2008; Snedeker & Trueswell, 2084 )Xdemonstrate
the range of factors that children are sensitive to, but do not investigatand whether the different

factors interact, or whether their effect is quantitatively different in arlénd adults.

Previous work on the dative alternation
The study of syntactic alternations (e.g., the dative alternation, theéoatiernation) provides a fruitful
domain to investigate the multiple variables that influence production. Alternatiloms us to explore
the kinds of variables that lead speakers to choose between multiple possextécsiorims that express
roughly the same message. The dative alternation refers to the choice batwepositional dative
construction (NP PP) illustrated in 1a and a double object construction (NPusEatld in 1b.

(1a) 1 showed some tricks to my Daddy. (NP PP)

(1b) I showed my Daddy some tricks. (NP NP)

The dative construction has received considerable attention in adult production studiel @s in

acquisition research. Corpus studies of adult English have found that grammaticalisaourse
properties of the recipient and theme have a quantitative influence on shatiex (i.a., Thompson,
1990; Collins, 1995; Snyder, 2003; Gries, 2003). More recently, Bresnan et al. (2003@3ed a model
showing that the effects of discourse accessibility, animacy, definitenesgnpnality, and syntactic
weight are each significant variables influencing adult dative construction choice. Rstibalariation

in adult production of the dative alternation has been found both by corpus gitite@spson, 1990;

Collins, 1995; Arnold, Wasow, Losongco, & Ginstrom, 2000; Bresnhan et al., 200t)yacohtrolled



psycholinguistic experiments (Bock & Irwin, 1980; Bock, 1982, 1986; Bock & Warren, B&X,
Loebell & Morey, 1992; McDonald, Bock, & Kelly, 1993; Stallings, MacDonald, & O’Seaghtid@g;
Prat-Sala & Branigan, 2000; Pickering, Branigan, & McLean, 2002; Branigan, Pické&rifignaka,
2008).

The studies of these syntactic alternations reveal a robust pattegunanfitative harmonic
alignment schematized in Figure 11What this means in the case of the dative alternation is that the
choice of construction tends to be made in such a way as to place tmeaitearindefinite, nominal, or
longer/heavier argument in the final complement position, and conversely to plaoentiage, definite,
pronominal, or shorter argument in the position next to the verb where it prelseddbher complement.
For example, if the recipient argument is a lexical noun phrase, inanimatenitedefi longer, it will
tend to appear in the prepositional dative construction; see the bolded reicifi2gmb). Conversely, if
the theme argument is a non-pronoun, inanimate, indefinite, or longer, it will tapgear in the double-

object construction; see the bolded theme (3a,b).

(2a) give those ta man (more probable)
(2b) givea man those (less probable)
(3a) givea backpack to me (less probable)
(3b) give mea backpack (more probable)

The dative alternation is also suitable for exploring child production: ieggiéntly used by children and
robustly attested in child-directed speech (Gropen, Pinker, Hollander, Gpldb®filson, 1989; Snyder

& Stromswold, 1997; Campbell & Tomasello, 2001). In previous work on the #&eamuisf the dative



alternation, major issues have been the role of verb and event semantics, verbaggrphplt verb
frequency, and the order of acquisition of dative constructions (Osgood & Zehler M&81irkewich &

White, 1984; Gropen et al., 1989; Fisher, Hall, Rakowitz & Gleitman, 1994; Can®b@masello,

2001; Goldberg, Casenhiser, & Sethuraman, 2005; Conwell & Demuth, 2007; Viau, 20&&)| as

structural persistence (Shimpi, Gamez, Huttenlocher & Vasilyeva, 2007; ThotBa®medeker, 2008).
One study has focused on properties of the theme and recipient arguments, inbkaliess,
givenness, and animacy (Snyder 2003), but provides descriptive statistics rather ghaimabilistic
model.

Previous work demonstrates the range of factors that children are sensibu¢ does not
provide a way to assess their weight relative to one another, or relative to eéhkastors in adult speech.
It is also not yet known (i) whether the same quantitative harmonic alignrattatns in datives used in
conversations between adults appear in child-directed speech, and (ii) whethencleluicate the
probabilistic syntactic patterns of the dative alternation in their own sponigispeech in ecologically
natural settings. In our investigation we draw on previous developmental and psycholingsgstich on
the dative alternation to explore the similarities and differences invaoaus variables affect child and
adult production. In particular, we want to compare the way the same faffiees child and child-
directed speech. Our investigation is not meant to uncover the exhaustive set of variabhisgyovia
production, but instead provides a way of comparing the effect of various factarkild and adult
speech. First, we develop a probabilistic model based on a corpus of spontémildogfgeech extracted
from the Child Language Data Exchange System (CHILDES, MacWhinney, 2000). We then make a mor
direct comparison between children’s production and adult’s child-directed speebha Somparison is
necessary because it allows us to compare what children hear (child-directed spesbl} they
produce. Given that child-directed speech is different from adult-to-adult speechiaus variables

(syntactic complexity (Snow, 1972), prosodic features (Fernald & Mazzie, 199ik)jmiportant to see



what children’s actual input looks like. By comparing children’s production and sxaiiifd-directed
speech we create a more similar sample where children and adultsh&€hasene conversational topics

and environment.

Probabilistic models

Our statistical methods employ probabilistic modeling using logistic mixedteffiultiple regression
models of the input (child-directed speech) and output (child speech). Logigtassion modeling is
advantageous because it has the power to evaluate independent contributions from multiptespredict
while simultaneously evaluating the joint contribution of specific prediatanbinations. The models
yield information about the relative strength of each predictor over and beyor$thé&uch models are
becoming increasingly popular for modeling the probability of a particular outcomangudge
production given a set of potentially interacting linguistic variables (Baayen,; 200@son, 2008;
Forster & Masson, 2008). Logistic regression is appropriate for investigagnginary outcomes of
alternation behavior, as has been demonstrated by previous studies on the genitive alidmatios &
Szmrecsanyi, 2007; Shih, Grafmiller, Futrell & Bresnan, 2009), the dativeatltar (Bresnan et al.,
2007), the active/passive voice alternation (Weiner & Labov, 1973), and the presence/absence

complementizer (Roland, Elman, & Ferreira, 2006; Jaeger, 2010).

Formally, logistic regression uses the function in the equation below ¢dlmethe relationship between
a set of variables, X %, %, ..., X, and the probability of an outcome given the relative weight of each
value:
f(z)=1/(1 +e?) where z 56 + Bixs + X + ... + GXn + ui
In this equation, the weight of each variablg,is represented by the parameferThe probability of a

particular outcome is simply the output of the functif§m). In the case where all variables are null, the
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intercept () alone determines the outcome probability. The unknown parameters are set tmyimanxi
likelihood estimation for each variable over all instances in the input. Veiradbude random error
terms,u;, to adjust for normal speaker variation where appropriate, as definedxed-gffect logistic

models.

Application: Modeling the dative alternation in child production

To assess whether the probabilistic predictors pertinent to adult production pleyreatald production,

we analyze the children’s dative utterances with a mixed-effect logistic segresodel using the
variables from the Bresnan et al. (2007) model. Regression models assureacthatbservation for
analysis is independent, which is manifestly untrue when multiple observatiorsolbreted from
individual speakers as in the dataset we constructed. By conditioning the regression on theffasttom

of speaker, however, mixed effect regression models appropriately capture the speaker-dependent
clustering of observations.

Bresnan et al. (2007) present a statistical model using mixed-effect logptassion modeling
of the production of dative sentences by adults. The study is based on spoken lang&gs0ndative
observations culled from the three million word Switchboard collection of dedortelephone
conversations (Godfrey, Holliman, & McDaniel, 1992). They show how the alternat@affeided by
multiple variables, many of which were proposed in previous studies (eegn,Gr974; Oehrle, 1976;
Pinker, 1989; Goldberg, 1995). The mixed-effect model we employ controls for triedachildren are
known to vary widely in their individual developmental trajectories (Bateke Rarhal, 1995; Clark,
2003), and allows us to generalize beyond the specific children in our gatatr&lucing individual
children as random effects in the model, the model makes an adjustmerthfahiéd representing that

child’s individual bias towards the prepositional dative construction.
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Data and variables

The data for the children’s speech come from CHILDES, a publicly avaititébase of children’s

speech produced in an ecologically natural environment. We focused on the following séem:chi

Abe, Adam, Naomi, Nina, Sarah, Shem, and Trevor (Brown, 1973; Clark, 1978; BemEd39a,;

Kuczaj, 1977; Suppes 1974). These children were selected based on the amount of data available for them
compared to other children, in terms of both their total number of utterancdseamahtber of utterances
containing one of the variants of the dative alternation. The utterances werefrakehildren’s
production between the ages of 2—5 years. The data yielded a sufficient numbegrarices to
investigate two verbs in deptgive andshow which are the only ones considered in this study. Table 1

gives the data partition by children.

(Table 1 here)

We selected only dative constructions following the “verb NP NP” (double atpestruction) or “verb
NP PP” (prepositional dative) patterns. We did not aN@wrecipients, such as “Show me how to do it”
or “I'll show you where” [Abe, 3;10.7], since these constructions do natale (cf. Pesetsky, 1995).
We removed the data points where the theme and the recipient did not occur pogivieebaih
instances of topicalization, question formation or passivization. We also removed ddtalidhiot have
both a theme and a recipient. There were 221 utterances that did not haweead.g., “I give you”
[Abe, 4;3.11]. There were 150 utterances that had a theme but did not tenigient, e.g., “You give
nice lollipops” [Naomi, 2;5.8]. Only one of these had a partially-formegbied (“I going show it to my
+ ...” [Adam, 4;2.17]), all the others we eliminated did not have any recipialit at

For the NP PP datives, we allowed constructions which lacked the prepdmsitiavhere the

arguments were in the NP PP order (theme, recipient), as in “I whomaisDaddy” [Sarah, 4;5.14],
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“give dat Ursula” [Adam, 2;6.17]. We found 13 utterances of that type. In &28l,dative utterances
were considered for analysis.

The different variables taken into consideration when building the model for cbddgiion are
the same as the ones used in the adult model of Bresnan et al. (2007), excudings that are not

relevant for the two verbs we analyze such as semantic class of the verb.

Animacy of themes and recipients. Adult production experiments have demonstrated that syntactic
choices between alternatives are sensitive to animacy (Bock et al., 199280vkiorthe sensitivity to
animacy is independent of other factors such as weight (Rosenbach 2003, 2005, 2008, Brailsnan et
2007). Animacy has also been identified as an influential factor in the ddtereation of German-
speaking children (Drenhaus & Féry, 2008), and also in earlier corpus studies af EmglisThompson,
1990).

Children from around the age of two distinguish animate from inaniNRgein a largely adult-
like manner, both in linguistic tasks (Becker, 2007) and in non-linguistic, caratdpsks (Massey &
Gelman, 1988). In order to verify this, we also coded for whether i@ydarttheme/recipient was a toy,
just in case toys had any particular properties (e.g., being treatedikeoamimates than inanimates).
Toys, however, did not differ significantly from inanimates in their effectomstruction choice, and
therefore the animacy variable only takes into account the opposition betmeemnimates and

inanimates in our investigations.

Length of themes and recipients. Length has long been noted as an important factor in adult speech, for
example, heavy NP shift places a longer constituent at the end of the clause (BE)@@eWasow,

2002; Bresnan et al., 2007). In Bresnan et al.’s adult model, a long thi#émé&en be placed after the

recipient, leading to a NP NP construction (“Well, | guess they give@dhson_the option for a juty

13



Conversely, the NP PP construction often has a short theme (“give physichbs rest of the family
members”). We measured this factor in terms of the number of wordals&/eonsidered the possibility
that phonological length would be a more appropriate measure for children’s spegert since
children use fewer words in their utterances. We approximated phonological lengturting the
number of syllables. However, the results obtained with this measreenet significantly different
from the ones obtained with a standard measure in word length. Therefore, medrktagth in words as

the unit of measurement.

Nominal expression type. The choice of a pronoun over a full NP has been known to affect the
acceptability of and the preference for the different dative constructions (Qi@&h, 1974; Collins,
1995; Bresnan, 2007; Bresnan et al., 2007; Bresnan & Nikitina, 2009). In adultpdataminal
recipients tend to appear first in a NP NP construction (“I tolchospand, I've got a book in the car,
give methe car keys, you can stay and watch this if you want to”). Similgshpmominal theme is very
likely to come first, giving rise to a NP PP construction (“Ehngine messed up on me and then | gave it
to a guy to repair”).
We coded for the nominal expression type of themes and recipients in the follaaing
Pronouns include:
- personal pronouns (including pronouns followed by a lexical NP)
(a) “yeah # an(d) den after our truck will [?] give dbatk to Marianne”
[Shem, 3;0.13]
(b) “show_itto Mike” [Abe, 2;8.6]

(c) “she gave them all her childrenspanking” [Naomi, 3;3.27]

- demonstratives

“l # | gave Bruno_tha# for that to sleep with” [Nina, 3;2.12]
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- reflexive pronouns
“l give the bag to mysélffAdam, 3;7.7]
Names and indefinite pronouns_(somethiagy, e.g., “l if if | gave you_someyou | will gwab [:grab] it

away” [Trevor, 2;8.10]) were categorized as lexical (non-pronouns).

Givenness. A number of authors have shown the importance of information structure ive dat
constructions: given information typically comes before new information (Hallitiegy; Halliday,
1970; Waryas & Stremel, 1974; Erteschik-Shir, 1979; Ransom, 1979; Smyth, Prideaux & H&2in,
Bock & Irwin,1980; Givon, 1984; Givon, 1988; Thompson, 1990; Collins, 1995; Primus, 1998d4atol
al., 2000; Wasow, 2002; Snyder, 2003; Ozén, 2006; Bresnan et al., 2007; Rappaport Hovav & Levin
2008). A theme that is given will therefore appear first, in a NPdRBtrction, whereas a recipient that
is given would lead to a NP NP construction.

Following Bresnan et al. (2007), we coded givenness as a binary value, using thecttetiag
from Michaelis & Hartwell (2007), in turn based on Prince (1981) and Guhaelberg, & Zacharsky
(1993). We therefore coded whether a theme or a recipient had been mentioned in the previousm10 turns
the dialogue. Any referential expression, pronominal or lexical, was taken into ac&austnal

pronouns which refer to participants in the discourse (sutlyas) are coded as given.

Syntactic persistence. Repetition and parallelism also play a role in how people choose a construction:
speakers reuse what they have just heard or just used. Effects of syntactienoersiave been found for

the dative alternation (Bock, 1986; Pickering et al., 2002; Snider, 2008). Szmre(2ad¥4j 2005)
studied structural persistence from a corpus-based, variationist perspectif@inidethat persistence
plays a significant role in linguistic choice for three different Enghisbrnations: analytic vs. synthetic

comparatives, particle placement, and future marker choice. Weiner & Labov (1888¢ds that
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syntactic parallelism plays a role for passive.

Syntactic priming effects have also been reported in young children in eepé&almeettings (see
Savage, Lieven, Theakston, & Tomasello, 2003; Huttenlocher, Vasilyeva, & Shimpi, 2004elC&nw
Demuth, 2007; Bencini & Valian (2008); and references therein). These findings haw@b#ahto the
debate about the abstractness of children’s early representations. Priming as seesy of assessing
children’s syntactic knowledge: if children show priming of a construction (indepemddeixical
similarity), they have developed a more abstract representation of that coostrirdgrestingly, there
have been no studies to date that investigate structural persistence in children using covplusrdaine
explores the effect of priming while controlling for other factors (like givenneasioracy).

We coded the structural persistence factor in the following way. We exathi@edd previous
turns in the conversation for the most recent dative construction used, iklagy:one was found, we
marked the choice of construction used and the speaker of that dative uttedatices( child). We also
counted the distance of the previous utterance from the current dative constoyctloe number of
clauses. In order to distinguish a structural persistence effect fronmainis tmerely driven by verbatim
repetition, we distinguished between utterances that were an exact repetitiopi&vibas dative from
ones that were not. There is not enough variation in the data to test eithdexkical boost of priming
(Hartsuiker, Bernolet, Schoonbaert, Speybroeck, & Vanderelst, 2008) or for a verb-geimeiad pr

effect.

Ageand ML U. We consider it likely that some of our measures could be confounded with developmental
advances allowing children to produce more complex utterances overall (e.g., letigimefrecipient).
Since there is considerable variation among children, age is not a suffiéestm of developmental
progress. One of the standard metrics used since Brown (1973) is theemgthnof utterance (MLU),

which attempts to capture the syntactic complexity of children’s utterances. The @bgham, which is

16



linked to the CHILDES database, makes it fairly straightforward to camthetMLU for each recording
session in CHILDES. We added this information to the data. Howeveiistrisyith recent research in
language acquisition (Legendre, 2006), none of these measures proved to be signifipaxdlicting

children’s syntactic choices.

Resulting model and discussion

The final logistic regression model for the children’s dative alternagicummarized in the formula in
Table 2. We constructed the model in R (R: A Language and Environment fisti&hComputing)
using the backward elimination method, which starts with all the vasiabéeursively eliminating
variables one by one which do not significantly contribute to explaining the variaribe data, and
stopping when the elimination of a variable would significantly reducentbael fit. Five variables turn
out to be significantg < .05): length in words of the theme, length in words of the recipient, nbmina
expression type of theme and recipient, and structural persistence. The efpecsistence remains
significant when we control for repetition: it is not driven solely byainses of verbatim repetition. We
also find one interaction between pronominality and givenness of the themethEnevariables — age
and animacy — lack predictive value and were eliminated from the final mafehlso verified that
there was no collinearity between the variables.

The model predicts the likelihood of the prepositional construction, stating thenbasgle (the
intercept), and quantifying the influence of each variable, viz. the coeffifi@ntthe formula (see Table
2). The intercept gives the likelihood of the prepositional construction forefeeence values of the
variables. The model also accounts for variation between different speakers (randde uawvherei
ranges over the speakers), assuming a normal distribution of this varidreanagnitude and the

direction of the influence of each variable are given by the coefficietishvare in units of log odds in
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the model spaceAny positive value for a coefficient in the formula increases the likelihafothe
prepositional construction. For example, the length of the recipient and the nominalierpygmsof the
theme have positive coefficient values: they increase the odds of the NP RBctions Conversely, any
negative value for a coefficient decreases the likelihood of the prepositionaluctinstr For example,

the values of the coefficient of the previous NP NP construction andrtgthlof the theme are negative:
they decrease the odds of realizing a NP PP construction. The coefficients tcansformed into odds
ratios, which indicate the relative probabilities that one of the two outcaifiesccur (in our model, the
designated outcome is the NP PP constructidh odds ratios take values between 0 @nd . Values
greater than 1 favor the outcome, and the more they exceed 1, the more thely @avahe other hand,

values smaller than 1 disfavor the outcome, and the closer they are ttheermrée they disfavor ior

example, the prepositional constructiongig?ss= 22.8 times more likely when the theme is a pronoun.
The relative odds of each variable can be seen in Table 3, as welldesaited p-values and confidence
intervals.

One diagnosis for assessing the quality of the model is the C etatists an index of
concordance between the predictions of the model and the observed data. A value of 50% thdicates
predictions are random, and a value above 80% indicates that the model has igahdis@ capacity
(Harrell, 2001). For our model, C is 89.7%. Another way of assessing théyqfale model is to get
classification accuracy on unseen data: this checks that the model is noteavéofithe data it was
trained on. To verify that the model generalizes satisfactorily beyond theitdaas trained on, we
collected dative utterances of the vériing for Adam and Sarah, as well as utterances of the \givles
showandbring for two other children, Eve and Jimmy (Brown, 1973; Demetras 1989b). This yi&fded
new utterances, which amounts to 10% of the training data, and is sufficretgsting purposes.
Contrary to the verlgive and showwhich favor the double object constructidoring has a balanced

distribution. In the test set, 24 utterances contain the lwenly, half in the NP NP construction, half in
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the NP PP construction. The classification accuracy on the test setdshiggh: 91.2%, which is a
statistically significant improvemenp (< 0.01) over a baseline of always choosing the most frequent
construction (68.4%). The 5 erroneous predictions involve thebrarh. When restricting the test set to
the verbbring, the model achieves a reasonable classification accuracy: 79.2%. It idstcaiy
significant improvementp(< 0.01) over the 50% baseline foring. This demonstrates that the model is
not overfitted to the data and generalizes to data from unseen datives and other children.

(Table 2 here)

(Table 3 here)

The model delivers not only information about which variables are significard|douaibout the strength
of their predictive power measured in terms of log odds. The model preditioradl significant
variables are shown in Figure 2.

(Figure 2 here)

Length. As in the adult data, length is a significant predictor. Long themesttéebd placed after the
recipient, leading to a NP NP construction:

(a) “and she gives them some broth without any Bread [Naomi, 3;3.27]

(b) “why you give Diandros all the stuff we usfiig [Adam, 4;10.23]

(c) “I gotta show Gil some of my pictures [Adam, 4;2.17]

Conversely, the NP PP construction often involves a short theme:
(e) “I wanna give thato Poy now” [Nina, 2;9.26]

(f) “that gorilla’s giving_banana® them” [Nina, 3;1.6]

The relationship between length of arguments and construction choice can be $eenpper part of
Figure 2: the probability of occurrence of the prepositional dative decreases whanrgtheof the theme

increases (upper right corner). The inverse occurs for recipient length: the ptplodliie prepositional
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dative increases as length increases.

Pronominality. Pronominality of theme and recipient also influences children’s choices. Pronominal
recipients tend to appear first, in a NP NP construction: “dolly coultbgdeep and give _hira hug”
[Nina, 2;11.06]. Likewise, a pronominal theme will come first; “giveo the man” [Adam, 4;0.14].
Prepositional datives are more likely when the theme is realizegpasmaun, and less likely when the
theme is realized as a lexical NP; conversely, if the recipient izedalis a pronoun, prepositional
datives are less likely than if the recipient is realized as a leXiéglcenter of Figure 2). Again, this is
similar to what we see in adult production. Looking at length and prowdityi together, we can see
harmonic alignment effects similar to those found in the Bresnan modekrsaod more prominent NPs
(pronominal) align with the first syntactic position while longer ands lesominent ones (non-

pronominal) align with the second position.

Syntactic Persistence. As in the adult model, syntactic persistence plays a role. Children teads® a
construction previously heard. Importantly, only 25% of these uses are exactaepetitihe previous
dative construction:
[Nina, 3; 1,6]

MOT: ok # let's give_him some milk

MOT: and what else would he like?

CHI: | gave_him some milk
The other 75% diverge from the previous use in the choice of lexical itemsboiGleldren are not just
repeating utterances but instead are presumably influenced by the previous congynoetiorcreating
new utterances.

[Abe, 2;8.6]
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MOT: show it to Mike.

CHI: give this to me Dad.

[Nina, 2;9.21]

MOT: do you think you could give me a cup of tea?

CHI: ok, I will give you some more tea and sugar and milk.

The effect of persistence can be seen in the bottom of Figure 2. The previeeisnlaences the
current one. If there was a previous dative, and it was a prepositionalNénd’R), the current
construction is more likely to be a prepositional dative. Converselyddiuale object construction was
previously produced (NP NP), the current construction is less likely to be a fimmdgiative. This is in
line with previous reports of priming in child production that were obtairsitly experimental methods
(Branigan, Pickering, Liversedge, Stewart, & Urbac, 1995; Savage et al., 2003; Hutteetaihet004).
The current findings offer further support for the effects of syntactic pawsiston children of a very
young age and in naturalistic settings while controlling for exact repetittas.of interest that there is
no interaction with age: children are more likely to produce a prepositiatize following a similar
dative regardless of age. That is, they show sensitivity to construgpenetrly on. Also, since we
control for repetition, we can be sure that what we see is an effect ofuctios type, and not merely

verbatim repetition.

Animacy. Contrary to our expectations, animacy is not a significant factor in thet roleitiel. However
the data distribution for the two verbs under consideragive andshow explains this fact. There is not
enough variation: with both verbs, most of the recipients are animate (86.38& double object
construction — 352 out of 408 utterances, 91.8% in the prepositional dativeicbost— 112 out of 122

utterances). Given the semantics of the verbs, this distribution isunptising: one usually gives or
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shows something tsomeong

Givenness. Givenness is also not a significant factor as a main effect. However, isharénighly
significant interaction between givenness and pronominality: a theme is signifilemstiikely to occur
in a prepositional construction when it is both pronominal and referadéaanot previously mentioned,
referent. In this condition the theme is significantly more likedy occur in the double object
construction, where it is in final position, consistent with quantitative draicralignment (Figure 1). In
contrast, givenness plays no role at all when we re-run the model on thdatiailexcluding pronominal
themes and recipients. Excluding the pronominal themes and recipients yield$ rusnbalr of datives,
but the distribution in givenness is well-balanced: for the NP NP constructitim®2&s are given and 20
are new, 21 recipients are given and 24 are new; for the NP PP construttiemeg are given and 8 are
new, 9 recipients are new and 6 are given. A related finding is repargegrioduction experiment by
Stephens (2010: p. 169) where children positioned recipients first only ifwbey both given and
pronominal. Thus, children do show the harmonic alignment effects of givenness imgladesnative
dative constructions, but the effects may be restricted to pronoun arguments.

Since given arguments are likely to be shorter, requiring less descsfativeration to establish a
common ground for referring, it is important to examine whether its potentiateffe lexical arguments
might be masked by collinearity with length. To this end we de-correfitedness from pronominality
and length: the model takes into account what is left of givenness after remdabgsveaptured by
pronominality and length. The givenness residual does not provide a significant cantritfgi in
Stephens (2010: p. 169), the tendency to place the given theme before the rdmyp@miosing the
prepositional dative) was not significant for lexical themes. In children’s datoductions, in contrast
to that of adults, givenness may exert its effect on construction choicecthdithrough the use of

pronouns.
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The global trends reported above hold locally for each child, both in terrdgeation and
magnitude of response. As can be seen in Figures 3 through 7, the maghtheleesponses varies by
child, but the model informs us that this variation is not significantintieecept adjustments by child are
all zero, meaning that there is no significant variation by child. Moreageaihe graphs show (Figures 3
through 7), the direction of the response is constant by child: the trendseiffiettts are similar for each
child. Figures 3 and 4 respectively show the effects of the theme and recipienfdemgtth child where
the lines are nonparametric smoothers showing the trends in the data. Fignce$ Hive the nominal
expression type effects of the theme and the recipient for each child. Finally, Fidnangs the effects of
persistence for each child. The graphs also show that all the children in qle s&@ both variants of

the construction.

(Figures 3 to 7 about here)

We see, then, that children produce alternating forms early on (consistenCavitpbell and
Tomasello, 2001) and that construction choice in child production is governed lijylendtriables. In
particular we find that (i) the probabilistic harmonic alignment pattern of dédti’e productions (Figure
1) is robustly replicated in children’s dative productions across the eatirples from CHILDES, (i)
these probabilistic patterns are also replicated by individual children. Wéralsihat the influence of
discourse givenness on children’s construction choices differs from that of theimdudtBresnan et al.
(2007) study: with the children, the givenness effects are reliable onthiein use of pronouns.
Previous work has shown that the use of pronouns differs across genres f{BiBareman, 1989), hence
this difference in our model of children’s dative productions could possibigctefie different discourse

pragmatics of the face-to-face conversations sampled in our CHILDES datheaddta sampled from
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remote telephone conversations between adult strangers in the Bresnan et akt(@90This issue will
be investigated when we turn next to the relation between the probalghstezns in the children’s

output and their input from child-directed speech.

Comparison with child-directed speech

By comparing children’s production with the production of their caretakers, weliceetly compare
what children produce with the input they receive, enabling us to see if chaldreensitive to the same

variables influencing adult production in the same context.

Modeling the dative alternation in child-directed speech

To investigate the dative alternation in child-directed speech, we useahtlaasource as for the initial
child data, the CHILDES database, and focused on the adult utterancesngcicutne exchanges with
the children. We collected the adult dative constructions starting frorfildbethat yielded the most
datives until we had a sample size of child-directed datives comparahk w@f the child datives. This
resulted in child-directed speech data from three of the children studibd previous section: Adam,
Nina, and Shem. We limited our data to this sample to facilitatistital comparisons. If we had
included all of the child-directed datives, the adult sample would have beerth@ordouble the size of
the child sample making the statistical model weighted towards the aduybles All of the caretakers

produced both types of datives. As in the case of the children’s data, yeokldative constructions

with the verbsgive and show yielding 788 data points, and we coded the variables following the

procedure previously outlined.
The dialogues typically had one primary adult interlocutor, but there were occasiotinet

adult speakers interacting with the child. Adult speakers who had fewer than d@adtewere removed,
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yielding 5 different speakers for the three children. Table 4 shows the nwhkpeaker utterances

according to the child participating in the dialogues.

(Table 4 here)

We applied the same modeling technique and variable selection that was used for the child data: a
mixed-effects logistic regression model predicting the choice of dative cormtrusl the reliable main
effects in the child data (pronominality of the theme and the recipienthlefghe theme and the
recipient, and persistence) are also reliable in the child-directed modeheaditections of the effects
are the same.

As in the case of the children, animacy is not significant in the-diiected model—again this
is probably due to the semantics of the verbs: most recipients in botructinas are animate (92.2% in
the double object construction — 539 animate recipients out of 584, 93.6% in ethesiponal
construction — 191 out of 204).

In contrast to our findings for children’s speech, givenness is a marginéllyleeiactor for the
adults speaking to the children: when a lexical theme is new to the disdberdikelihood of a
prepositional dative is reduced compared to a given lexical theme ((08); a new pronoun theme
further reduces this likelihoogh & 0.06). These findings remained when we de-correlated givenness from
both pronominality and length to remove potential masking effects of these possibly abwat&tbles.

In sum, the children’s output model may be described as similar taolé rinodel of child-
directed speech, but reduced in dimensionality. The trending influence of theme gvaargsmain
effect on dative construction choice in the input is lacking in the output. Howehitren do show a
similar systematic givenness effect when using pronoun theme arguments: prafetmgrto new

theme entities are more likely to appear in double object constructionprifrawuns referring to given
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theme entities. The marginal reliability of givenness on lexical them@giinput suggests that children
are initially learning only the most informative predictors of dative constructioceliicElvain, 2010).
The estimates of the variables, as well as the model intercept, andrgieems of odds ratios in
Table 5. The classification accuracy of the model is very high: 94.5% (agaiaseline of 74.1% when
always predicting the NP NP construction). The C statistic is adgp 87.5%. The intercept adjustments
for each adult speaker are given in Table 6. These adjustments represent theindikitlisal bias
towards the prepositional dative construction: they quantify by how much the inteubégh gives the
likelihood of the prepositional construction for the reference values of the varinbie$) be modified

for each adult.

(Table 5 here)

(Table 6 here)

Conjoined model and discussion

To test the differences in the models of child and child-directed speech pooduictiative sentences for
significance, we constructed a conjoined model pooling the data together from thbdigs,sand
examined how the group variable (children vs. adults) interacted with the othertgmsedrhis model
shows us whether the different variables work in different ways in the two populations.

Table 7 shows the conjoined model, in terms of odds, as well as lising-values and
confidence intervals. We used speaker as a random effect to take into account speaicer. Vdréat
intercept adjustments for each speaker are given in Table 8. The conjoined migtsl+effeession
model obtains a high classification accuracy (92.6% against a baseline of 75.@%j}a#stic of 95.6%

reinforces the quality of the model.
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(Table 7 here)

(Table 8 here)

The conjoined model shows that all of the effects shared between the separate neodels ar
significant but also reveals several significant differences between the mpoutput patterns. All the
variables we looked at influence alternation choice in the same way fdrechénd adults. Both show
structural persistence: they produce more prepositional datives following a pogbgirime. Both
show length effects with longer recipients favoring the prepositional dativefoanoloth a lexical
recipient favors the prepositional dative construction as does a pronominal theme.

The child and adult populations differ in the sensitivity to the shared varidlflesinteraction
effects for the length of the theme (Figure 8) as well as for the nonxmiession type of the theme and
the recipient in predicting the NP PP construction (Figure 9) show that theatiseat the effects are the
same, but that children and adults differ in the degree to which the weanmliences their choice.
Longer themes are avoided by both the children and the adults in the mediahpgwsvided by the NP
PP construction, but the adults’ avoidance is more complete, producing a stdagéifahe odds of a
prepositional dative as the theme grows longer. In a similar way, the noeximadssion type of the
recipient and theme has a greater influence on the adults’ production choicecatedihdy the steeper
slope of the lines representing the effect of pronominality in the adalt(slalid lines) compared to the
child data (dashed lines). Judgments from the literature have showheteig a strong dispreference
againstV NP Pronounstructures when the NP is lexical (“give the boy it") or even when thesNP
pronominal (“gave her it”); however, this dispreference is gradient and variable apezders, as
discussed in Bresnan & Nikitina (2009). Children do not manifest this disprefe to the same degree

(“give me it Mommy” [Nina 3;2.4], “this is the last time I'm gongtyjive you it” [Abe 3;6.19], “Daddy #
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can you take that out and show me it ?” [Abe 3;8.17]).

It is possible that children use stressed pronouns more, which could make a pnooreun
acceptable in final position. Other prosodic or deictic differences in chileckpeould underlie the
difference in placement of pronominal themes. Further data from audio sources could imsiglite
into such differences. It is also possible that such utterances rdfiglen’s tendency to use frozen
chunks which are very frequent (“give me"/“show me”"/“give you”). Children’s repeatediusech
frequent bigrams may lead them to prefer realizations that build on those sequabittbes would start
with the frequent sequence, and add the theme to it. Further data from experimergsmouvddwhether
children accept such utterances when uttered by adults and shed light on tmatexpl&Vhatever the
reasons may be, the children’s output manifests the same probabilistic pasteh&sr input, but less

sharply.

(Figure 8 here)

(Figure 9 here)

The conjoined model fails to show a significant contrast between the chidddeadults in the
influence of givenness on construction choice, possibly because the effeetligrstnonly marginally
reliable in our small child-directed speech dataset. But elsewheralatar provides evidence of
differences in how children and adults use referring expressions, specificadliation with givenness,
as might be expected given the literature on the development of referential progattems (e.g.,
Hickmann & Hendricks, 1999; Song & Fisher, 2007). We analyzed the relation betweeneags and
pronominality in child and adult productions. Figure 10 shows the proportioncabminal forms
children and adults use for new and given themes. The main differende thesuse of pronouns for

new entities. Children and adults use a similar proportion of pronounsvien gintities (34.7% vs.
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38.7%, x? = 1.32 (N=763), p = .14), but children are more likely to refer to a new entity with a

pronominal form (9.5% vs. 1.8%2 = 18.43 (N590), p < .001). The results show that children are
sensitive to givenness as seen by the higher proportion of pronouns for given eotiiesed to new
ones, but they use more pronouns for new entities than adults. This is imitlinprevious findings
showing that children are sensitive to given/new distinctions early on (Al@0Q; MacWhinney &

Bates, 1978) but still tend to use pronouns more than adults (Clancy, 1992).

(Figure 10 here)

In sum, there are more cases in children’s production than adults where the theme is lawith new
pronominal. In considering how these characteristics of children’s use of theteesct with dative
construction choice, we can speculate that children are faced with a cue dssh &8MacWhinney,
1987): the pronominality of the theme pushes children towards a NP PRatieali while its new
discourse status pushes them towards a NP NP realization. The effect of givmnohidren’s dative
choices may be weakened by the larger proportion of cases where the influence ofsgivemhe
pronominality lead towards different constructions. Similarly, children’s syotabibices may be less
sensitive to pronominality (see Figure 9) because in more cases, thectash between pronominality
and other cues. Under this interpretation, children and adults do not differ in theverayesis influences
dative choice but in the way referential form and discourse status intesgmtt i another way, children
have the same probabilistic constraints on their output as adults, but they have notgéttiteareight or

prioritize them in a way that fully converges with their adult models.

Conclusion

This paper has developed multi-variable models of child and adult productiondstie construction.
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The model demonstrates a strong similarity in the variables at play fopbptlations. We have found
that probabilistic syntactic patterns of harmonic alignment in dative constrsicised in adult-to-adult
conversations also characterize adult conversations with young children, and that indikittrah
replicate these probabilistic patterns in their own speech in ecologicsilyal settings. In particular, (i)
children match the end-weight effects of adult speech addressed to thiemding to choose dative
constructions that place the heavier constituent later in the clause, (ii) they matafa¢henpe for dative
constructions in which pronoun arguments precede lexical arguments (even after adjuslifferénces
including length/weight), and (iii) they match the greater likelihood of using dative gotistis in which
discourse given themes occur earlier and new themes later (but only withiestheted domain of
pronouns). All of these patterns hold after adjusting for structural persistadoepetitions, as well as
individual differences in preferences for dative constructions.

From these findings, we see that children mirror the adult production jgaitetimeir input. Our
results suggest that, for the dative construction, and for the variablesokes lat, child speech only
differs from the speech of their adult interlocutors in degree, not in kimie $f the differences we
found (e.g., in animacy) have more to do with what children talk about, withna fundamental
difference in their variable choices among syntactic alternatives. Other diffe(erges the sensitivity
to predictors of pronominality and givenness) are compatible with the kewchildren start out over-
weighing cues that are more reliable (Bates & MacWhinney, 1987; Trueswell, Papafr@dpmi, 2008).

These findings lend support to much current work in language acquisition which cotitands
there is a continuity between the grammars, and the parsing mechahanysung children and adults
use (Trueswell, Sekerina, Hill, & Logrip, 1999; Goodluck, 2007; Arnon, 2010).fintengs we report
are also in line with the idea of a usage-based continuity in trerdabat influence production, one that
is related to the speech children hear. Children’s syntactic choices, likeathadults, were shown to be

influenced by multiple factors from early on, and the weights assignéede tactors are similar to the
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ones assigned by the caretakers. Our results might stem from the faas timagther domains, children
pay attention to complex distributional patterns from early on, and are consigkteatview of language

learning in which attainment of adult-like competence is assisted by théwsgnand attention to such
complex distributional patterns. Some studies have shown evidence that chddeenvdrse on

probability matching tasks than adults (Hudson Kam & Newport, 2005; see dscusfRamscar &

Gitcho, 2007) and have suggested that children tend to maximize to the doraitbemt when different

forms are present in their input. However the models shown here demotisatathild production

patterns echo the probabilities of adult production patterns, which is unexpechddrién are assumed
to go through a period in which they regularize and maximize to only otiee @lternation’s variants.
The naturally-occurring data considered here manifests an apparent sensititigypamt tof the children
to production probabilities: from early on, children are using both variartteeadative alternation and
replicate subtle patterns found in their input.

This study suggests that the language learning process takes place incrementally: at@ldren
able to pick up on some of the cues available in their input, buheéll to gradually refine these cue
weights to get to adult-like production where, for instance, pronominality satere. The results also
demonstrate the dynamic nature of language learning (Smith & Thelen, 1993): changes happang
area (e.g., reduction of pronominal reference for new entities) will influgsiterns in another area (the
effect of givenness on dative choice).

This study has also shown that statistical modeling techniques can yight inso the variables at
play in children’s speech production, as well as into the way they compare to the onms acbalts. It is
a fruitful technique to investigate patterns of use within an age groussaage groups, and between
different populations (for example adults and children). These techniques can be extexaedirie the
different ways adults talk to children vs. other adults. Further researclsimegylight upon why the

differences between these patterns of production were observed, for instance bygxpleractions
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with processing capacities, such as resource limitations. Given thefsize corpus, our results are
promising rather than definitive, yet already indicate that new evidence darolgght to bear on the

acquisition of alternations using quantitative modeling methods.
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1. The termharmonic alignmentfrom Optimality Theory (OT) (Prince & Smolensky, 1993; Aissen,
1999), is used here phenomenologically to refer to the tendency for linguistimtdesinéch are more or
less prominent on a scale (such as the animacy or nominal expression typg Ssrales
disproportionately distributed in respectively more or less prominent synfagsitions (such as
preceding in word order or occupying a superordinate syntactic position). SearB&slikitina (2009)
for a stochastic OT analysis of the dative alternation employing formal harmagmmalit.

2. Restricting the adult data to only two verbs does change the findings naBretsal. (2007). We re-
ran their model restricting the Switchboard data to the verbs “givé™show”, and found differences in
the main effects. For this restricted dataset, animacy and verb grpenat significant, contrary to what
has been found for the whole dataset. These two variables ceasedgwoifiasi simply because there
is no longer enough variation. The data distribution of the restricted detasetilar to the distribution
for the child corpus: most recipients are animate (93.2% in the double objerticimis, 95.1% in the

prepositional dative construction).
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Table 1. Number of Dative Utterances by Child

Age Construction Abe Adam Naomi Nina Sarah  Shem Trevor Total

2 years NP NP 11 35 7 66 0 7 19 145
NP PP 8 9 0 17 0 4 2 40

3 years NP NP 20 82 6 42 8 0 11 169
NP PP 11 19 0 21 4 4 1 60

4 years NP NP 22 63 5 - 4 - - 94
NP PP 3 13 3 — 3 — - 22

Total 75 221 21 146 19 15 33 530




Table 2. The Model Formula

Probability(Response NP PP | X)) = 1/(1 +e-*FP+u)

where:

Xp

i O

- 1.3726

- 0.5767
1.0106
3.1265

- 1.4432

- 1.7097

2.3123
- 1.9161

0.1389
N(0, 0.25)

I I B

+ [

the number of words in the theme

the number of words in the recipient

nominal expression type of the thempronoun +
nominal expression type of the recipienpronoun
previous NP NP construction in the last ten tutns  +

+

yes

previous NP PP construction in the last ten targes +
(interaction between pronominality and givenness)
givenness of the theme = new

+



Table 3. Odds, P-Values and Confidence Intervals of the Significant Main Effedtstenadtion

in the Child Model

Main effects

Odds P-Value 95% Confidence Interval

theme type= pronoun

recipient type= pronoun

theme length
recipient length
previous datives NP
previous datives PP

22.8 0.0000
0

0.24 0.0000
0.56 0.0246
275 0.0118

0.18 0.0000

10.1 0.0000
0

theme type = pronoun * theme givenness =new 0.15 0.0101

9.83—53.83

0.12—0.48
0.34—0.93
1.25—6.03

0.08—0.41

3.66—27.88

0.03—0.64




Table 4. Number of Dative Constructions Uttered by the Children’s Caretakers

Child Caretaker Number of adult dative utterances Total

NP NP NP PP

Adam caretaker 116 56 172
1
caretaker 24 11 35
2

Nina caretaker 337 106 443
1

Shem caretaker 95 29 124
1
caretaker 12 2 14
2

584 204 788




Table 5. Odds, P-Values and Confidence Intervals of the Significant Main Effedtstenadtion

in the Child-Directed Speech Model

Main effects

Odds P-Value 95% Confidence Interval

intercept
theme type= pronoun

recipient type= pronoun
theme length

recipient length
previous datives NP
previous dative= PP
theme givenness new

201 0.3770

126.1 0.0000
5

0.06  0.0000
0.26  0.0000
259 0.0024

0.31 0.0106

12.3  0.0003

0.50 0.0762

theme type = pronoun * theme givenness =new 0.10  0.0510

0.66—5.42
40.15—396.37

0.03—0.15
0.14—0.47
1.40—4.79
0.13—0.76
3.11—48.62
0.23—1.08
0.01-1.01




Table 6. Intercept Adjustments for Each Adult in the Mixed-effect Model for Chileleizd

Speech

Child interlocutor Adult speaker Intercept adjustment

Adam caretaker 1 -0.182
caretaker 2 0.072

Nina caretaker 1 0.486

Shem caretaker 1 -0.367

caretaker 2 0.005




Table 7. Odds and P-Values of Main Effects and Interactions in the Conjoined Model

Main effects Odds P-Value 95% Confidence Interval
intercept 1.99 0.333 0.49—8.12
group= child 0.17 0.038 0.03—0.91
theme type= pronoun 124.9 0.0000 43.10—362.30
6

recipient type= pronoun 0.07  0.0000 0.03—0.15
theme length 0.26 0.0000 0.14—0.45
recipient length 2.50 0.0000 1.57—3.98
previous datives NP 0.23  0.0000 0.13—0.41
previous dative- PP 10.38 0.0000 4.57—23.54
theme givenness new 0.71  0.2415 0.41—1.25
theme type = pronoun * theme givenness =new 0.19  0.0071 0.05-0.63
group= child Orecipient type= pronoun 3.19 0.0282 1.13—8.97
group= child Otheme type= pronoun 0.15 0.0025 0.04 -0.51

group= child Otheme length 2.22 0.0382

1.04-4.74




Table 8. Intercept Adjustments for Each Speaker in the Mixed-effect Model for Bothadiul

Child Data

Speaker Intercept adjustment
Abe 0.038
Adam -0.082
Naomi -0.102
Nina 0.222
Sarah -0.106
Shem 0.184
Trevor -0.140
Adam caretaker 1 -0.169
Adam caretaker 2 0.033
Nina caretaker 1 0.386
Shem caretaker 1 -0.241

Shem caretaker 2 0.000




Figure 1. Qualitative View of Quantitative Harmonic Alignment.
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Figure 2. Log odds of Prepositional Dative Given the Main Effects
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Figure 3. Effects of the Length of the Theme by Child
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Figure 4. Effects of the Length of the Recipient by Child
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Figure 5. Effects of the Theme Nominal Expression by Child
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Figure 6. Effects of the Recipient Nominal Expression by Child
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Figure 7. Effects of Persistence by Child
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Figure 8. Interaction Effect for Length of Theme
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Figure 9. Interaction Effects for Nominal Expression Type of Theme and Recipient
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Figure 10. Proportions of Pronominal Forms in New and Given Themes for Children atsl Adul
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