
   

PSC 506         Spring 2017 

Advanced Topics in Methods    Wed, 2-4:50 
  

 

 Prof. Curtis S. Signorino     
 303 Harkness Hall      
 Office Hours:  By Appointment   
 curt.signorino@rochester.edu          
 

PURPOSE:   This course covers topics that one might encounter in advanced political methodology 
research, but which are not yet standard fare in introductory methods courses:  e.g., Bayesian methods, 
network models, ideal point estimation, semiparametric methods, machine learning, etc.  As a research 
workshop, this course will also allow students to pursue areas of individual interest in more depth.  The 
course content, therefore, depends not only on what I want to cover, but also on what students want to 
cover.  Finally, since students taking 506 are assumed to be interested in political methodology as a major 
field, they will be required (1) to solve “unsolved” problems during the semester and (2) to write a 
research paper that makes a contribution to the methods literature. 
 
 
PREREQUISITES:  Students must have taken PSC 404, 405, and 505.  Students who would like to 
waive these courses based on courses previously taken must have those courses approved by me. 
 
 
COURSE REQUIREMENTS:   
 

• Participation and Weekly Assignments (40%).  Each week, students will be responsible for (1) 
having done all the required readings, (2) presenting one of those readings, and (3) participating 
in our discussions.  The student presentation should be in the form of LaTeX’d notes, a Beamer 
presentation, or a Powerpoint presentation.  The presentation should include (a) a summary of the 
article’s main points/contributions, (b) a detailed walk through the main model and/or technique, 
(c) a summary of the results, and (d) a short critique of the paper.  Applied or theoretical 
problems will also be assigned from time to time based on the required readings.  Students will be 
expected to have completed the assignment and should be prepared to present their results in 
class. 
 

• Final Paper (60%).  A final paper is due the last day of final exams.  The paper should either 
develop a new statistical technique or apply advanced methods.  Except in very rare 
circumstances, the paper should employ real data and make a substantive contribution. 
 

 
COURSE SCHEDULE AND READINGS:  If you are interested in pursuing political methodology fas 
a subfield, you should purchase as many of the below texts as possible.  Having said that, most will be 
available in the star lab.  I will often assign articles each week.  Students will use the R programming 
language for much of this course.   
 

1.  Course Organization 
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• Students should be familiar with methods literature on linear models, MLE, duration models, 
grouped binary duration models, selection models, and strategic models.  

2.  Bayesian Inference and MCMC 

• Bayesian inference 
• MCMC, Gibbs sampler, Convergence 
• Jags  

Jackman, Simon. 2000. “Estimation and Inference via Bayesian Simulation.” AJPS.   

Efron, B. 1986.  “Why Isn’t Everyone Bayesian?”  The American Statistician.   

Brooks, Stephen P. 1998. “Markov Chain Monte Carlo and Its Application.” The Statistician.    

Casella, George and Edward I. George.  1992.  “Explaining the Gibbs Sampler.”  The American 
Statistician.    

Albert, James H. and Siddhartha Chib. 1993. “Bayesian Analysis of Binary and Polychotomous Response 
Data.”  JASA.   

Gelman, Andrew and Donald B. Rubin. 1992.  “Inference from Iterative Simulation Using Multiple 
Sequences.”  Statistical Science.  

Cowles, Mary Kathryn and Bradley P. Carlin.  1996.  “Markov Chain Monte Carlo Convergence 
Diagnostics.”  JASA.  

(Everyone) Kass, Carlin, Gelman, Neal.  1998.  “Markov Chain Monte Carlo in Practice: A Roundtable 
Discussion.”  The American Statistician. 

(Reference) Jeff Gill. Bayesian Methods. Chapman & Hall/CRC. 
 
HW:  Replicate a PSC 505 HW using MCMC by (1) programming your own Gibbs sampler and (2) using 
jags.  Compare MLE and MCMC results. 
 
 
2a.  Multiple Imputation 
 
Rubin, Donald B. 1996.  “Multiple Imputation After 18+ Years.” JASA.  
 
Schafer, Joseph L. 1999. “Multiple Imputation: A Primer.”  Statistical Methods in Medical Research. 
   
Schafer, Joseph L. and John W. Graham. 2002. “Missing Data: Our View of the State of the Art.”  
Psychological Methods.    
 
King, Gary, James Honacker, Anne Joseph, and Kenneth Scheve.  2001. “Analyzing Incomplete Political 
Science Data.” APSR.   
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Blackwell, Matthew, James Honaker, and Gary King. 2012. “Multiple Overimputation: A Unified 
Approach…”  Working paper.   
 
HW:  Replicate a PSC 505 HW using multiple imputation.  First, program it yourself.  Then use an 
available package.  
 
 
2b.  Multilevel Models 
 
Greenland, Sander. 2000. “Principles of Multilevel Modeling.” International Journal of Epidemiology.   
 
Park, David K., Andrew Gelman, and Joseph Bafumi. 2004. “Bayesian Multilevel Estimation with 
Poststratification.” Political Analysis.   
 
Shor, Boris, Joseph Bafumi, Luke Keele, and David Park.  2007.  “Bayesian Multilevel Modeling 
Approach to Time-Series Cross-Sectional Data.”  Political Analysis.   
 
Kastellac, Lax, Phillips.  2014.  “Estimating State Public Opinion with Multilevel Regression and 
Poststratification using R.”  Working paper.    
 
Jackman, Simon. 2008.  Ch 7.1-7.2.  Bayesian Analysis for the Social Sciences. 
 
Jackman Simon.  2008.  Ch 7.3-7.5.  Bayesian Analysis for the Social Sciences.      
 
(reference)  Tom Loredo 2014 lecture notes.   
 
HW:  Replicate a PSC 505 HW using a multilevel model.  Just use jags for this. 
 

3.  Geography and Spatial Interdependence 

Ward, Michael and Kristian Skrede Gleditsch.  2002.  “Location, Location, Location:  An MCMC 
Approach to Modeling the Spatial Context of War and Peace.”  Political Analysis.      
 
Beck, Nathaniel, Kristian Skrede Gleditsch, and Kyle Beardsley.  2006.  “Space is More than Geography: 
Using Spatial Econometrics in the Study of Political Economy.”  International Studies Quarterly.     
 
Franzese, Robert J. and Jude C. Hays.  2007. “Spatial Econometric Models of Cross-Sectional 
Interdependence in Political Science Panel and Time-Series-Cross-Section Data.”  Political Analysis.   
 

4.  Network Models 

Holland, Paul W. and Samuel Leinhardt. 1986.  “An Exponential Family of Probability Distributions for 
Directed Graphs.” JASA.  76:33-50.   

 
Strauss, David and Michael Ikeda. 1990.  “Pseudolikelihood Estimation for Social Networks.” JASA. 
85:204-212.   

 
Wasserman, Stanley and Philippa Pattison.  1996. “Logit Models and Logistic Regressions for Social 
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Networks: An Introduction to Markov Graphs and p*.”  Psychometrika. 61:401-425.   
 

Snijders, Tom. A. B.  2001. “The Statistical Evaluation of Social Network Dynamics.” Sociological 
Methodology.  31:361-395.    

 
Hoff, Peter D. Hoff, and Michael D. Ward. 2004. “Modeling Dependencies in International Relations 
Networks." Political Analysis 12(2):160-175.    

 
Handcock, Mark S., Adrian E. Raftery, and Jeremy M. Tantrum. 2007. “Model-Based Clustering for 
Social Networks.” Journal of the Royal Statistical Society. 170(2):301-354.   

 
Cranmer, Skyler J. and Bruce A. Desmarais. 2011. “Inferential Network Analysis with Exponential 
Random Graph Models.” Political Analysis. 19:66-86.   

 
Ramanna, Karthik and Ewa Sletten. 2014. “Network Effects of Countries’ Adoption in IFRS.”  The 
Accounting Review.  89:1517-1543.    
 
HW:  Replicate a published network analysis. 
 

5.  Ideal Point Estimation 

Poole, Keith T. and Howard Rosenthal. 1985. “A Spatial Model for Legislative Roll Call Analysis.” 
AJPS. 29:357-384. 
 
Poole, Keith T. and Howard Rosenthal. 1991. “Patterns of Congressional Voting.” AJPS. 35:228-278.   
 
Bailey, Michael. 2001. “Ideal Point Estimation with a Small Number of Votes: A Random-Effects 
Approach.” PA.   
 
Clinton, Joshua, Simon Jackman and Douglas Rivers. 2004. “The Statistical Analysis of Roll Call Data.” 
APSR.    
 
Bailey, Michael. 2007. “Comparable Preference Estimates across Time and Institutions for the Court, 
Congress, and Presidency. AJPS. 51:433-448.   
 
Bonica, Adam. 2013. “Mapping the Ideological Marketplace.” AJPS. 58:367-386.   
 

6.  Machine Learning 

Hastie, Tibshirani, Friedman.  The Elements of Statistical Learning.  Springer.  E-version available 
online. 
 
Bishop.  Pattern Recognition and Machine Learning. 

• Support vector machines 
• Regression trees and random forests 
• Penalized estimators, LASSO 



 5 

• Neural networks, deep learning 
 

7.  Topic Models 
 

8.  Student Project Presentations (last class:  May 3) 
 

Guest speakers:   

• April 5  Speaker:    Discussant(s): 
• April 12  Speaker:    Discussant(s): 
• April 19  Speaker:    Discussant(s): 
• April 26  Speaker:    Discussant(s): 

Paper topic due April 5 in class:  Title and one paragraph abstract 

Paper due May 12 by 5pm 


