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PURPOSE

This course in applied data analysis provides graduate students with the tools to
estimate useful and empirically adequate linear models that address substantive
concerns in political science. Estimating models is trivial; estimating models
that provide useful information about political outcomes is far more challenging.
Our focus will be on how estimates are produced and what those estimates mean
with the goal of leaning which estimates we can trust.

PREREQUISITES

The math “boot camp” is the only course prerequisite, as familiarity with cal-
culus is necessary to understand the material.

COURSE REQUIREMENTS

Evaluation is based on homework assignments (20%), a midterm exam (25%), a
final exam (25%), and a data analysis project (30%). In addition to office hours,
the teaching assistant will hold a weekly R recitation on TBA. Attendance is
mandatory. Students are responsible for material covered in lecture, recitation,
and the required readings.

READINGS

All reading are online either through the library†, JSTOR‡, or on Blackboard.
Students looking for additional information could consult the following resources.

Mathematical statistics

T. Amemiya (1994). Introduction to Statistics and Econometrics. Harvard
University Press

M.H. DeGroot and M.J. Schervish (2012). Probability and Statistics. Addison-
Wesley
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G. Casella and R.L. Berger (2002). Statistical Inference. Thomson Learning

D.J. Poirier (1995). Intermediate Statistics and Econometrics: A Comparative
Approach. MIT Press

Econometrics

J.M. Wooldridge (2008). Introductory Econometrics: A Modern Approach. Cen-
gage Learning

Joshua Angrist and Jörn-Steffen Pischke (2009). Mostly harmless econometrics:
an empiricist’s companion. Princeton, NJ: Princeton

A.C. Cameron and P.K. Trivedi (2005). Microeconometrics: Methods and Ap-
plications. Cambridge University Press

J.M. Wooldridge (2002). Econometric Analysis of Cross Section and Panel
Data. MIT Press

COURSE SCHEDULE

Week 1: Introduction and the origins of regression

Topics: Regression to the mean, least squares

Week 2: Useful matrix algebra

Topics: Special matrices, useful identities, matrix calculus

• Fox 2009.† Chapter 1.

• Namboodiri 1984.† Entire.

• Rencher and Schaalje 2008. Chapters 2, 3, 5

Week 3: Fitting a line to data and being responsive to theory

Topics: Assumptions, dummy variables, nonlinearities, interactions

• Berk 2004.† Chapter 3.

• Berk 2008.† Pages 1-8.

• Fox 2016. Chapter 5.

• Rencher and Schaalje 2008. Chapter 7.

Week 4: Understanding regression uncertainty

Topics: Sampling distributions, standard errors, inference

• Achen 1982.† Entire.

• Berk 2004.† Chapters 4, 6-7.
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• Berk 2010.‡

• Fox 2016. Chapter 21.

• Gelman, Hill, and Vehtari 2020, Chapters 4-5

Week 5: Hypothesis testing and the linear model

Topics: Wald tests, confidence intervals, ANOVA

• Braumoeller 2004.‡

• Imbens and Ruben 2015. Chapters 5 and 6.

• Kaplan 2009. Chapter 15 and 16.

• Rencher and Schaalje 2008. Chapter 8.

Week 6: Endogeneity and other problems

Topics: Omitted variables, selection, measurement error

• Achen 2005.‡

• Clarke 2005.‡

• Clarke 2009.‡

Week 7: Regression in practice: a case study .

• Achen and Bartels 2012.†

• Fowler and Hall 2018.†

• Achen and Bartels 2018.†

• Berk 2004.† Chapter 11.

Week 8: Review and midterm

Week 9: Maximum likelihood and the linear model

Topics: Likelihood inference, role of large samples, distributions

• Cox 2006. Chapter 2.

• Fox 2009.† Chapter 3.

Week 10: Generalized linear models

Topics: Probit, logit, Poisson

• Fox 2016. Chapters 14-15.

• Gelman, Hill, and Vehtari 2020. Chapters 13-15.

Week 11: Instrumental variables
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Topics: Two-stage least squares

• J. D. Angrist and Krueger 2001‡

• Sovey and Green 2011.‡

Week 12: Causality and the potential outcomes model

• Gelman, Hill, and Vehtari 2020. Chapters 18-19.

• Imbens and Ruben 2015. Chapter 2.

Week 13: Difference-in-differences and regression discontinuity

• TBA.

Week 14: Review and final
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