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ABSTRACT. Consider a set X and a set of binary functions H on the points of X . A subset C ⊂ X is
shattered by H if the restriction of H to the points of C yields all 2|C| possible functions on the points of C.
The VC-Dimension of H is the size of the largest shattered subset. Vapnik and Chervonenkis introduced
the concept of VC-dimension in 1970, which characterizes hypothesis classes of binary functions and has
applications in learning theory. In this paper, I outline work I did this past summer regarding hypothesis
classes of the form Ht(E) = {hy,z : y, z ∈ E} where hy,z(x) = 1 if ||x − y||= ||x − z||= t and 0

otherwise. We found that for d ≥ 3, VCdimHt(E) = VCdimHt(Fd
q) when |E|≥ Cqd−

1
d−1 , with a

slightly stronger result for d = 3. Recently, the methods in this paper were applied to the hypothesis
class Ht(E) = {hy : y ∈ E} where hy(x) = 1 if x · y = t and 0 otherwise. I follow the proof of these
results closely, and I further expand on this by exploring the result of adding more parameters to the
original hypothesis class.
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1. INTRODUCTION

VC-dimension is a concept in learning theory pertaining to the complexity of a hypothesis class.
This concept was first introduced by Vladimir Vapnik and Alexey Chervonenkis in 1970. In particular,
VC-dimension is useful in determining which hypothesis classes H are PAC-learnable, which we will
soon define. In [8], the authors present examples of finite classes of functions H which are learnable
and show that the class of all functions over an infinite size domain is not learnable. This raises the
question of what kind of classes can be learned, and when infinite classes of functions can be learned.
We now formalize the concept of VC-dimension. In general, we follow the notation of [8]. We denote
our domain by X , which is the set of points we wish to label. In this paper, we will explore X = Fdq .
Then, we denote a prediction rule as h, which is a function from our domain, X , to our labels, Y .
Specifically, Y = {0, 1}, and thus h is a binary classifier. We note that VC-dimension is only defined
for binary classifiers, although generalizations exist.

Definition 1.1. We say that a set of points C ⊂ X is shattered by H if the restriction of H to C yields
all 2|C| possible functions on the points of C.
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Definition 1.2. The VC-dimension of H is the size of the largest shattered subset of X . Specifically,
H has VC-dimension n if there exists a subset of size n shattered by H, but no subset of size n+ 1 is
shattered by H. We denote the VC-dimension of H by V Cdim(H).

We illustrate two examples of VC-dimension, one where X = R2 and one where X = Fdq .

Example 1.3. Consider X = R2 along with the hypothesis class of axis-aligned rectangles. Therefore,
H = {h(a,b,c,d):a≤b, c≤d} with

h(a,b,c,d)(x1, x2) =

{
1 if a ≤ x1 ≤ b, c ≤ x2 ≤ d

0 otherwise
.

Then, we see that H can shatter 4 points by arranging them 4 points in a diamond. However, H cannot
shatter 5 points since for any set of points {y1, y2, y3, y4, y5}, there is no h ∈ H such that h is 1 on the
subset of the leftmost, rightmost, lowest, and highest point. Therefore, V Cdim(H) = 4.

In our next example, X = Fdq and H is the set of spheres of radius t. This result was proved by
Nathaneal Grand, Mandar Juvekar and Maxwell Sun during the 2021 Tripods REU [7].

Example 1.4. Consider X = Fdq and H = {hy} where

hy(x) =

{
1 if ||x− y||= t

0 otherwise
,

where ||x−y||= (x1−y1)2+ · · ·+(xd−yd)2. We first notice that V Cdim(H) ≤ d+1. For any set of
d+2 points in Fdq , if these points are in general position (no set of k points lie on a (k−2)-dimensional
space for k = 2, . . . , d+ 1), then d+ 1 of them determine a sphere. So, there is no function h which is
1 on all of these points. If these points are not in general position, then there is one point x that lies on
a sphere determined by the remaining d+ 1 of them. However, then the restriction of H to this set of
points does not yield the function which is 0 on the point x and 1 on the remaining points. We defer the
proof that V Cdim(H) ≥ d+ 1 to Appendix A, as we use the result of Theorem 4.3 and Lemma 4.4.

2. LEARNING THEORY PERSPECTIVE

The study of VC-dimension, and in particular, VC-dimension over finite fields, is largely motivated
by concepts in computational learning theory. We consider the task of learning a classifier c ∈ H,
where H is a set of binary classifiers over a set E. Let D be a distribution over E that is unknown to
the learner. The learner is given access to values of c(x), where the input x is sampled according to the
distribution D. Based of these values, the learner provides a classifier h ∈ H which is close to the true
classifier, c, with high probability. We define a loss function LD,c : H → [0, 1] by

LD,c(h) = Px∼D[h(x) ̸= c(x)],

where x ∼ D indicates that x is sampled according to the distribution D. The loss function is defined
with respect to a specific distribution D and the true classifier c. The loss of a particular classifier
h ∈ H is the probability that the function value of h at x disagrees with the true classifier evaluated at
x, when x is drawn according to the distribution D. We proceed by defining learnability:

Definition 2.1. The hypothesis class H is PAC-learnable if there exists a function mH : (0, 1)2 → N
and an algorithm A such that for all ε, δ ∈ (0, 1), for any fixed classifier c ∈ H and any distribution
D over X , if m ≥ mH(ε, δ) i.i.d samples are drawn according to D, then if the algorithm A produces
a classifier h after running on these samples, then LD,c(h) ≤ ε with probability at least 1− δ.

Therefore, we consider a hypothesis class learnable if there exists an algorithm that can choose
an h ∈ H so that the probability that h approximates the true classifier c (LD,c ≤ ε) is arbitrarily
close to 1 (probability at least 1− δ). The concept of VC-dimension provides information about the
PAC-learnability of a set of classifiers, as we see in the fundamental theorem of machine learning:

Theorem 2.2. The hypothesis class H has finite VC-dimension if and only if H is PAC-learnable.
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Therefore, by the fundamental theorem of machine learning, any hypothesis class with finite
VC-dimension is PAC-learnable, which indicates that VC-dimension characterizes PAC-learnability.

Previous research has investigated spherical hypothesis classes over F2
q . In particular, Fitzpatrick,

Iosevich, Wyman, and McDonald considered the hypothesis class H2
t (E) = {hy : y ∈ E} such that

hy : E → {0, 1} is defined by

hy(x) =

{
1 if ||x− y||= t

0 otherwise
.

Here, t is a fixed number in Fq and the authors use ||x||= x21 + x22. The hypothesis class H2
t (E) is

interpreted as the indicator functions of spheres of radius t in F2
q with centers in E. We can also

consider a graphical representation of this hypothesis class. Consider the graph G = (V,E), where
V = X and E is the edge set connecting two points x and y if and only if ||x− y||= t. This transforms
the VC-dimension problem into a point configuration problem of finding a particular subgraph.

We note that H2
t (F2

q) is a set of binary classifiers on the whole space, whereas H2
t (E) is restricted to

a subset of this vector space. The authors consider the following question: how large does E need to
be to guarantee that H2

t (E) has the same VC-dimension as H2
t (F2

q)? They found that if |E|≥ Cq15/8

for a sufficiently large constant C, then the VC-dimension of H2
t (E) is equal to 3 [6].

In this paper, we explore two hypothesis classes. The first hypothesis class we look at is Hd
t (E) =

{hu,v : (u, v) ∈ E × E} where

hu,v(x) =

{
1 if ||u− x||= ||v − x||= t

0 otherwise
.

The binary classifiers hu,v are interpreted as the indicator functions on the intersection of two spheres
of radius t, one centered at u and one centered at v. We have the following result:

Theorem 2.3. If E ⊂ Fdq , d ≥ 2, and

|E|≥


Cq7/4 d = 2

Cq7/3 d = 3

Cqd−
1

d−1 d ≥ 4

for a constant C depending only on d, then the VC-dimension of Hd
t (E) is equal to d.

The next hypothesis class we look at uses the dot product. We consider Hd
t (E)

∗ = {hy : y ∈ E},
where

hy(x) =

{
1 if x · y = t

0 otherwise
.

For this hypothesis class, we have the following theorem:

Theorem 2.4. If E ⊂ Fdq , and |E|≥ Cqd−
1

d−1 for a constant depending only on d, and for q sufficiently
large, the VC-dimension of Hd

t (E)
∗ is equal to d.

We note that as previously mentioned, these results can be interpreted in terms of graph theory. We
can consider a graph G with vertices in E and edges between vertices x, y if and only if ||x− y||= t
or x · y = t respectively. Note that changing the binary classifiers changes the configuration of the
subgraph we are looking for.

3. PRELIMINARIES FOR THEOREM 2.3

We now introduce preliminary definitions and notation used in proving our theorems. As described
with regards to the hypothesis class introduced by Fitzpatrick, Wyman, Iosevich, and McDonald,
the problem of determining the VC-dimension of this hypothesis class reduces to finding a point
configuration in a corresponding graphical representation. In the following, we define a distance graph.
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FIGURE 1. Representation of an n-prism in the distance graph Gt(E)

Definition 3.1. For a set E ⊂ Fdq , let Gt(E) be the graph with vertices elements of the set E and an
edge between x and y if and only if ||x− y||= t. We call Gt(E) the distance graph of E.

The problem of shattering a set with Hd
t (E) is analagous to finding a specified point configuration

in Gt(E). The desired point configuration will be discussed in detail after defining relevant terms.

Definition 3.2. Let St = {x ∈ Fdq : ||x||= t} denote the sphere of radius t centered at 0. Furthermore,
we use St(·) to denote the indicator function of the sphere, so that St(x) = 1 if ||x||= t and 0 otherwise.

Our next definition defines an important part of our desired point configuration. In order to shatter d
points {x1, . . . , xd}, we need the restriction of Hd

t (E) to this set to have the function that yields 1 on
every element. Therefore, we need to find y, z ∈ E such that hy,z(xi) = 1 for 1 ≤ i ≤ d. So, we need
to find y, z such that ||y − xi||= ||z − xi||= t for 1 ≤ i ≤ d. This motivates the following definition.

Definition 3.3. The (n + 2)-tuple P = (y, z, x1, . . . , xn) ∈ (Fdq)n+2 is an n-prism if for all i ≤ n,
||xi − y||= ||xi − z||= t. The tail of P , denoted T (P ), is the set {y, z}. The center of P , denoted
C(P ), is the set {x1, . . . , xn}.

For a set {x1, . . . , xn} ⊂ E to be shattered by Hd
t (E), {x1, . . . , xn} must be the center of some

n-prism in E.

Definition 3.4. An n-prism P = (y, z, x1, . . . , xn) is non-degenerate if all of its points are distinct.

We see that in Gt(E), a d-prism is a complete bipartite subgraph with vertex sets {x1, . . . , xd} and
{y, z}. As previously explained, to shatter the set {x1, . . . , xd}, this set has to be the center of a prism.
Furthermore, for every I ⊂ {1, . . . , d}, we need yI such that ||yI −xi||= t for i ∈ I and ||yI −xj||≠ t
for j /∈ I . Then, together with z, we see that hyI ,z is a binary classifier yielding 1 on xi for i ∈ I and 0
on xj for j /∈ I . This leads into our next definition.

Definition 3.5. An element y ∈ E is a pole of a set A ⊂ E if

y ∈
⋂
x∈A

(St + x).

We denote the set of poles of A by Pole(A).

Therefore, in addition to finding a d-prism, we also need to find a pole of each subset of the center
{x1, . . . , xd}. So, for each I ⊂ {x1, . . . , xd}, we need yI a pole of {xi : i ∈ I}. However, we have the
additional condition that ||yI − xj||≠ t for j /∈ I . Equivalently, we need yI to not be a pole of xj for
j /∈ I .

Definition 3.6. For a d-prism P with center C, a subset A ⊂ C is P -bad, or bad in P , if⋂
x∈A

(St + x) ⊂
⋃

y∈C\A

(St + y),



VC-DIMENSION OF SPHERICAL HYPOTHESIS CLASSES OVER Fd
q 5

or equivalently

Pole(A) ⊂
⋃

y∈C\A

Pole({y}).

We say that P admits a bad set if there is some subset A ⊂ C that is P -bad.

Therefore, to find a set of size d that is shattered by Hd
t (E), we need to find a d-prism that admits

no bad sets; the shattered set will be the center of the d-prism. In general, we will show that for E
satisfying the hypotheses of Theorem 2.3, asymptotically there is a positive proportion of nondegenerate
d-prisms that admit no bad sets. For the purposes of counting prisms, we also require that the center is
affinely independent, which we will define below. This allows us to count the size of the set of poles of
each subset of the center, i.e., this allows us to obtain an upper bound on∣∣∣∣∣⋂

i∈I

(St + xi)

∣∣∣∣∣ .
Definition 3.7. For a vector space V over a field F, the vectors v1, . . . , vk are affinely independent if
λ1v1 + · · ·+ λkvk = 0 with λ1 + · · ·+ λk = 0 implies that λ1 = · · · = λk = 0.

Intuitively, affine independence is similar to linear independence without the restriction that the
span of these vectors must contain the origin. We have the following lemma, regarding the unique
determination of a d-dimensional sphere:

Lemma 3.8. A set of d+ 1 affinely independent points uniquely determines a d-dimensional sphere.

Proof. An equation for a sphere in Fdq with the norm ||x||= x21 + · · ·+ x2d is

d∑
j=1

(xj − yj)
2 = r,

where y = (y1, . . . , yd) is the center and r is the radius under the specified norm. Therefore,

2
d∑
j=1

yjxj +

(
r −

d∑
j=1

y2j

)
=

d∑
j=1

x2j

A set of d + 1 affinely independent points {x1, . . . , xd+1} leads to d + 1 equations in the variables
y1, . . . , yd, r −

∑d
j=1 y

2
j . Note that r −

∑d
j=1 y

2
j is treated as a variable so that these d+ 1 equations

are linear. Then, 
2x11 · · · 2x1d 1
2x21 · · · 2x2d 1

...
...

...
...

2xd+1
1 · · · 2xd+1

d 1


has rank d+ 1 due to the affine independence of {x1, . . . , xd+1}. Thus, these equations have a unique
solution so that the d-dimensional sphere is uniquely determined. □

We remark that d-dimensional spheres refer to spheres of the form Sr + y for some y ∈ Fdq . We also
refer to n-dimensional spheres, for n ≤ d.

Definition 3.9. An n-dimensional sphere is the intersection of a d-dimensional sphere Sr + y with an
n-dimensional affine subspace.

We also have the following lemma regarding a lower-dimensional sphere determined by a set of
affine points.

Lemma 3.10. A set of k + 1 affinely independent points, k ≤ d, lie on the intersection of at most
d− k + 1 spheres of a fixed radius in Fdq .
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Proof. Consider a set of k + 1 affinely independent points {x1, . . . , xk+1}. Then, suppose this set of
points lie on a sphere of radius r centered at y = (y1, . . . , yd). Then, each sphere has the equation

d∑
j=1

(xij − yj)
2 = r

for 1 ≤ i ≤ k + 1. We determine how many solutions there are for y. In the previous lemma, we saw
that a set of d + 1 affinely independent points determine a d-dimensional sphere. So, without loss
of generality, suppose {x1, . . . , xk+1} ⊂ St, for some t. Expanding and subtracting the equation for
i = 1, we have equations of the form

d∑
j=1

((xij)
2 − (x1j)

2)− 2
d∑
j=1

yj(x
i
j − x1j) = 0

so that as ||xi||= ||x1||= t, then

2
d∑
j=1

yj(x
i
j − x1j) = 0.

As {x1, . . . , xk+1} are affinely independent, then {x2 − x1, . . . , xk+1 − x1} are a set of k linearly
independent points. Therefore, the solution space has d− k solutions, so that {x1, . . . , xk+1} lie on the
intersection of at most d− k + 1 spheres (using that we already supposed {x1, . . . , xk+1} ⊂ St). □

As previously mentioned, we impose the condition of affine independence on the center of a prism,
as we will use properties of affinely independent sets to count prisms.

Definition 3.11. A d-prism P is affinely nondegenerate if P is nondegenerate and its center is affinely
independent.

Therefore, we revise our earlier goal in order to show that asymptotically there is a positive proportion
of affinely nondegenerate d-prisms that admit no bad sets.

4. PROOF OF THEOREM 2.3

We start by showing that V Cdim(Hd
t (E)) ≤ d. We do so by showing that V Cdim(Hd

t (Fdq) ≤ d,
which implies the desired inequality since E ⊂ Fdq implies V Cdim(Hd

t (E)) ≤ V Cdim(Hd
t (Fdq)).

Therefore, consider a set of size d+ 1, namely {x1, . . . , xd+1}. We will show that this set cannot be
shattered by Hd

t (Fdq). Suppose Hd
t (Fdq) can shatter {x1, . . . , xd+1}. Then, there exists y, z such that

hy,z(x
i) = 1 for 1 ≤ i ≤ d+ 1. So, ||xi − y||= ||xi − z||= t for each i, 1 ≤ i ≤ d+ 1. We have two

cases.
If {x1, . . . , xd+1} are affinely independent, then {x1, . . . , xd+1} determine a d-dimensional sphere

by Lemma 3.8. Hence, y = z and thus we cannot shatter {x1, . . . , xd+1}.
If {x1, . . . , xd+1} are affinely dependent, without loss of generality, let {x1, . . . , xn+1} be the

largest affinely independent subset of {x1, . . . , xd+1}. Then, by Lemma 3.10, these points lie on the
intersection of at most d − n + 1 spheres. However, to guarantee that {x1, . . . , xn+1} is not a bad
set, we need this set to lie on the intersection of d+ 2− n spheres, i.e., to guarantee the existence of
y1, . . . , yd+1−n, z such that hyj ,z(xi) = 1 for 1 ≤ i ≤ j and hyj ,z(xi) = 0 for j ≤ i ≤ d+ 1. Thus, we
have a contradiction.

In either case, V Cdim(Hd
t (Fdq)) ≤ d which implies V Cdim(Hd

t (E)) ≤ d. The remainder of the
proof is dedicated to finding a set of d points that is shattered by Hd

t (E). In general, to find a set
of size d that is shattered by Hd

t (E), we wish to find a nondegenerate d-prism P in E with center
C = {x1, . . . , xd} and tail T = {y, z} that does not admit any bad sets. Then, we see that x1, . . . , xd

is shattered by Hd
t . The classifier hy,z is valued 1 on the center. Then, as there are no P -bad sets, for

any A ⊂ C, let

w ∈

(⋂
x∈A

(St + x)

)
\

 ⋂
y∈C\A

(St + y)


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then, hw,y specifies the set A ⊂ C. Lastly, as this is done asymptotically, then we can choose any point
v not in the point configuration determined by P and St + x for x ∈ C to get hy,v which yields 0 on
the center.

First, we introduce a theorem that we use to determine a lower bound on the number of nondegenerate
d-prisms. In the distance graph on E, a d-prism in E is a subgraph determined by d distinct paths of
length 2 between two points, which make up the tail. This is a case of Theorem 1.1 from [4].

Theorem 4.1. Let E ⊂ Fdq , where d ≥ 2 and |E|> 2k
log 2

q
d+1
2 . Suppose that t ̸= 0. Define

Γk = |{(x1, . . . xk+1) ∈ E × · · · × E : ||xi − xi+1||= t, 1 ≤ i ≤ k}|.
Then,

Γk =
|E|k+1

qk
+Dk where |Dk|≤

2k

log 2
q

d+1
2
|E|k

qk
.

In particular, for E satisfying the hypotheses of Theorem 2.3,

Γ2 ≥
|E|3

2q2
.

As previously mentioned, this theorem comes from [4]. Note that for E satisfying

|E| ≥


Cq7/4 d = 2

Cq7/3 d = 3

Cqd−
1

d−1 d ≥ 4

we see that

Γ2 =
|E|3

q2
+D2

≥ |E|3

q2
− 4

log 2
q

d+1
2
|E|2

q2

=
|E|3

q2

(
1− 4

log 2
q

d+1
2

1

|E|

)
Using that |E|≤ qd, we have

Γ2 ≥
|E|3

q2

(
1− 4

log 2
q

1−d
2

)
≥ |E|3

2q2

for q reasonably large.
We first prove the theorem for d = 2. We employ techniques used in [6] to prune the set E so that

each point in E is saturated with adjacent points in the distance graph of E. Then, we use a lemma
from the same authors to find points y, z such that hy,z(x1) = hy,z(x

2) = 1 for some x1, x2.

Proof of d = 2. By Theorem 3.1 in [6], if |E|≥ 4q
3
2 , we have

(4.1)
∑
x∈E

|E ∩ (St + x)|≥ |E|2

2q
.

Furthermore, |E|> 4 · 99q for q ≥ 992, which implies that 99|E|≤ 1
4
|E|2q−1. Therefore,∑

x∈E

|E ∩ (St + x)| ≤ 99|{x ∈ E : |E ∩ (St + x) ≤ 99| +
∑
x∈E

|E∩(St+x)|≥100

|E ∩ (St + x)|

≤ 1

4
|E|2q−1 +

∑
x∈E

|E∩(St+x)|≥100

|E ∩ (St + x)|



8 LIVIA BETTI

Together with Equation 4.1, this implies∑
x∈E

|E∩(St+x)|≥100

|E ∩ (St + x)|≥ 1

4
|E|2q−1.

Then, by Cauchy-Schwarz we have

1

16
|E|4q−2 ≤

 ∑
x∈E

|E∩(St+x)|≥100

|E ∩ (St + x)|


2

≤ |{x ∈ E : |E ∩ St(x) ≥ 100}|

(∑
x∈E

|E ∩ (St + x)|2
)
.

We have that

(4.2)
∑
x∈E

|E ∩ (St + x)|2=
∑
x,y,z

E(x)E(y)E(z)St(x− y)St(x− z)

where E(·) and St(·) represent indicator functions on the respective sets. Therefore, Equation 4.2
counts the number of paths of length 2 in E. By Theorem 4.1, if |E|> 4

log 2
q

3
2 , then the number of

paths of length 2 is ≤ 2 |E|3
q2

. Therefore,

1

16
|E|4q−2 ≤ 2

|E|3

q2
|{x ∈ E : |E ∩ (St + x)|≥ 100}|

so that

|{x ∈ E : |E ∩ (St + x)|≥ 100}|≥ 1

32
|E|.

Therefore, let E ′ = {x ∈ E : |E ∩ (St + x)|≥ 100}. Then, by Lemma 4.1 of [6], as |E ′|≥ 4q
7
4 , there

exists distinct x, y, z, w ∈ E ′ such that

||x− y||= ||y − w||= ||w − z||= ||x− z||= t.

Therefore, we see that the set {x,w} is shattered. The above shows us the existence of y, z such that
hy,z(x) = hy,z(w) = 1. Then, as x,w are chosen from our pruned set E ′, they have ≥ 100 neighbors
in the distance graph of E ′. Choosing u, v such that ||u − x||= t, ||v − x||≠ t and ||u − w||≠ t,
||v − w||= t, we have hu,y(x) = 1, hu,y(w) = 0 and hv,y(x) = 0, hv,y(w) = 1. Together with hy,z, we
see that {x,w} is shattered. □

Now, we consider general d ≥ 2. Using Theorem 4.1, we obtain the following lower bound for the
number of nondegenerate d-prisms in E.

Theorem 4.2. Let E ⊂ Fdq , d ≥ 3. Let Nd(E) be the number of nondegenerate d-prisms in E. If
|E|> 4

log 2
q

d+1
2 , then

Nd(E) ≳d
|E|d+2

q2d
.

Here, the notation A ≳ B indicates that A ≥ cB for some constant c. A subscript indicates that the
constant may depend on another value, and in this case, the constant may depend on d.

Proof. Let k(x,y) be the number of path of length 2 from x to y in the distance graph of E. Then, we
have that

(4.3) Nd(E) =
∑
x,y∈E
x ̸=y

d!

(
k(x,y)
d

)
=
∑
x,y∈E
x ̸=y

k(x,y)(k(x,y) − 1) · · · (k(x,y) − d+ 1).
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This is because for x, y distinct,
(
k(x,y)
d

)
= 0 if k(x,y) < d, i.e. if there are fewer than d paths between

x and y they admit no d-prisms. And, if k(x,y) ≥ d, then there are d!
(
k(x,y)
d

)
is the number of tuples

(x1, . . . , xd) that can be the center, accounting for order.
For each (x, y) ∈ E2, we define

k′(x,y) = max(k(x,y) − d+ 1, 0).

Then, by Equation 4.3,

(4.4) Nd(E) ≥
∑
x,y∈E
x̸=y

(k′(x,y))
d.

By Theorem 4.1, we have that ∑
x,y∈E

k(x,y) = Γ2 ≥
|E|3

2q2
.

Then, notice that k(x,y) where x = y is twice the number of one paths with one of the endpoints x = y.
Therefore, ∑

x,y∈E
x=y

k(x,y) = 2Γ1

= 2

(
|E|2

q
+D1

)
≤ 2

(
|E|2

q
+

2

log 2
q

d+1
2
|E|
q

)
= 2

|E|2

q

(
1 +

2

log 2
q

d+1
2

1

|E|

)
≤ 3

|E|2

q

using that |E|> 4
log 2

q
d+1
2 . Thus, ∑

x,y∈E
x ̸=y

k(x,y) ≥
|E|3

2q2
− 3

|E|2

q
≳

|E|3

q2

as |E|≫ q. So, we have

(4.5)
∑
x,y∈E
x ̸=y

k′(x,y) ≥
∑
x,y∈E
x ̸=y

(k(x,y) − d+ 1) ≳
|E|3

q2
− (d− 1)|E|2 ≳d

|E|3

q2

as |E|3
q2

≫ (d− 1)|E|2 allows us to bound (d− 1)|E|2 by a small constant (dependent on d) times |E|3
q2

.
Recall, Hölder’s inequality:(

n∑
i=1

ari b
s
i

)r+s

≤

(
n∑
i=1

ar+si

)r( n∑
i=1

br+si

)s

.

Taking n = |E|2, ai = k′(x,y) by arbitrarily indexing the pairs (x, y), bi = 1, r = 1, s = d− 1, we have∑
x,y∈E
x ̸=y

k′(x,y)


d

≤

∑
x,y∈E
x ̸=y

(k′(x,y))
d

 (|E|2)d−1.
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Therefore, applying the inequality we obtained in Equation 4.5,∑
x,y∈E
x ̸=y

(k′(x,y))
d

 ≳d

(
|E|3

q2

)d
1

(|E|2)d−1
=

|E|d+2

q2d
.

Thus, by Equation 4.4,

Nd(E) ≥
∑
x,y∈E
x ̸=y

(k′(x,y))
d ≥ |E|d+2

q2d
.

□

Now that we have a lower bound on the number of d-prisms, we wish to determine asymptotically
how many of these d-prisms are affinely nondegenerate. To estimate the number of points on a
d-dimensional sphere, we have the following theorem, which is a special case of a theorem from [3]
which was adapted from a theorem proved by Minkowski.

Theorem 4.3. For St ⊂ Fdq defined above,

qd−1 − q
d
2 < |St|< qd−1 + q

d
2 .

Therefore, the number of points on a d-dimensional sphere, |St|, is asymptotically qd−1.

Next, we characterize the points on a d-sphere which lie in an affine subspace of Fdq .

Lemma 4.4. Let A be an n-dimensional affine subspace of Fdq . Then, |A ∩ St|≤ 2qn−1.

Proof. Let V be an n-dimensional linear subspace of Fdq . Fix b ∈ A. Then, for this fixed basepoint b,
we can represent A as follows:

A = {b+ w : w ∈ V }.
Let v1, . . . vn be a basis for V . Then, for any a ∈ A, we have

a = b+ c1v1 + c2v2 + · · ·+ cnvn

for c1, . . . , cn ∈ Fq constants. Let v0 = b and c0 = 1 so that a =
∑n

i=0 civi. Furthermore, for x, y ∈ Fdq ,
let x · y = x1y1 + · · ·+ xdyd. Then,

||a||=

∣∣∣∣∣
∣∣∣∣∣

n∑
i=0

civi

∣∣∣∣∣
∣∣∣∣∣ =

d∑
j=1

(
n∑
i=0

civij

)2

where vij denotes the jth coordinate of vi. Thus,

||a|| =
d∑
j=1

(
n∑
i=0

civij

)2

=
d∑
j=1

∑
0≤i,k≤n

cickvijvkj =
∑

0≤i,k≤n

d∑
j=1

cickvijvkj =
∑

0≤i,k≤n

d∑
j=1

vijvkj

=
∑

0≤i,k≤n

cick(vi · vk) = cn||vn||+cn
n−1∑
i=1

ci(vn · vi) +
∑

0≤i,k≤n

cick(vi · vk)

As a ∈ A ∩ St, then we want ||a||= t. Then, fixing c1, . . . , cn−1 (note c0 = b is already fixed), and
letting α = ||vn||, β =

∑n−1
i=1 ci(vn · vi) and γ =

∑
0≤i,k≤n cick(vi · vk), which are constant, we have

the following equation for cn:
c2nα + cnβ + γ = t.

As this equation is quadratic in cn, then there are at most 2 choices for cn after fixing c1, . . . , cn−1. As
there are q choices for ci, then there are qn−1 choices for c1, . . . , cn−1. Thus, |A ∩ St|≤ 2qn−1. □

Corollary 4.5. If A is an n-dimensional affine subspace of Fdq , then |A ∩ (St + y)|≤ 2qn−1 for any
y ∈ Fdq .
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Proof. The proof of this fact follows from |A∩ (St + y)|= |y+ (A− y)∩ St|= |(A− y)∩ St|, where
A− y is again an n-dimensional affine subspace. □

Using these lemmas, we prove the following lemma, which shows that given restrictions on the size
of E, a positive proportion of d-prisms in E are affinely nondegenerate.

Lemma 4.6. Let N ′
d(E) be the number of affinely nondegenerate prisms in E ⊂ Fdq , d ≥ 3, and

assume that d = 3 or |E| ≥ Cdq
d− 1

d−1 . Then,

Nd(E)−N ′
d(E)

Nd(E)
≤ C ′

d

where C ′
d is a constant with respect to q (but not d), with C ′

d < 1.

Proof. First, consider d = 3. Then, if a nondegenerate d-prism had an affinely dependent center C,
this would imply that C lies in a 1-dimensional affine subspace A. By Lemma 4.4, for a pole y of
C, |A ∩ (St + y)|≤ 2, which is a contradiction as a nondegenerate prism has 3 points in its center.
Therefore, for d = 3, all nondegenerate d-prisms are affinely nondegenerate.

Next, consider d > 3. To determine the number of affinely nondegenerate prisms in E, we bound
the number of nondegenerate prisms with affinely dependent centers. Consider a d-prism P with tail
{y, z}. We will count the number of choices for the center. As the center is affinely dependent, then
the center consists of a set of d− 1 points (x1, . . . , xd−1) and a point xd that lies on the affine subspace
A0 generated by {x1, . . . , xd−1}. As each xi must lie on a path of length 2 from y to z, then there are
k(y,z) choices for xi and therefore, kd−1

(y,z) choices for the set (x1, . . . , xd−1).
Then, notice that A0 has dimension

rank


x2 − x1

x3 − x1

...
xd−1 − x1

 ≤ d− 2

Therefore, as xd lies on the subspace A0 and must be distance t from y, then xd ∈ A0 ∩ (St + y). By
Lemma 4.4, |A0 ∩ (St + y)|≤ 2qd−3 so that there are ≤ 2qd−3 choices for xd.

Thus, we see that there are ≤ 2qd−3kd−1
(y,z) choices for the affinely dependent center {x1, . . . , xd}.

Up to reordering, there are ≤ d! 2qd−3kd−1
(y,z) prisms with tail {y, z} and affinely dependent center.

So, using that k(y,z) ≤ 2qd−2 (which applies Lemma 4.4 as the intersection of 2 spheres lies on a
d− 1-dimensional affine space),

Nd(E)−N ′
d(E) ≤ d! 2qd−3

∑
y,z∈E

(k(y,z))
d−1 ≤ d! 2qd−3(2qd−2)d−2

∑
y,z∈E

k(y,z).

Then, from Theorem 4.1,
∑

y,z∈E k(y,z) = Γ2 ≲d
|E|3
q2

. So,

Nd(E)−N ′
d(E) ≤ d! 2qd−3(2qd−2)d−2

∑
y,z∈E

k(y,z) ≲d q
d2−3d+1 |E|3

q2
= qd

2−3d−1|E|3.

Lastly, from Theorem 4.2, Nd(E) ≳d
|E|d+2

q2d
, so that

Nd(E)−N ′
d(E)

Nd(E)
≤ C ′′

d

qd
2−3d−1|E|3

|E|d+2

q2d

= C ′′
d

qd
2−d−1

|E|d−1
.

If |E|≥ Cdq
d− 1

d−1 , then

Nd(E)−N ′
d(E)

Nd(E)
≤ C ′′

d

qd
2−d−1

|E|d−1
≤ C ′′

d

Cd
= C ′

d < 1

for Cd a sufficiently large constant depending only on d. □
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Corollary 4.7. For E satisfying the hypotheses of Theorem 4.2, we have

N ′
d(E) ≳d

|E|d+2

q2d
.

Now that we have counted the number of affinely nondegenerate prisms, we look at asymptotically
how many of these affinely nondegenerate prisms do not admit a bad set. The following lemma
provides an upper bound on the number of poles for an affinely independent set.

Lemma 4.8. Suppose that the set of distinct points {ai}ki=1 are affinely independent. Then,∣∣∣∣∣
k⋂
i=1

(St + ai)

∣∣∣∣∣ ≤ 2qd−k.

Proof. We have that {ai}ki=1 are affinely independent if and only if {a′j : a′j = aj − a1}kj=2 are linearly
independent. For notational convenience, let a′1 = 0 and represent a′j = (αj,1, . . . , αj,d). Then, we
have ∣∣∣∣∣

k⋂
i=1

(St + ai)

∣∣∣∣∣ =
∣∣∣∣∣
k⋂
j=1

(St + a′j)

∣∣∣∣∣ ,
where

k⋂
j=1

(St + a′j) = {x ∈ Fdq : ||x||= t and ||x− a′j||= t for j ≥ 2}.

Then, any x ∈
⋂k
j=1(St + a′j) satisfies the following equations:

(x1 − α2,1)
2 + (x2 − α2,2)

2 + · · ·+ (xd − α2,d)
2 = t

(x1 − α3,1)
2 + (x2 − α3,2)

2 + · · ·+ (xd − α3,d)
2 = t

...

(x1 − αk,1)
2 + (x2 − αk,2)

2 + · · ·+ (xd − αk,d)
2 = t

Expanding these equations and using ||x||= t, we have

2x1α2,1 + 2x2α2,2 + · · ·+ 2xdα2,d = ||a′2||
2x1α3,1 + 2x2α3,2 + · · ·+ 2xdα3,d = ||a′3||

...

2x1αk,1 + 2x2αk,2 + · · ·+ 2xdαk,d = ||a′k||

As a′j are linearly independent for 2 ≤ j ≤ k, then the matrix of a′j has full rank, i.e. has dimension
k− 1. Therefore, the solution space, A, corresponding to this system of equations is an affine subspace
of dimension d− (k − 1). As x ∈ ∩ki=1(St + ai) requires that ||x||= t, then we see |A ∩ St|≤ 2qd−k.
Thus, ∣∣∣∣∣

k⋂
i=1

(St + ai)

∣∣∣∣∣ =
∣∣∣∣∣
k⋂
j=1

(St + a′j)

∣∣∣∣∣ ≤ 2qd−k.

□

As previously mentioned, to find a d-prism that admits no bad sets, we will determine an asymptotic
upper bound on the number of d-prisms a given set B is bad in. To this end, given a lower bound on
the size of Pole(B), we wish to find an affinely independent subset of Pole(B). In our final Lemma,
Lemma 4.10, this will allow us to place a restriction other center points ai /∈ B, for i = 1 to d− k.

Lemma 4.9. Suppose that B is a bad set with |Pole(B)|> 2qa−1. For every y, z ∈ Pole(B), there
exists a subset J ⊂ Pole(B) such that J ∪ {y, z} are affinely independent and |J |= a.
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Proof. Fix b ∈ B. Then, we construct a sequence of sets J0 ⊂ J1 ⊂ J2 ⊂ · · · ⊂ Ja with |Ji|= i and
Ji ∪ {y, z} affinely independent. Let J0 = ∅ and J1 = b.

Now, suppose we have chosen J0, J1, . . . , Ji. Let A be the (i+ 1)-dimensional subspace generated
by Ji∪{y, z}. Then, by Lemma 4.4 and its Corollary, |A∩Pole(B)|≤ |A∩ (St+ b)|≤ 2qi. Therefore,
as |Pole(B)|> 2qa−1, there exists a point p ∈ Pole(B) such that p /∈ A. Let Ji+1 = Ji ∪ p. We see that
|Ji+1|= i+ 1 and Ji+1 ∪ {y, z} is affinely independent. Our desired set J is Ja. □

We have a final lemma, that allows us to complete the proof of our main result:

Lemma 4.10. Fix some set B with |B|= k. Then, B is bad in at most Cdqd
2−kd−d+k−1 affinely

nondegenerate prisms.

Proof. Suppose B is bad in an affinely nondegenerate prism P = (y, z, x1, . . . , xd), with C(P ) =
{x1, . . . , xd}, T (P ) = {y, z}. Let MB(E) be the number of other affinely nondegenerate prisms Q in
which B is bad. We will show that MB(E) ≤ Cdq

d2−kd−d+k−1.
First, we determine an upper bound for the size of Pole(B). As B is a bad set, then

(4.6) Pole(B) ⊂
⋃

a∈C(P )\B

(St + a) =
⋃

a∈C(P )\B

(St + a) ∩

(⋂
b∈B

(St + b)

)
.

Therefore,

|Pole(B)|≤
∑

a∈C(P )\B

∣∣∣∣∣(St + a) ∩

(⋂
b∈B

(St + b)

)∣∣∣∣∣ ≤ 2(d− k)qd−k−1

by Lemma 4.8, as (St + a) ∩
(⋂

b∈B(St + b)
)

is the intersection of k + 1 spheres.
First, note that if |Pole(B)|= 2, then there is only one choice of tail so that {y, z} ∈ Pole(B).

As |(St + y) ∩ (St + z)|≤ 2qd−2, then we have (2qd−2)d−k = 2d−kq(d−2)(d−k). As k ≤ d − 1, then
q(d−2)(d−k) = qd

2−kd−2(d−k) ≤ qd
2−kd−d+k−1 so that B is bad in at most Cdqd

2−kd−d+k−1 affinely
nondegenerate prisms.

We proceed under the assumption that |Pole(B)|> 2. Let ℓ be the smallest positive integer such that
|Pole(B)|≤ 2qℓ. Notice that ℓ ≤ d− k− 1. Then, we have fewer than (2qℓ)2 = 4q2ℓ choices of tail for
Q. Fix a choice {y, z} for the tail of Q. We proceed by counting the number of choices for the center
of Q.

By our choice of ℓ, |Pole(B)|> 2qℓ−1. Therefore, by Lemma 4.9, there exists a J ⊂ Pole(B) with
|J |= ℓ and J ∪ {y, z} are affinely independent. Choose such a set J .

Next, define a function ϕ : E \ B → P(J), where the range is the power set of J , by ϕ(x) =
J ∩ Pole(x). Consider A = (a1, a2, . . . , ad−k) ∈ (E \ B)d−k, a (d − k)-tuple with ai distinct. Let
TA = (ϕ(a1), ϕ(a2), . . . , ϕ(ad−k)) ∈ (P(J))d−k.

Suppose C(Q) = B ∪ A. If B is Q-bad, then we have

(4.7)
d−k⋃
i=1

ϕ(ai) =
d−k⋃
i=1

(J ∩ Pole(ai)) = J ∩

(
d−k⋃
i=1

Pole(ai)

)
= J

as J ⊂ Pole(B) and
⋃d−k
i=1 Pole(ai) ⊃ Pole(B) by the hypothesis that B is Q-bad.

We have that the center points other than B must satisfy Equation 4.7. Notice there are finitely many
ways to choose sets ϕ(ai) such that

⋃d−k
i=1 ϕ(ai) = J . Therefore, consider Yi = ϕ(ai) for the above

fixed Ai. We denote Yi = {yj1, . . . , yj(ni)} where ni = |Yi|. We see that

ai ∈ (St + y) ∪ (St + z) ∪
|Yi|⋂
j=1

(St + yji).

As Yi ∪ {y, z} ⊂ J ∪ {y, z} which is affinely independent, then, by Lemma 4.8, we have that∣∣∣∣∣∣(St + y) ∪ (St + z) ∪
|Yi|⋂
j=1

(St + yji)

∣∣∣∣∣∣ ≤ 2qd−2−|Yi|.
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By Equation 4.7,
∑d−k

i=1 |Yi|≥ ℓ. Therefore,

MB(E) ≤ 4q2ℓ
∑

(Y1,...,Yd−k)
∪Yi=J

d−k∏
i=1

2qd−2−|Yi| ≤ 4q2ℓ
∑

(Y1,...,Yd−k)
∪Yi=J

(2qd−2)d−k
d−k∏
i=1

q−|Yi|

= 4q2ℓ
∑

(Y1,...,Yd−k)
∪Yi=J

(2qd−2)d−kq−
∑d−k

i=1 |Yi|

≤ 4q2ℓ
∑

(Y1,...,Yd−k)
∪Yi=J

(2qd−2)d−kq−ℓ

= Cdq
d2−kd−2d+2k+ℓ

for some constant Cd that accounts for the number of choices for Yi such that ∪Yi = J as well as the
additional constants 4 and 2d−k. We have that qd2−kd−2d+2k+ℓ is maximized when ℓ is maximized. As
ℓ ≤ d− k − 1, then

Cdq
d2−kd−2d+2k+ℓ ≤ Cdq

d2−kd−2d+2k+d−k−1 = Cdq
d2−kd−d+k−1.

Therefore,

MB(E) ≲d q
d2−kd−d+k−1.

□

Now, we use the previous lemma to prove Theorem 2.3.

Proof. As the number of bad sets of size k (i.e., the number of choices for B) is ≤ |E|k, then if Mk(E)
is the number of affinely nondegenerate prisms that do not admit a bad set of size k, then

Mk(E) ≲d |E|kqd
2−kd−d+k−1.

Then, let M(E) be the number of affinely nondegenerate prisms that admit no bad sets, so that
M(E) =

∑d−1
i=1 Mk(E). Then,

M(E) =
d−1∑
i=1

Mk(E) ≤ Cd

d−1∑
i=1

|E|kqd2−kd−d+k−1

≤ Cd(d− 1)|E|d−1qd
2−(d−1)d−d+(d−1)−1

= Cd(d− 1)|E|d−1qd−2

< Cdd|E|d−1qd−2.

Recall N ′
d(E) is the total number of affinely nondegenerate prisms. If d = 3 or |E|≥ Cdq

d− 1
d−1 , by

Lemma 4.7, N ′
d(E) ≥ C |E|d+2

q2d
. In this case, N ′

d(E) > M(E) whenever

C
|E|d+2

q2d
> Cdd|E|d−1qd−2.

The above equation holds whenever

|E|≥ C ′
dq
d− 2

3

for C ′
d some constant which depends on d. When d = 3, this is the strongest bound on |E|. Otherwise,

if d > 3, we required that |E|≥ Cdq
d− 1

d−1 . Therefore, E satisfying the hypothesis of Theorem
2.3, contains an affinely nondegenerate prisms that admits no bad sets, which is what we wanted to
show. □
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· · ·x1 x2 xk

z

FIGURE 2. k-star in the dot-product graph Gt(E)

5. PRELIMINARIES FOR THEOREM 2.4

We now move onto proving Theorem 2.4. The proof of this Theorem was based on work done by
the authors of [1]. Much of the proof of this theorem was finalized by the seventh author of [1], Brian
McDonald.

Recall the hypothesis class we are now interested in is Hd
t (E)

∗ = {hy : y ∈ E}, where

hy(x) =

{
1 if x · y = t

0 otherwise
.

We proceed by defining a dot-product graph, which is the analog of the distance graph in Section 3.

Definition 5.1. The dot-product graph Gt(E) is a graph with vertices as points in E and edges x ∼ y
if and only if x · y = t.

Then, we use the following notation to denote the degree of a vertex in the dot-product graph.

Definition 5.2. The function ψ : E → N counts the number of neighbors of x ∈ E in the dot-product
graph Gt(E). We have

ψ(x) =
∑
y∈E
x·y=t

1.

Next, we define a k-star, which becomes our new configuration of interest.

Definition 5.3. A (k + 1)-tuple (y, x1, . . . , xk) ⊂ (Fdq)k+1 is a k-star if y · xi = t for 1 ≤ i ≤ k. A
k-star (y, x1, . . . , xk) is nondegenerate if each xi is distinct. We call {x1, . . . , xk} the leaf set.

To shatter d points, we are interested in a d-star, as we require the existence of a y such that
hy(x

i) = 1 for all xi in the shattered set {x1, . . . , xd}. For such a y, y · xi = t for all i. Next, we define
the analog of a bad set for these classifiers.

Definition 5.4. Let S = (y, x1, . . . , xd) be a d-star with leaf set L = {x1, . . . , xd}. Suppose A ⊂ L.
We define

Q(A) = {x ∈ E : x · xi = t ∀xi ∈ A}.

We say that a subset A ⊂ L is bad in S if

Q(A) ⊂
⋃

y∈L\A

Q({y}).

In general, we may refer to a hyperplane which we denote Hz:

Definition 5.5. A hyperplane Hz is the hyperplane given by the equation x · z = t, i.e., Hz = {x ∈
Fdq : x · z = t}. Note that if z is in the leaf set of some k-star, then Hz = Q({z}).

Therefore, we wish to find a d-star in E that admits no bad sets.



16 LIVIA BETTI

6. PROOF OF THEOREM 2.4

We first show that V Cdim(Hd
t (E)

⋆) ≤ d by showing V Cdim(Hd
t (Fdq)⋆) ≤ d. Suppose Hd

t (Fdq)⋆
can shatter d+ 1 points {x1, . . . , xd+1}. We have two cases:

If {x1, . . . , xd+1} are linearly independent, then we have d + 1 equations xi · y = t with solution
space dimension 0. Therefore, we have no y such that hy(xi) = 1 for all 1 ≤ i ≤ d + 1 so that
{x1, . . . , xd+1} is not shattered.

If {x1, . . . , xd+1} are linearly dependent, then xi ∈ Span({x1, . . . , xd+1} \ {xi}). This implies that
any y such that y · xj = t for all j ̸= i also has y · xi = t. Therefore, {xi} is a bad set and thus
{x1, . . . , xd+1} is not shattered.

So, we see that V Cdim(Hd
t (E)

⋆) ≤ V Cdim(Hd
t (Fdq)⋆) ≤ d. The remainder of the proof is

dedicated to finding a set of size d that is shattered by Hd
t (E)

⋆.
We first note the following result, which comes Theorem 2.1 in [2], which was adapted from [5].

Lemma 6.1. We have |{(x, y) ∈ E2 : x · y = t}|= |E|2
q

+O
(
q

d−1
2 |E|

)
.

Using this lemma, we prove the following lower bound on the number of non-degenerate k-stars.

Lemma 6.2. Let Nk(E) be the number of non-degenerate k-stars in E, i.e.,

Nk(E) = |{(y, x1, . . . , xk) ∈ Ek+1} : xi distinct, y · xi = t ∀i}|.

If |E|≥ Ckq
d+1
2 for a constant Ck dependent on k, then

Nk(E) ≥ |E|k+1

2qk
.

Proof. We have that

Nk(E) =
∑
x∈E

k!

(
ψ(x)

k

)
=
∑
x∈E

ψ(x)≥k

ψ(x)(ψ(x)− 1) · · · · · (ψ(x)− k + 1).

Let ϕ(x) = max(ψ(x)− k + 1, 0). Then,

Nk(E) ≥
∑
x∈E

ϕ(x)k.

We proceed by determining a lower bound for
∑

x∈E ϕ(x)
k. We apply Lemma 6.1,∑

x∈E

ϕ(x) ≥
∑
x∈E

ψ(x)− k + 1 =
∑
x∈E

ψ(x)−
∑
x∈E

(k − 1)

≥ |E|2

q
+O

(
q

d−1
2 |E|

)
− |E|(k − 1)

≥ |E|2

q

(
1− (k − 1)q

|E|

)
≥ 2−

1
k
|E|2

q

as |E|≫ q. Then, by applying Hölder’s inequality with n = |E|, ai = ϕ(x), bi = 1, r = 1, s = k − 1,
we have (∑

x∈E

ϕ(x)

)k

≤

∑
x∈|E|

ϕ(x)k

 (1)k−1 ≤ |E|k−1Nk(E).

Therefore, using the lower bound on
∑

x∈E ϕ(x), we have

|E|2k

2qk
≤ |E|k−1Nk(E)

so that

Nk(E) ≥
|E|k+1

2qk
.

□
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Now that we have a lower bound on the number of non-degenerate k-stars, we determine a lower
bound on the number of d-stars with a linearly independent leaf set.

Lemma 6.3. Let Nd(E) be the number of d-stars with linearly independent leaf set. Then, if |E|≥
Cdq

d− 1
d−1 for q sufficiently large, we have

Nd(E) ≥
|E|d+1

3qd
.

Proof. To obtain this lower bound, we will determine an upper bound on the number of d-stars with
linearly dependent leaf set {x1, . . . , xd}. A linearly independent leaf set consists of a tuple of points
(x1, . . . , xd−1) and a point xi ∈ Span({x1, . . . , xd−1}), up to reordering.

For a given y ∈ E, there are ψ(y) points x ∈ E such that x · y = t. Then, there are ψ(y)d−1 choices
for (x1, . . . , xd−1). And, we must have

xd ∈ Span({x1, . . . , xd−1}) ∩ {x ∈ E : x · y = t}.
Notice that Span({x1, . . . , xd−1}) and {x ∈ E : x · y = t} are distinct hyperplanes, as 0 ∈
Span({x1, . . . , xd−1}) but 0 /∈ {x ∈ E : x · y = t}. Furthermore, these hyperplanes have nonempty
intersection as they both contain xd. Therefore, we see that as xd must lie on a (d− 2)-dimensional
subspace, so that there are at most qd−2 choices for xd. Then, accounting for reordering, we have that
the number of stars with linearly dependent leaf set is

d! qd−2
∑
y∈E

ψ(y)d−1 ≤ d! qd−2q(d−2)(d−1)
∑
y∈E

ψ(y)

where we use that ψ(y) ≤ qd−1 as for a given y, the equation x1y1 + · · ·+ xdyd = t has qd−1 solutions
for a fixed t. Then,

d! qd−2q(d−2)(d−1)
∑
y∈E

ψ(y) = d! qd−2q(d−2)(d−1)

(
|E|2

q
+O

(
q

d−1
2 |E|

))
≲ d! qd(d−2) |E|2

q
.

Then, as |E|≥ Cdq
d− 1

d−1 , then

d! qd(d−2) |E|2

q
<

|E|d+1

6qd
.

Therefore, using the result of Lemma 6.2,

Nd(E) ≥
|E|d+1

2qd
− |E|d+1

6qd
=

|E|d+1

3qd
.

□

In our following lemma, for a given bad set B = {b1, . . . , bk}, we find a maximal linearly indepen-
dent subset of Q(B).

Lemma 6.4. Suppose B = {b1, . . . , bk} is bad in some star S = (y, x1, . . . , xd), with |Q(B)|> qr−1.
Then, for each y ∈ Q(B), there exists a J ⊂ Q(B) with |J |= r such that {y} ∪ J is linearly
independent.

Proof. Fix a b ∈ B. Then, x ∈ Q(B) implies that x · b = t. Therefore,

Q(B) ⊂ Hb,

where Hb is the hyperplane given by x · b = t. Let J be a maximal subset of Q(B) such that {y} ∪ J
is linearly independent. Then, any z ∈ Q(B) must have {y, z} ∪ J linearly dependent since we chose
J to be maximal. Thus, z ∈ Span({y} ∪ J) so that

(6.1) Q(B) ⊂ Span({y} ∪ J).
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Therefore, by Equations 6 and 6.1,

Q(B) = Q(B) ∩ Span({y} ∪ J) ⊂ Hb ∩ Span({y} ∩ J).
As Hb is an affine subspace and Span({y}∩J) a linear subspace, then Hb ∩Span({y}∩J) is an affine
subspace of dimension a ≤ |J | and thus has qa elements. Therefore,

qr−1 < |Q(B)|≤ |Hb ∩ Span({y} ∩ J)|= qa ≤ q|J |

which implies that |J |> r − 1, i.e., |J |≥ r. □

In our final lemma, we bound above the number of d-stars with linearly independent leaf set that
admit a bad set of size k.

Lemma 6.5. If B = {b1, . . . , bk} ⊂ E with 1 ≤ k ≤ d− 1 is bad in at least one d-star in E, then B
is bad in at most C ′

dq
d2−kd−d+k d-stars in E for some C ′

d only depending on d.

Proof. Suppose that B is bad in a d-star S. We will bound the number of ways B can be extended to
d-stars.

Consider an arbitrary d-star S ′ = (y, b1, . . . , bk, xk+1, . . . , xd) with leaf set L in which B is bad. We
note that we can consider a d-star of this form as any d-star in which B is bad is of the form S ′ up to
reordering of the leaf set.

First, note that if |Q(B)|= 1, then there is one choice for y such that y · x = t for all x in the leaf
set of a prism. Then, as the choices for the remaining points in the leaf set lie on the hyperplane
determined by y, then there are (qd−1)(d−k) = qd

2−kd−d+k choices for the remaining points in the leaf
set, so that B is bad in at most qd2−kd−d+k d-stars in E.

As |Q(B)|≥ 1, then let ℓ be the smallest positive integer such that |Q(B)|≤ qℓ. Then, there are
≤ qℓ choices for the point y in S ′. Fix such a y ∈ Q(B).

By choice of ℓ, |Q(B)|> qℓ−1. By Lemma 6.4, there exists a J ⊂ Q(B) such that {y}∪J is linearly
independent and |J |= ℓ. We define ϕ : E \B → P(J), the power set of J , by

ϕ(x) = J ∩Q({x}).
If {xk+1, . . . , xd} = L \B, since B is bad in S ′, we must have

Q(B) ⊂
d⋃

i=k+1

Q({xi})

so that

J =
d⋃

i=k+1

J ∩Q({xi}) =
d⋃

i=k+1

ϕ(xi).

Consider any Z ⊂ J . For all x ∈ E with ϕ(x) = Z, as ϕ(x) = Z ⊂ Q({x}), then x · z = t for all
z ∈ Z. Furthermore, for x to be in the leaf set of S ′, we require x · y = t. Therefore, we have a
set of |Z|+1 equations which are linear in the coordinates of x. As {y} ∪ J is linearly independent,
{y} ∪ Z is linearly independent as Z ⊂ J . This implies that the |Z|+1 equations which are linear in
the coordinates of x have a solution space with dimension d− (|Z|+1) = d− 1− |Z|. So, there are
≤ qd−1−|Z| choices for x in the leaf set of S ′ with ϕ(x) = Z.

Therefore, we count the number of d-stars with B a bad set by summing over the number of ways to
partition the set J into (Z1, . . . , Zd−k) so that ∪Zi = J . We have the number of d-stars with B a bad
set is bounded above by

qℓ
∑

(Z1,...,Zd−k)
∪Zi=J

d−k∏
i=1

qd−1−|Zi| = q(d−1)(d−k)+ℓ
∑

(Z1,...,Zd−k)
∪Zi=J

d−k∏
i=1

q−|Zi|

= qd
2−kd−d+k+ℓ

∑
(Z1,...,Zd−k)

∪Zi=J

q−
∑d−k

i=1 |Zi|.
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As ∪Zi = J , then
∑d−k

i=1 |Zi|≥ |J |= ℓ. So,

qd
2−kd−d+k+ℓ

∑
(Z1,...,Zd−k)

∪Zi=J

q−
∑d−k

i=1 |Zi| ≤ qd
2−kd−d+k+ℓ

∑
(Z1,...,Zd−k)

∪Zi=J

q−ℓ ≤ C ′′
d q

d2−kd−d+k,

where C ′′
d accounts for the number of ways to partition the set J into (Z1, . . . , Zd−k) so that ∪Zi = J .

Then, if C ′
d ≥ d!C ′′

d to account for the number of ways to order the leaf set to include the bad set B,
then we see that B is bad in at most C ′

dq
d2−kd−d+k d-stars in E. □

We have the following Corollary, which follows directly from our lemma above.

Corollary 6.6. Let Mk(E) be the number of d-stars that have a bad set of size k. Then, Mk(E) ≤
C ′
d|E|kqd

2−kd−d+k.

Proof. From Lemma 6.5, a given bad set B = {b1, . . . , bk} of size k is bad in at most C ′
dq
d2−kd−d+k

d-stars in E. As there are at most |E|k ways to choose B a bad set of size k in E, then the desired
inequality follows. □

Using these results, we are able to proof Theorem 2.4.

Proof. Let M(E) be the number of d-stars that admit a bad set of any size. Then,

M(E) =
d−1∑
i=1

Mk(E) ≤ C ′
d

d−1∑
i=1

|E|kqd2−kd−d+k.

As |E|> qd−1, then |E|kqd2−kd−d+k ≤ |E|d−1qd−1, so that

C ′
d

d−1∑
i=1

|E|kqd2−kd−d+k ≤ C ′
d(d− 1)|E|d−1qd−1.

Then, note that if |E|≥ Cdq
d− 1

2 , then

M(E) ≤ C ′
d(d− 1)|E|d−1qd−1 <

|E|d+1

3qd
= Nd(E).

which ensures the existence of a d-star with linearly independent leaf set that admits no bad sets. As
Lemma 6.3 requires |E|≥ Cdq

d− 1
d−1 , we adopt this tighter restriction. □

7. EXTENSION TO INTERSECTION OF m SPHERES

We now define a general hypothesis class that represents the intersection of m-spheres in E ⊂ Fdq .
Let m ≥ 2. We define the hypothesis class Hd

t (E)
m = {hu1,...,um : (u1, . . . , um) ∈ Em} where

hu1,...,um(x) =

{
1 if ||ui − x||= t for i = 1, . . . ,m

0 otherwise
.

Then, as a direct consequence of Theorem 2.3, we have the following theorem regarding the VC-
dimension of Hd

t (E)
m:

Theorem 7.1. If E ⊂ Fdq , d ≥ m, and

|E|≥


Cq7/4 d = 2

Cq7/3 d = 3

Cqd−
1

d−1 d ≥ 4

for a constant C depending only on d, then the VC-dimension of Hd
t (E)

m is d−m+ 2.

This theorem is a generalization of Theorem 2.3 and states the same result when m = 2. Therefore,
we proceed to prove this when m ≥ 3.
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Proof. As in the proof of Theorem 2.3, we start by showing that V Cdim(Hd
t (E)) ≤ d−m+ 2. We

will show that a set of size d −m + 3, {x1, . . . , xd−m+3}, cannot be shattered by Hd
t (Fdq). Suppose

Hd
t (Fdq) can shatter {x1, . . . , xd−m+3}. Then, there exists u1, . . . , um such that hu1,...,um(x

i) = 1 for
1 ≤ i ≤ d −m + 2. So, ||xi − uj||= t for each i, 1 ≤ i ≤ d + 1 and j, 1 ≤ j ≤ m. We have two
cases.

If {x1, . . . , xd−m+3} is affinely independent, then by Lemma 3.10, this set lies on the intersection of
at most m− 1 spheres, which contradicts the existence of u1, . . . um above.

If {x1, . . . , xd−m+3} are affinely dependent, without loss of generality, let {x1, . . . , xn+1} be the
largest affinely independent set. Then, by Lemma 3.10, these points lie on the intersection of at
most d − n + 1 spheres. However, to guarantee that {x1, . . . , xn+1} is not a bad set, we need this
set to lie on the intersection of d − n + m spheres. Thus, we have a contradiction. In either case,
V Cdim(Hd

t (Fdq)) ≤ d which implies V Cdim(Hd
t (E)) ≤ d. The remainder of the proof is dedicated

to finding a set of d points that is shattered by Ht(E).
The remainder of the proof of this Theorem follows almost immediately from the proof of Theorem

2.3. In the proof of Theorem 2.3, we proved the existence of an affinely nondegenerate d-prism that
admits no bad sets in E (asymptotically). Let P = (y, z, x1, . . . , xd) be such a prism.

Consider the (d− 1)-prism defined by P ′ = (y, z, x1, . . . , xd−m+2). Then, as P admits no bad sets,
then there exists a w1, . . . , wm−2 ∈ E such that {w1, . . . , wm−2} ⊂ Pole({x1, . . . , xd−m+2}) where
y, z, w1, . . . , wm−2 are distinct. Note that we obtain such wi by choosing

wi ∈ Pole({{x1, . . . , xd−i}) \ Pole({xd−i+1, . . . , xd}).

This method of choosingw1, . . . , wm−2 ensures that suchwi are distinct. Then, we see that hy,z,w1,...,wm−2

is valued 1 on {x1, . . . , xd−m+2}.
To show the existence of functions h ∈ Hd

t (E)
m that yield 1 on a subset A of {x1, . . . , xd−m+2} and

0 on the remaining points, it suffices to find a v such that v ∈ Pole(A) but v /∈ Pole(A′) where A′ =
{x1, . . . , xd−m+2} \ A. Then, together with y, z, w2, . . . , wm−2, we will have hy,z,v,w2,...,wm−2(x) = 1
for x ∈ {x1, . . . , xd−m+2} if and only if x ∈ A.

As A ⊂ {x1, . . . , xd−m+2} ⊂ {x1, . . . , xd}, then since P is an affinely non-degenerate d-prisms
that admits no bad sets, then A is not bad in P . Thus, there exists a u such that u ∈ Pole(A) \
Pole({x1, . . . , xd} \ A). Take v = u. Then, v ∈ Pole(A) but v /∈ Pole(A′) as Pole(A′) ⊂
Pole({x1, . . . , xd} \ A).

This completes the proof. □

Therefore, we see that with the same restrictions on the size of the subset E, we can obtain the
desired configuration which has a set of size d−m+ 2 which is shattered by Hd

t (E)
m. It is natural

to ask whether the exponent correlated with the size of E can be improved. Using the methodology
presented in this paper, it is unlikely that this exponent can be improved. There are a couple ways that
these methods can be applied beyond the classifiers for the intersection of two spheres.

1. The first approach would be to look for a new point configuration (w1, . . . , wm, x
1, . . . , xd−m+2)

entirely. In the proof of the above theorem, we used the count of the number of nondegenerate d-prisms
from Lemma 6.2. However, our structure of interest is a sub-structure of a d-prism. Therefore, counting
d-prisms will lead to a poorer bound on the count for our point configuration of interest, as we are
operating under constraints imposed by extra points in the center of the d-prism. However, we were
not able to determine an intuitive method of counting such point configurations, nor were we able to
find helpful bounds in the literature. Note that the new point configuration of interest is no longer
composed of paths of length two between two points.

2. A second approach would be to count the number of (d−m+2)-prisms. For a given (d−m+2)-
prism with center {x1, . . . , xd−m+2}, this would provide a configuration with two points y, z such that
(St + y) ∩ (St + z) ⊃ {x1, . . . , xd−m+2}. Therefore, it remains to find points w3, . . . , wm such that
{x1, . . . , xd−m+2} ⊂ St + wi for 1 ≤ i ≤ m. It is difficult to employ this restriction after counting
the number of (d −m + 2)-prisms as in Lemma 6.2 since the existence of w3, . . . , wm depends on
|E ∩ Pole({x1, . . . , xd−m+2})|, and we have not guaranteed the existence of such poles in E.
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8. CONCLUSION AND FUTURE WORK

In this paper, we explore an interesting VC-dimension problem for two different hypothesis classes
over Fdq , which transformed the problem of shattering a set of points into a problem of finding a specific
point configuration within a subset of Fdq . Namely, our results imply that for E ⊂ Fdq of a certain size
restriction, the VC-dimension of Hd

t (E) and Hd
t (E)

⋆ match that of Hd
t (Fdq) and Hd

t (Fdq)⋆ respectively.
We see that for q large, i.e., analyzing these results asymptotically, |E|≪ qd = |Fdq |, as the exponent
on q in the size of E is smaller than d. So, consider q large, our results express that smaller subsets of
vector space retain the complexity of the whole vector space.

We recall one of the motivations for this paper, which was the paper by Fitzpatrick, Iosevich, Wyman,
and McDonald [6] that investigated Hd

t (E)
′ = {hy : y ∈ E}, where

hy(x) =

{
1 if ||y − x||= t

0 otherwise
.

In particular, they focused on the case d = 2 and found for |E|≥ Cq15/8, the V Cdim(H2
t (E)) =

V Cdim(H2
t (F2

q)) = 3. However, the analogous theorem for a general dimension d remains an open
problem. As in [1], we remark that the methodology in this paper cannot be used to determine a bound
on the size of E so that Hd

t (E)
′ shatters d+1 points. Finding an affinely non-degenerate (d+1)-prism

that admits no bad sets would imply that we are able to shatter d+ 1 points with the classifiers Hd
t (E),

which contradicts V Cdim(Hd
t (E)) ≤ d. If instead we looked at the distance analog of a (d+ 1)-star,

which is of the form (y, x1, . . . , xd+1) with ||y − xi||= t for 1 ≤ i ≤ xd+1, our proof breaks down
when bounding the number of affinely nondegenerate prisms that do not admit a bad set of size d. This
is because by Lemma 4.8, ∣∣∣∣∣

d⋂
i=1

(St + xi)

∣∣∣∣∣ ≤ 2.

Therefore, if we wanted an analogous result of Lemma 4.10, we require a positive integer ℓ such that
|Pole(B)|> 2qℓ−1, which does not exist for the set B = {x1, . . . , xd}. So, asking this question for the
hypothesis class Hd

t (E)
′ introduces several difficulties.

In general, future directions would include further exploring the VC-dimension of Hd
t (E)

′, the
spherical classifiers. Furthermore, as mentioned earlier, other techniques can be developed to explore
the lower bound on |E| so that Hd

t (E)
m has VC-dimension d−m+2 as to try to improve the exponent

on the size of such subsets E.
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APPENDIX A. VC-DIMENSION OF HYPOTHESIS CLASS OF SPHERES

Again, the following method was introduced by Nathanael Grand, Mandar Juvekar, and Maxwell
Sun in the 2021 Tripods REU [7]. We show that V Cdim(H) = d + 1. Without loss of generality,
suppose that t = 1. We work with t = 1 so that our algebraic manipulations involve looking at the
unit sphere centered at 0, S1, and considering standard basis vectors ej with the jth component 1 and
the other components 0. Notice that such an argument can be generalized to any t by working with a
sphere of radius t, St, and noting that |St|= O(qd−1) = |S1|, and replacing the standard basis vectors
with a scaling by t.

As |S1|= O(qd−1) by Theorem 4.3, choose a ∈ S1, a ̸= ej . Let C = {e1, . . . , ed} and consider the
set Ta = C ∪ {a}. We will show there exists a choice of a so that for all subsets C0 ⊂ C, there exists a
y with hy(x) = 1 for x ∈ C0 and hy(x) = 0 for x ∈ Ta \ C0, and for all subsets C0 ∪ {a}, there exists
a y with hy(x) = 1 for x ∈ C0 ∪ {a} and hy(x) = 0 for x ∈ C \ C0. We do so by fixing a y for each
condition and showing that the set of a that do not satisfying the conditions of the provided classifier
has size of order qd−2. As |S1|= O(qd−1), this shows that asymptotically, there are a positive number
of choices for our final point a for which Ta is shattered.

First, we find a y such that hy(x) = 0 for all x ∈ Ta. By taking y = 3e1, then ||y − ej||≠ 1 for all
1 ≤ j ≤ d and

||a− y||= ||a− 3e1||= (a1 − 3)2 +
d∑
j=2

a2j = 10− 6a1

so that 10− 6a1 = 1 if and only if 6a1 = 9. We notice that this is a hyperplane (an affine subspace
of dimension d− 1), and thus as a lies on S1, then by Lemma 4.4, there are at most O(qd−2) choices
for a that satisfy the above equation. As |S1|= O(qd−2), choose a such that a does not lie on this
hyperplane.

Next, we find y such that hy(x) = 1 for x ∈ C0 and hy(x) = 0 for x ∈ Ta \ C0. Consider subsets
C0 ⊂ C such that a /∈ C0. Without loss of generality, suppose C0 = {e1, . . . , ei} for 1 ≤ i ≤ d. Let y
be such that yj = 2/i for 1 ≤ j ≤ i and yj = 0 for i+ 1 ≤ j ≤ d. Then, for ej ∈ C0,

||ej − y||= (i− 1)

(
2

i

)2

+

(
1− 2

i

)2

= 1,

and for ej /∈ C0,

||ej − y||= i

(
2

i

)2

+ 1 ̸= 1.

We want to choose a such that ||a− y||≠ 1. As previously mentioned, we consider the set of a such
that ||a− y||= 1 and show that the size of this set is small compared to |S1|. We have

||a− y||=
i∑

j=1

(
aj −

2

i

)2

+
d∑
j=1

a2j = 1 +
4

i

(
1−

i∑
j=1

aj

)

which is = 1 if and only if 1 −
∑i

j=1 aj = 0. Again, this is a hyperplane (an affine subspace of
dimension d− 1). So, by Lemma 4.4, there are O(qd−2) such choices of a. As we did above, choose a
so that a is not on this hyperplane.

Lastly, we find y such that hy(x) = 1 for x ∈ C0 ∪ {a} and hy(x) = 0 for x ∈ C \ C0. Once again,
without loss of generality, suppose C0 = {e1, . . . , ei}. If i = 0, take y = 2a. Then, ||2a − ej||= 1
if and only if

∑
k ̸=j 4a

2
k + (2aj − 1)2 = 1 which happens if and only if aj = 1. Again, this forms a

hyperplane so that ||2a− ej||= 1 holds for O(qd−2) choices of a. Choose a so that a does not lie on
this hyperplane.

Now, we proceed having chosen a so that a lies on neither hyperplane specified by the above
conditions. This was possible as there is asymptotically a positive number of choices for a that does
not lie on these hyperplanes.
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If i = d, then take y to be the origin, which satisfies hy(x) = 1 for x ∈ C0 ∪ {a} as all of these
points lie on the unit sphere. Otherwise, take y with the following:

yj =


2a2i+1

(1−
∑i

j=1 aj)
2
+ia2i+1

if 1 ≤ j ≤ i

2ai+1(1−
∑i

j=1 aj)
(1−

∑i
j=1 aj)

2
+ia2i+1

if j = i+ 1

0 otherwise

.

Then, for 1 ≤ j ≤ i, we have

||y − ej||=(i− 1)

 2a2i+1(
1−

∑i
j=1 aj

)2
+ ia2i+1


2

+

 2a2i+1(
1−

∑i
j=1 aj

)2
+ ia2i+1

− 1


2

+

 2ai+1

(
1−

∑i
j=1 aj

)
(
1−

∑i
j=1 aj

)2
+ ia2i+1


2

which is = 1. Furthermore,

||y − ei+1||= i

 2a2i+1(
1−

∑i
j=1 aj

)2
+ ia2i+1


2

+

 2ai+1

(
1−

∑i
j=1 aj

)
(
1−

∑i
j=1 aj

)2
+ ia2i+1

− 1


2

̸= 1,

and for i+ 2 ≤ j ≤ d,

||y − ej||= i

 2a2i+1(
1−

∑i
j=1 aj

)2
+ ia2i+1


2

+

 2ai+1

(
1−

∑i
j=1 aj

)
(
1−

∑i
j=1 aj

)2
+ ia2i+1


2

+ 1 ̸= 1.

Lastly, we have

||y − a||=
i∑

j=1

 2a2i+1(
1−

∑i
j=1 aj

)2
+ ia2i+1

− aj


2

+

 2ai+1

(
1−

∑i
j=1 aj

)
(
1−

∑i
j=1 aj

)2
+ ia2i+1

− ai+1


2

+
d∑

j=i+2

a2j

= 1

Therefore, there exists a y with hy(x) = 1 for x ∈ C0 and hy(x) = 0 for x ∈ Ta \ C0, and for all
subsets C0 ∪ {a}, there exists a y with hy(x) = 1 for x ∈ C0 ∪ {a} and hy(x) = 0 for x ∈ C \ C0.
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