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On the Homology Theory of Modules.

By Nobuo Yoneda.

§ 0. Introduction.

Let J be a ring with unit. In generalizing the notions of torsion products 
and extension groups of abelian groups, Cartan and Eilenberg have defined a set 
of abelian groups TornA(A B), ExtA"(j4, B)(n—0, !,••••) for any two J-modules 
A B. These groups are in a deep connection with various homology and 
cohomology theories of groups, of associative algebras, of Lie algebras, etc.15 
The present paper attempts a general study of the groups Tor,/(A B) and 
Ext a" (A B).

The definition of these groups can be sketched as follows. Take a Afree 
module A', with an epimorphism25 A^A, of which we denote the kernel with 
A. Take next a A-free module Ai with an epimorphism Ai—>A, of which the 
kernel is denoted by A- Repeating this, we obtain a sequence X* of A-free 
modules and Ahomomorphisms:

(X*) ------ >A,l->An_i->------ >A1-^X0->0,
where Aa-»An-i is defined as A«—»l„-^X»_i. This sequence, called a free re­
solution of 71, is acyclic with respect to the augmentation Ai—>A—>0. Tor„A(A 
B), the w-th torsion product of A and B, is then defined as the w-th homology 
group of the lower sequence X*®aB, and ExtAn(A B), the w-fh extension group 
of B by >1, as the w-th cohomology group of the upper sequence HodiaCX*, B). 
Both are independent of the special choice of the free resolution A* of A 

These groups ToraA(A B), ExtA"(d, A~unless any confusion is likely to 
occur we shall omit the letter A in the following— may be considered as 
giving homology and cohomology theories of module tI with coefficient module 
B, because of the following properties.

I. Any homomorphism f: A—>A induces homomorphisms
f *: Tor„(A B)->Torn(A, B) («=0,l,-"-) 

and
f*: Ext"(A, B)—>Ext”(71, B) (w=0, 1,• • • •), 

satisfying:
1-1 ) i^, i* are identities if i is the identity mapping.
L2) (gaf)*=H*of*, ('rf)*=f*°g*.
II. If (A) O-A-^A-^tIAo is exact, then homomorphisms

0*: Torn(A B)->Tor„_i(A B) (m = 1, 2, • • • •),

5*: Ext”(.A B)—>Ext”+1(A B) (m=0, I, ••••)
1) H. Cartan-S. Eilenbsrg, Satellites des foncteurs de module; H. Cartan-S. Eilen­

berg, Homological algebra; to appear soon. This book will be referred to as [C-E] in 
the sequel. H. Cartan, Seminaire de topologie algebrique, 1950-51.

2) By an epimorphism we mean a ‘homomorphism onto’; ‘ isomorphism into ’ will 
be called a monomorphism-, and the word isomorphism will be used to mean an ‘isomor­
phism onto ’.
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are defined so that
II-l) the sequences

------ >Tor„(A B)-^Torn(A B)^Tor„(A B^Tor^/A B) 
-»Tor„-i(A, B)-*--—>Tor0(A B)->Tor0(A B)->Tor0(A B)->0, 
0-*Ext°(A BHExtM, B)->Ext°(A B^Ext^A B)—> - - • • 
->Ext"(A B)AExt”(A B)-^Ext”(A B)^Ext’,+1(A B)->-- • •

are both exact. These exact sequences will be denoted by TorA(A, B) and by 
ExtA(A, B) respectively.

II-2) Let two sequences
(A) 0->A->A->A-0, (A') 0-M'-M'->A^0

be exact, and let f: A—>A' be a homomorphism of the sequence A into 
A', i.e., a triple of homomorphisms /:A-*A, f:A—>A', f:A—>A' such that the 
diagram

0->A -» A -> A->0 
I I £ 

0->A'-* A'-> A-^0
is commutative. Then /*={/*,/*,/*} and /*={/*,/*,/*} g*ve homomor­
phisms of the exact sequences

/*: TorA(A, B)-»TorA(A', B), 
/*: ExtA(AL B)->ExtA(A, B).

III. Tor»A(A, B)=ExtA"(A, B)=0 («>0), if A is J-free.
IV. Tor0A(A, B)=A®aB, ExtA»(A, B)=HomA(A, B), and for /:A-*A, we 

have f*=f®i?) on Tor0A(A B) and /*=Hom(/,»)” on ExtA°(A', B), where i 
is the identity mapping of B.

These four properties are characteristic for TorA and ExtA.
If we consider the second entry, the coefficient module in TorA(A, B) or in 

ExtA(A, B) as variable, then we have the following analogues of I~IV.
I'. Any homomorphism f;B~+B' induces homomorphisms 

*/: Torn(A, B)->Torn(A, B') (w=0, 1, • • • •),
*/: Ext"(A, B^ExrCA B') (n=0, 1, •••■).

These satisfy
T-D *z, *i are identities if i is the identity mapping.
I'-2) ♦(<7°/)=*?°J, *(<7°/)=*^°*/.
IL. If (B) 0-»B->B—>B->0 is exact, then homomorphisms

*9: Tor„(A B^Tor^A B) (m = 1, 2, • • • •),
*3: Ext"(A B)->Ext"+1(A B) (n=0, 1, ••••)

are defined so as to satisfy:
II'-l) The sequences

------ <Tor„(A B)4Torn(A B)4Tor„(A, B)^Tor„_i(A, B)

3) See S. Eilenberg-N. E. Steenrod, Foundations of algebraic topology, pp. 141, 
147. This book will be referred to as [E-S] in the sequel.
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->Torn_i(A, B)->------ >Tor0(A, B)-»Tor0(A, B)-»Tor0(A, B)-*0, 
0->Ext°(A, B)-»Ext°(A, B)->Ext°(A, B)->Ext'(A, B)->- • • • 
->Ext”(A, B)->Ext"(A, B^ExrCA B)->Ext«+,(A, B)->- • • •

are both exact. These exact sequences will be denoted by TorA(A, B) and by 
ExtA(A, B) respectively.

IE-2) Let /: B-^B' be a homomorphism of exact sequences:
(B) 0->B ->B ^B -*0
if i i

(B') 0->B'-+B'^B'->0.
Then f induces homomorphism of the exact homology and cohomology sequences

*/: TorA(A, B) -> TorA(A, B),
*f : ExtA(^, B) -»ExtA(A, B'').

IIT. TornA(A, B)=0(w>0) if B is J-free, and ExtA”(A, B)=0(w>0) if B is 
-4-injective*>.

IV'. Tor0A(A, B)=A®aB, ExtA°(A, B)=HomA(A, B), and for f-.B^B', we 
have *f~i®f on Tor0A(A, B), *f=Hom(:, f) on ExtA°(A, B), where i is the 
identity mapping of A.

These properties T~IV' are again characteristic for TorA and ExtA. Also 
we have

V. Homomorphisms f*, f* in I commute with the homomorphisms */, */ 
in I'.

Now, it happens in various cohomology theories that 1-cohomology groups 
have a close relation with extension theories. In the present cohomology theory, 
the elements of our 1-cohomology group Ext^fA, B) are in a 1—1 correspond­
ence with the equivalence classes of module extensions of B by A. Thereby, 
two extensions

(E) 0-^B->E^A->0, (E') 0->B->E' ->A->0
are called equivalent if there is an isomorphism E—>E' such that

0-»B->B->A->0
|| | || (=: identity mapping)

0 -B- -A'- >A-^0
is commutative ([C-E]). In this paper we shall define a certain equivalence 
relation among the set of all exact sequences of the form

(En) 0 —* B - > En-1 ■—* • • • • —> Eq —* A > 0
(Bo, - ••-,Bn_i: arbitrary J-modules) 
(«: any fixed integer >1),

which we call 72-fold extensions of B by A and prove that there is a certain 1-1 
correspondence between the equivalence classes of 22-fold extensions of B by A 
and the elements of the group ExtA"(A, B). This will be done in § 3.

In § 4 we shall introduce a bilinear multiplication
ExtA”(A, B)xExtA’(B, C)^ExtAp+’(A, C), 

and give some results concerning this including the following theorem: The

4) See for definition § 2 of this paper.
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coboundary homomorphism \
3*: ExtA"(A, BHExtA^'fA, B) («=0,l, ••••)

ith respect to the exact sequence (A) 0—>A—>A—>A—>0 coincides with the left 
m^t’P'’ca^°2 by the element in ExtA’(A, A) represented by the extension A, 
while the coboundary homomorphism

*3: ExtA"(A, B)-.ExtAn«(A, B) (»=0, 1, ••■•)
with rebpect to the exact sequence (B) 0-»B->B—>B-^0 coincides with the right 
mU'A^'Cat'°n ky ^e dement in ExtA’(B, B) represented by the extension B. 
n so s°me relations between this cohomology theory and the cohomology 
theory of groups will be given in that section.

5) For definitions of categories and functors, see [E-S, Chap. IV].

rofessor $■ Eilenberg has kindly communicated to me some of the results 
T a ^ e °Ve °n T°rA and ExtA, and engaged me in this investigation, for which 
nlotp n ° ^xpress Hy hearty thanks to him. I publish here however the com- 
, , 00 °. a tle results, as no details about this homology theory seem to

6 ut erto published. I wish to thank also Professor Chevalley, who 
induced me to work on the subject of § 4.

^." ^t f°llows> we shall use a certain way of denomination of mappings 
We^H^X I^rams’ different from the usual one, as we shall explain in § 1.

, 1 -'S '^ °f denomination, as well as the notions of the translation
e translation category introduced also in § 1 facilitates the handling with 

the diagrams.

§ 1. Categories and functors of diagrams55.

„ X Dcnomination of mappings in a diagram. Let A, B be two vertices in 
B^ram’ and let a mapping of A into B be given as A-*B in the diagram.

/ sue a mapping is denoted by a letter like f; indicated in the diagram 
1S considered as a left operator on A. To indicate this map-

’ W? S 5 write now AfB or, if there is no fear of confusion, simply AB. 
niXX y ere °n'y °ne arrow from A to B, we have not to name the map- 

S y a n ' rX’ I* *S efficiently clear to write simply A—>B, and name 
aPPing . , on the contrary, there are two or more arrows from A to

B, then we shall write like A^B, and denote the mappings with A1B, A2B. 
so ^’ °r ^1B w‘" be considered as a right operator on A,
several ; ~ a ™ean f^ = b in the usual notation. The composite of
simnlv X X ’ B~*C’ and C~'D is denoted by AB-BC-CD, or more

P y y ABCD. Thus the commutativity of the square diagram
A->B

is written as ABD=ACD.
2. Categories of diagrams. Let ^ be a category in the sense of [E-S]3). 

A diagram D={A, B, •—; AB, ••..} consisting of vertices A, B, •••• which 
represent some objects in ^, and arrows AB, • • • • which represent some map-



On the homology theory of modules 197

pings in ^ is called a diagram in &. In the widest sense any subcategory of 
^is a diagram in ^but we shall confine ourselves to diagrams which are con­
nected as 1-dimensional complexes of vertices and edges. Two diagrams D= 
{A, B, • • • • ; AB, ••••}, D'={A', B', • • • •; A'B', • • • •} are said to be isomorphic 
if there is a 1-1 correspondence between I) and D', vertex-to-vertex, arrow-to 
arrow, such that, if A'B' e D’ corresponds to AB e D, then A' corresponds to A 
and B' to B.

Let D={A, B, • •• •; AB • • • •} and D'={A', B', • • • •; A'B', •• ••} be isomor­
phic diagrams such that A corresponds to A', B to B', etc. A set of mappings 
f={AA', BB', •■■■} in 'if" of which the set of domains coincides with the set 
of objects in D is called a translation of D into D' (notation / : B~^D ) if each 
square of the form

A->B
J. 1 (A, Ben, A, B'en')
A'-* B'

is commutative.
Let 79 be a diagram in ^ and ^={D, D', D", ••••} be a set of diagrams 

in 'g’isomorphic to D. For D', D" G^), there may be a translation from D' to 
D ". © together with all such possible translations forms a category ©, which 
will be called the translation category over ©.

Throughout this papper, A will denote a ring with unit, not necessarily com­
mutative, and unless otherwise stated, a J-module will mean a unitary left A- 
module. Following [E-S] we denote the category of J-modules and yf-homomor- 
phisms by ^A (Z will always denote the ring of rational integers, and we write 
^for ^zf Diagrams in ^ are also called diagrams over A.

A translation f={AA',BB', ••••} of D={A, B, ■■•■■, AB, ••••} into D = 
{A',B', ■■■•;A'B', ••••} will be called epimorphic, monomorphic, or isomor­
phic if every one of AA', BB', •■•• is an epimorphism, monomorphism, or an 
isomorphism2’. In what follows we shall often consider diagrams in the translation 
category © over ®, © being a set of diagrams in ^ isomorphic to a certain 
diagram D, as

-------,D^n^....

-------tD^Df-^ - - .
In such diagrams each vertex represents a diagram in <?fA isomorphic to D, and 
each arrow a translation. We use 0 in such a diagram to mean a trivial dia­
gram consisting of O’s and O-homomorphisms isomorphic to D. A sequence

(*) D->D'^D''
of translations f={AA', BB', ••••}, ff={A'A", B'B", ••••} is said to be exact 
if the sequences A->A'->A", B-^B'-^B", •••• are exact. (*) is called a 0-sequ- 
ence if A->A'->A", B-rB'-rB", •••• are O-sequences (i.e., AA'A"=0, BB'B" 
=0, ....).

Let G(A) be the set of all exact sequences over A of the form
(A) 0-M->A->A->0.

The translation category &(A) over ®(J) will play an important role in the
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following.
We shall denote with $B(J) the set of all ‘one-arrow diagrams’, namely dia­

grams over A isomorphic to A-^B; and with S(J) the set of ‘two-arrow 0-se- 
quences’, namely diagrams over J isomorphic to A->B->C, A, B, C being A- 
modules and ABC being 0. The translation categories !^U), ^A~) will also play 
certain roles in the sequel

3. Functors on translation categories of diagrams. We note here some 
fundamental lemmas giving functors on translation categories of diagrams in ^ A- 
In what follows we shall identify two diagrams B, D' over A if there exists an 
isomorphic translation D->D'.

Lemma 1.1. Let
(1) N-> A-^Q->0

l
B 

be a diagram over A such tJiat tJie sequence N-A-Q-0 is exact and NAB^G. 
Then there is a unique mapping QBe

(1') Q->B
satisfying AQB = AB. Atty translation in the translation category over the set 

’Zf A) of all diagram in ^^ of the form (1) induces a translation in ^(Ah and 

thus the assignment (l)c=Xr) defines a functor S/J)  ̂W).
Proof. The unique existence of QB is obvious. We have only to prove 

that if

B
is a commutative diagram representing a translation in Si(J), and if QB, Q B 
are so defined that AQB = AB, A'Q'B'=A'B', then we have

QBB’ = QQ'B'.
Since AQ is an epimorphism, it is sufficient to show AQBB' = AQQ'B', which 
is done as

AQBB'=ABB' = AA'B'=AA'Q'B' = AQQ'B'.
In a similar way we can prove also
Lemma 1.2. Let

- B

(2) 0->W->A-*Q
be a diagram over A such that the sequence 0-N-A-Q is exact and BAQ = 0- 
Then there is a unique mapping BN

(2') B->N
satisfying BNA = BA. The assignment (2)c=^(2') defines a functor of the trans­
lation category over the set of all diagrams in ^ of the form (2).

Lemma 1.3. From a ‘one-arrow diagram’
(3) A^B
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over A toe obtain in the obviotis way, a commutative diagram
0
1

0—^ N —> A —> M—>0 
(Ker/) \/l(Im/) 

(3')
I
Q (Coker /)
I

in which the sequences 0-N-A-M-0, O-M-B-Q-Q are in d(A) (i.e., exact). Any 
translation of (3)

A^B
(3") 1 1

A'^> B'
can be extended uniquely to a translation of (3')

0

and in this way the assignment (3) c=£ (3') defines a functor from the translation 
category 53(A) into the translation category over the set of all diagrams in ^^ 
of the form (3').

Proof. We have only to show the unique existence of mappings NN', 
MM', QQ' such that NN'A'=NAA', AMM'=AA'M', MM’B'=MBB’, and 
BQQ'=BB'Q. Now since NAA'-A'B'=NABB' = 0, and since the sequence 
O-N'-A'-B' is exact, there exists uniquely a mapping NN' e ^S a such that 
NN'-N'A^NAA', i.e., NN'A'= NA A' (Lemma 1.2). NAA'B' = 0 implies also 
NAA'M' = 0. Therefore by Lemma 1.1 there exists uniquely a mapping 
MM' e ffx such that AMM'=AA'M'. To prove MM'B' =MBB' for this 1MM', 
it is sufficient to show AMM'B'=AMBB', which is done as follows

AMM'B'=AA'M'B' = AA'B'=ABB'=AMBB'.
Finally we have MBB'Q'=MM'B'Q'=0. Thus by Lemma 1.1 there is a unique 
mapping QQ' satisfying BQQ'=BB'Q'. This completes the proof of the lemma.

In short, Lemma 1.3 states that Ker, Im, and Coker are functors from ^(A) 
into ^. Therefore we may speak of kernels, images and cokernels of trans­
lations.

Let
(4) a^B->C
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be a 0-sequence over J. We call the factor module KerBC/Im/lB homology 
factor of the sequence A-BC and denote it by IBA-B C). Since the assignment 
(4) c^H^A-B-C) can be composed by the functors Ker, Im, and Coker, we have 
clearly

Lemma 1,4. The assignment (4) t=$ H(A-B-C) defines a functor from SU) 
into ^.

In the sequel we shall denote this functor by FI.
Lemma 1.5. In the commutative diagram

(8)

Bq—> Cq—> 0

/li—> Bi—► Ci—> 0
1 1 1

0 -» a2-> b^ c2

0 -> U3-^B3
let B0 BrB2, Ca Ci C2, Ai-A2-A3, Bi-B2 B3 belong to SU), and let Bo-Co-O, Ai-Bp 
Ci-0, 0-A2-B2-C2, 0-A3-B3 be exact. Then a mapping

(8') J; HICq-C^-> H(Ai-A2-A3)
In Jza Is induced in such a way that the diagram

(AjCp
Ker B^C, -> Ker CiC2 ->Z/(C0-Ci-C2)

(8U 1 (blb2-) J, J
Ker B2C2Q Ker B2B3=Ker A2A3—>II(Ai-A2-A3)

is commutative. The assignment (8) c=> (8') defines a functor from the translation 
category over the set of all diagrams in Qf\ of the form (8) into B(A).

Proof. The kernel of the epimorphism
(8'") KerBiCiC^ZffGi-Ci-^^O

is the inverse image of Im CuCi=Im B0C0Ci=Im B0BjCi under the mapBiCi, i.e. 
Im B0BiUKer BiCi=Im B0BoIm AiBi. But we have (Im BoBiUIm AiBi)BiB2 
=(Im AiB^BiBi^Im A1B1B1=lm AiA2B2, which is in Ker B2C2QKer B2B3 and 
vanishes if carried over to H(Ai-A2-A3'). Thus the kernel of (8"') vanishes if 
mapped into ff(4i-42-A3). Therefore there exists a unique mapping A such that 
(8 ') is commutative. Obviously the assignment (8) t=j> (8") defines a functor, 
and so also does the assignment (8) t=> (8').

4. Lemma S and Lemma ®. The following two lemmas are of funda­
mental importance in the diagram system.

Lemma ®. Let A—>Bl>C be a sequence of translations of 0-scquenccs in S(J):
A -^B ->C
Aq —> Bq —» Cq 
1 1 1

(9) A -> Bi -> Cl

A2 > B2 * C2.
If in (9), BqC0 is an epimorphism and Ai-BfCi is exact, and if A2B2 is a mono- 
morphism, then the induced sequence

H(f) H{g)
(9') BWAU2) -> B(Bo-B!-B2) -> B(Q,-Ci-C2)
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is exact.
Proof. It is obvious that (9') is a 0-sequence. Consider now an element bi 

e Ker B.B2 such that (bi)BiCi=Ci is in Im C0Ci. Since B0C0 is an epimorphism, 
there is an element baeB0 such that (b0)B0C0Ci=Ci, and we have

(J>i-(b0)B0Bi)BiCi=(bi)BiCi -(b^BvB^cr-tMB^^
Therefore, from the exactness of ArBi-Ci follows the existence of an element 
«ieA such that {afAJJ^b^fifBoBi, and we have

{ai)AiA2B2~{ai)AiBiB2={bi—(bo)BoBi)BiB2={bo)BoBiB2=O.

Thus, by assumption on A2B2, ai is in Ker A.A2 and represents an element in 
H{A2-Ai-A^ which is mapped onto the element in H{B0-Bi-B2) represented by bi. 
This proves the exactness of (9').

Lemma ®. The sequence of homology factors

H{g) A H{f)
(10) H(B0-Bi-B2) ^ IfiC0-Ci-C2) -> IBAr-A.-A,-) -> H{Bi-B2-Bfl

obtained from the diagram (8) in Lemma 1.5 is exact, ivhere f, g denote the 
translations

^l ^> Bl Bo —> Co

f '- A2 —> B2 g'. Bi —> Ci
II II
a2 —> if b2 —> c2

in (8).
Proof. Let bi e Ker BiB2 represent P e H(B0-BrB2). Then H(g) image r of 

P is represented by (bJBiCi. From the commutativity of (8") follows then that 
Ar=0. Conversely, let qeKerCA represent r e B(C0-Ci-C2) such that Jr=0. 
Then there exist aieAl.bteBi such that (bi)BiCi=Ci and {ai)AiA2B2=(bi)BiB2. 
For the element bi—fa^AiBieBi, we have now

{bi—(ai)AiBi)BiB2 = {bi)BiB2—(afAiB2B2 
~ (bi)BiB2—(ai)AiA2B2=0

and also
{bi—{af)AiBi}BiCi-{bf)BiCi—{af)AiBiCi={b^BiCi=Ci. This shows that r is 

the H(g) image of the element in H(B0-Bi-B2) represented by (^-(c^Bi) in Ker 
BiB2, and the exactness of H(gfA in (10) is proved.

Now, from the commutativity of (8") follows that H(f)-A=0. Therefore it 
remains only to prove that Im JoKer Hf). Let a2eKer A2A3 represent an ele­
ment a in I/(Ai-A2-A3') which is annihilated by H(f). Then there is an element 
bieBi such that (bi)BiB2—(a2)A2B2. For this bi we have

(bi)BiCiC2==(bi)BiB2C2==(a2)A2B2C2=0. Thus (,bi)BiCi=Ci represents an ele­
ment in H(C0-Ci-C2) which is mapped by A onto a. This completes the proof.

Corollary. Let
(A.) • ■ ■ • —> A-i —> j40 —* A —* A2 —>••••
{B) --------> B-i -> Bo -^ Bi ~> B2 ~> ■ ■ ■ ■
(C) .... —, C-i —> Co —> Co —> C2 —* • • • •

be infinite ^-sequences over A, and suppose that an exact sequence of translations
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0 ->A->B->C -> 0

0 -> A _> Bo - > Co -> 0

0 — Ai -» Bi — Q -> 0
T 1 !

is given. Then ihe infinite sequence
------- tHlA-rAa-AJ-tlfiB-i-Ba-B!) -» H(C-i-C0-Ci)

J
-> H(AO-A1-A2-) -> HiBrBrBJ ->•■•■ 

is exact.
Corollary. If cither two of the above sequences A, B, C are exact, then so 

also is the rest.
Remark. Obviously both assignments (.9) c=4> (9'), and (8) c^> (10) ^ne 

functors.
5. Tensor products and groups of homomorphisms. As is stated in [E-S], 

tensor product ®AA(or A®a) for a fixed A e g^ is a covariant functor ^a -> 
^k- Therefore we may consider ®AA(or A®a) also as a functor of diagrams 
over A. Namely, if D is a diagram over A, then B®AA(or A®aD) is a diagram 
over A which is isomorphic to B. It should be noted that, for AeS^), A®aB 
is not necessarily in ®(J). As will be seen in § 2, J-modules P of a special 
class called A-projective modules have the property that the functor ®AP(or P®A) 
is exact, i.e. maps G(J) info &(A). We shall here note the following

Lemma 1.6. Let

(11) 0->A->B->C->0
be an exact sequence over A, and let G e ^fA- Then the induced sequence

(11') A® aG -> B®AG -* C®aG -> 0
is also exact. If (11) is direct, i.e., if Im f is a direct summand of B, then ihe 
sequence

(11") 0->A®aG-^B®aG^C®aG->0
»’s exact and direct. (11") is exact whenever G is A-frce.

Proof of this lemma is given in fE-S, p. 142, Lemma 9.8] except for the last 
statement. 1 he last statement is obvious in case where G has a finite base. 
It is easily seen that the proof for the general case can be reduced to this 
special case. So we omit the proof of this lemma.

Given two J-modules A,B, denote by HomA(A, B) the additive group of all 
homomorphisms

?: A~^B 
with addition ft+% defined by
K (*’i + ^2)(«) = f’i(«) + «’2(o).
it turther A is commutative, then HomA(A, B) has the structure of a J-module 
with the product Av> defined by

U«»)(a)=2(^(0))=<pGa).
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For a //-homomorphism A —> A' written as AA' we denote by (AA')* the 
homomorphism

HomA(A', B) —> HomA^, B)
induced by AA', while we denote by (BB'^ the homomorphism

HomA(A B) —> HomA^, B') 
induced by BB': B-fB’. We shall consider {AA'^ as a left operator and (BB')t 
as a right operator.

HomA( , ) is a functor ^aX ^a^^I^/a if 4 is commutative) contra­
variant in the first argument and covariant in the second. Similarly to the case 
of tensor products we have the following

Lemma 1.7. Let
(12) 0->A->B->C->0

be an exact sequence over A. Then the induced sequences
(JBJj OlH)*

(12$) 0 -> HomA(G, A) —> HomA(G, B) —> HomA(G, C),
(nay owy

(12*) 0 -/HomA(C, G) -> HomA(B, G) -> HomA(^; G)
are exact. If (12) is direct, then the sequences

(12?}) 0 -> HomA(G, A) -+ HomA(G, B) -> HomA(G, C) -> 0
(12**) 0 —> HomA(C, G) -> Hom A(P, G) -> HomA(A, G) —> 0

are exact and direct. (12$$) is exact whenever G is A-free.
This lemma follows from [E-S, p. 148, Lemma 10.8J (The commutativity of 

A is not needed in the proof of this lemma).
Those /(-modules G for which every sequence (12s*) is exact form a special 

class of //-modules called //-injective modules. Those 4-modules G for which 
every sequence (12$$) is exact, form another special class of //-modules called 
J-projective modules. These special classes of //-modules will be treated in the 
next section.

§ 2. Projective modules and injective modules.

1. Definitions. A //-module P is called A-projective if every diagram 
P
I

B->C->0
over A with exact B C-0 is supplemented by a //-homomorphism PB to a com­
mutative diagram

P

B-+C-+0.
A //-module Q is called A-injective if every diagram

0-^A->B 
i 

Q
over A with exact Q-A-B is supplemented by a //-homomorphism BQ to a com­
mutative diagram
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0->A->B

Q
Clearly a J-module G is J-projective (J-injective) if and only if (12#$) ((12f8)) 

is always exact.
2. J-projective modules. It is obvious that every J-free module is J-pro- 

jective. Since any J-module can be represented as a factor module of a J-free 
module, we have

Theorem 2.1 Any A-niodulc can be represented as a factor module of a A- 
projective module.

We shall call an exact sequence over A
(13) ,• 0 -> Aj -> Xo -> A -> 0

a projective representation of A if X is A-projective. If in the exact sequence 
over A

(14) 0->B->G->X->0
X is A-projective, then by definition of J-projectivity there exists XG e ^a such 
that XGX is the identity of X. Therefore the exact sequence (14) is direct. In 
particular if (14) is a representation of X as a factor module of a J-free module 
G, then X is a direct factor of G. This proves that every A-projective module 

.is a direct factor of some A-free module. Conversely every direct factor of a 
A-projective module is A-projective. In fact, let X' be a direct factor of a A- 
projective module X, and let XX', X'X be the projection and injection respective­
ly; XXX'=identity of X'. Given a diagram

X'
(15) 1

B-*C->0
over A with exact B-C-0, supplement this by X, XX', and XX to

1
B->C^0

Since X is A-projective (15') can be again supplemented by XB to

B -> C -» 0
so that XBC—XX'C, If we define XB by XB=XXB, then we have XBC= 
XXBC—XXXC=XC. This shows that (15) is supplemented by XB to a com­
mutative diagram, and thus proves our assertion.

Lemma 2.1. (i) If a A-projective module is represented as a factor module 
of some A-module, then it is a direct factor.

(ii) Any direct factor of a A-projective module is A-projeciive.
(iii) A A-module is A-projective if and only if it is a direct factor of a A- 

free module.
(iv) The direct sum of A-projective modides is A-projective.
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(v) The tensor product of A-projcctive modules is A-projective.
(vi) The sequence (11") in Lemma 1.6 is exact whenever G is A-projcciive.
Proof. We have already proved (i), (ii), and ‘only if’ part of (iii); also ‘if’ 

part of (iii) is clear from (ii). (iv) and (v) are obvious if ‘Z-projective’ is re­
placed by ‘A-frce’. So we have them as easy consequences of (iii), if we 
represent each summand of the direct sum or each factor of the tensor product 
as a direct summand of a Z-free module.

To prove (vi) we represent G as a direct summand of a Z-free module F to 
obtain the translation

0 0 0
i 1 1

(16) d®AB -> B®AG -> C®AG -^ 0
1 1 1

0 -> A®aF ^ B®AF -> C®aF -^ 0.
In (16) every sequence in a straight line is exact by Lemma 1.6, Therefore 
A®aG—*B®aG must be a monomorphism.

Remark. It is an open question whether the converse of (vi) is true or not.
3. yl-injective modules. As an example of an injective module we first note 

the Z-module T of real numbers mod 1. As analogue of Theorem 2.1. we have
Theorem 2.2. Any A-module can be represented as a sub-module of a A-in- 

jective module.
The proof of the theorem requires some preliminaries. Let Al be a left A- 

module. The additive group HomXM T} of homomorphisms of M into the group 
T of real numbers mod 1 can be given the structure of a right Z-module if we 
define the multiplication ^ • 2 (^ 6 Hom (M, T), 1 e A) by 

(<p-A)(m)=<p(lm) (me AI).
In fact we have only to check v-dn^^-^-n-

(^ • (1a))(zm)=<p(Anm)=^G(nm))=(yp • NFm)=((?>1)- n)(m).
Hom(Af, T) taken with this structure will be denoted by Ma. If M is a 

right Z-module, then Hom(M, T) has the structure of a left Z-module quite an­
alogously to the above case. This we denote also by M°.

The assignment M c=j> AB defines in the obvious manner a contravariant 
functor from the category of left Z-modules and their Z-homomorphisms to the 
category of right Z-modules and their Z-homomorphisms, or a functor in the 
opposite direction. This functor is exact, i.e., if

0 —A-^B-oC-^O
is exact, then so is the induced sequence

0->Co ->jB° ->A°->0, 
because T is Z-injective.

We now prove
Lemma 2.2. Any me Al can be considered as e AB0 in the following man­

ner
m(<p)=<p(m) {<peM°).

Tn this way AI is imbedded into AI°° as a submodule.
Proof. Clearly AI is imbedded into AB0 as a subgroup. So it is sufficient 

to show that this imbedding commutes with the operation of A, we may assume 
Al is a left Z-module. Then we have

(l-m)(<p)=m(<p ■ L)=(<p ■ l\m)=<pfm)=Gm)(<p),
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where m is considered as eAP° in the first expression and as eAl in the last. 
This proves the lemma.

Without any modification we may speak of J-projective right modules and 
J-injective right //-modules.

Lemma 2.3. If P is A-projective, then Pa is A-injective.
Proof. Assuming P to be a //-projective right .(-module we shall prove 

that, for any exact sequence
(17) 0^A->P^C->0

over A, the induced sequence
(179 0 -> HomA(C, P°) -> HomA(B, P°) -> HomA(A, P^ -»0

is exact.
In general, for any left //-module M and any right //-module N we have
(18) ■ HomA(M, IV°)^HomA(M M°),

where the isomorphism is obtained by the correspondence
/.^ f' (f e HomA(M, N3), f' e HomA(M AT)) 

defined by
(18') (,f(mffn)=(ffnyfm) (meM,neN).

Clearly by (18') is obtained the isomorphism of the groups of Z-homomorphisms 
Homz(M, Ap)~IIomz(W, AP).

If / e Hom(Af, AT0) is a //-homomorphism, then the corresponding f' is also a 
//-homomorphism and vice versa, for we have

f\nNm)=(f(m))(nt)=(Jff(m))^ 
((f'(n))-2Xm)=f'(nX2m)=(f(2m)Xti). 

This proves (18).
The isomorphism (18) is natural in the sense that for a //-homomorphism 

a- A^—>M2 inducing /z°: A^-^Mf, the diagram
HomA(M2, AZ°)=HomA(Ar, Af2°)

(19) 1 zz* I a°t
HomA(AfI, Ar°)=HomA(W, Mf)

is commutative. In fact, let /2 e HomA(M2, A(°). Then we have
(zzs/2)'(«)(»?])=(fi*f fXjniXn)=ffam Jin) = fzfnXam^ 

^^fftnWm^affifnfmJ.
This shows the commutativity of (19).

Now by (17) is induced the exact sequence
(17°) o^C°->P°->A°->0,

and for this (17°) the sequence
(17") 0 -> HomA(P, C°) -> HomA(P, 5°) -> HomA(P, A°) -> 0

is exact since P is //-projective. The above consideration shows now that (17") 
is translation-isomorphic to (17'). So the exactness of (17') is proved.

Now we come to the proof of Theorem 2.2. Let M be an arbitrary left A- 
module, M° the derived right /(-module. Represent M° as a factor module of 
a //-projective right /(-module P as

(20) 0->P->P-+AP-^0.
From (20) we obtain an exact sequence

(20°) 0->AP°-^P°->p°->o.
M, being a submodule of M°° by Lemma 2.2, is a submodule of P° which is 
//-injective because of Lemma 2.3. This completes the proof of the theorem.
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We shall call an exact sequence over A
(21) 0 -> A-^r -» A1 -^0

an injective representation of A if X° is A-injective.
To obtain an analogue of Lemma 2.1 we make the following consideration.

If in the exact sequence over A
(22) 0^X->G->H~>0

X is A-injective then the identity mapping of X can be extended to a A-homo- 
morphism GX. Therefore the exact sequence (22) is direct. Also as in the case 
of A-projective modules we can prove easily that any direct summand of a A- 
injective module is A-injective.

Now, if we consider A as a A-free right module, then A° is a A-injective 
left module. And if F is a right A-free module, then the A-injective left module 
F° is a direct product of A°’s:

F°=nA°.
A-modules of this type may be classified as the analogue of A-free modules. We 
shall call them A-modules of type A°. Then it can be seen from the proof of 
Theorem 2.2 that every A-module is a submodule of some A-module of type A°. 
Thus we have proved

Lemma 2.4. (i) If a A-injective module is represented as a submodule of 
some A-module, then it is a direct summand.

(ii) Any direct factor of a A-injective modtde is A-injective.
(iii) A A-module is A-injective if and only if it is a direct summand of some 

A-module of type A°.
(iv) The direct product of A-injective modules is A-injective.
Remark. No information has been obtained about the tensor product of A- 

injective modules.
4. Lemmas on projective and injective representations. 
Lemma 2.5. Let
(AT) 0 -»A -> X-> A -^ 0

be a projective representation of A e ^^ and •

(B) 0->B->B->B-^0

an exact sequence over A. Then any A-homomorphism AB can be extended to a
translation

(X) 0 ->At -> X^ A -> 0
(23)

(B) 0-^B ->B->B-^0.
If (23) is supplemented by AB with ABB—AB, then it can be further supple­
mented by XB with XBB=XB-XAB, and A^B^A.B.

Proof. Given ABe fff, there is a A-homomorphism XB such that XAB = 

XAB, for, X is A-projective. Since AiXBB=AiXAB=0, existence of AiB is 
clear. If we have ABB=AB, then XB—XAB is annihilated by BB. In fact 

(XB-XABfBB=XBB-XABB=XBB-XAB=O.
Thus, by Lemma 1.2, there is a A-homomorphism XB satisfying XBB=XB—
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XAB. For this XB we have
(A1XB-A}BfBB = A1XBB-A1BB=AlXB-AlXAB-AlBB

^A^B-A.BB^O, 
which implies that

A.XB^A.B, 
and the lemma is proved.

Lemma 2.6. Let
(A) 0->A->A->A-»0

be an exact sequence over A, and
(Y) 0^B~^Y->B'->0

an injective representation of Be </^. Then any A-homomorphism AB can be 
extended to a translation

(A) 0->A->A->A ->0
(24) ill

(Y) ()->B~ >Y->B-- Y.
If (24) is supplemented by AB with AAB=AB, then it can be further supple­
mented by AY with AAY=AY-ABY, and AYB^AB1.

The proof of this lemma is quite similar to that of the preceding lemma, 
and so it is omitted.

Lemma 2.7. Let
(X) 0-^A->^->A->0

be a projective representation of A e OfA, and
(1™) 0 ->B -^Y0->BJ->0

an injective representation of Be fjf. Then
(i) the two sub-groups

(yltWHomA^, B1), Hom^A, Y°)(Y°B1)s 
coincide and
(ii) ive have a natural isomorphism

(25) HomA(A, B^/HoiMA Y^YOBy^HomAtA!, B)/(A1X0)*HomA(X0, B)
Proof. Ad(i): Given XqB1 e HomA(XO) B1), there exists XoY°e ^^a such that 

XoYaB'=XoBl, for, Xo is J-projective. Therefore we have
AAB^AAYTTeHomAfA,, Y3)(Y0B1)#.

Conversely, let AiY°eHomA(Ai, Y°). Since Y° is J-injective, there is a J-homo- 
morphism A0Y° such that A^Y0 = A^Y. So we obtain

A^B^ A1X0Y°B1 e (A^HomACXi, B1), 
which proves (i).

Ad (ii): By Lemmas 2.5, 2.6, Both groups HomA(A, B1) and HomA(Ai, B), 
and accordingly both of the factor groups in (25), can be considered as factor 
groups of the group HomA(X0, Y} of all translations X0->Y° in which addition 
is defined in the obvious manner. The kernel of the epimorphism

IIomA(X0, Y°) -> HomA(A, Bl)/HomA(A, Y°)(Y°B1)#
is obviously consisting of those translations Xo—>Y“ which can be supplemented 
by AY” with AY°B1~ABl, while the kernel of the epimorphism

HomA(Xo, Y") -> HomA(A1, B)/(AtX0)i HomA(*o, B)
is consisting of those translations Xo —> Y® which can be supplemented by X0B
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with AXoB=A1B. Lemmas 2.5, 2.6 now assure exactly that these kernels coin­
cide, and the lemma is proved.

§ 3. The groups Tor^ (A, B), Ext" (A, B).

1. Resolutions. Let A be a //-module. A lower sequence of ./-projective 
modules

(X*) •••• ->X,->X1—Xo-*0
with augmentation Xo—>A is called a projective resolution of A if X* is acyclic
with respect to the augmentation X0A, i.e. if the augmented sequence 

(X^->A->0) •••■ -^X:->Xi->X0^A->0
is exact.

An upper sequence of ./-injective modules
(X*) --•• O-^X^X^X2^

with co-augmentation A-*X° is called an injective resolution of A if X* is acy­
clic with respect to the augmentation AX°, i.e., if the augmented sequence 

(0-^A-X*) O^A-X^X'-X2-;
is exact.

If we take a series of projective representations
0 -> Ai -> Xo -> A ->0,
0 -> A, -> XI -> Ai -> 0 ,

(26) :

0 —> An —> Xn-l—>An-1—>0 ,

and if we define XMX„_i by X?1A„ -A„Xw-i, («>D, then the lower sequence
(26') (X*) •••• ->X,->X1->X0->0

with the augmentation X0A is clearly a projective resolution. Conversely any 
projective resolution (26) of A is decomposed into a series of projective re­
presentations (26). Similarly any injective resolution of A can be composed by, 
and decomposed into, a series of injective representations

(27)
0 ^ A -> X° -> A1 -» 0 , 
0 -> A1 - > X1 -> A2 -> 0 ,

0 _> a«-1-^X»-1-^A" -> 0 ,

Let now
0-> Bi-> Eo -* B -> 0 , 
O^B.-yEi -> B^ 0 ,

0 -> Bn~^ En-^Bn^ ,
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be a series of exact sequences over A, and let a J-homomorphism AB be given. 
Then by repeated application of Lemma 2.5, we obtain a series of translations

V:0 -»A^Xo-»yl -> 0
fo ■ ■ 1 1 1

0 —> Bi —* Eq —► B —> 0 ,
(29) A 0 -> A -> X -> A -^ 0

O-tB.-^E! -> Bl-* 0,

0 —> An —»X),_i—>Ai-i—>0
fn-1 ll I

0 —> Bn —> En-l—^Bn-l—*0 ,

Let another series of translations ga, gi........ of the same exact sequences as 
in (29) be given with the sole condition that AfB=AyB. Then the difference 
XQfEa—XoyEa is annihilated by EaB, so that there is XbBi with XbBiEb— 
XofEo—XrfEo. For this X0Bi we prove

(30) ArXoBi=AifBi-A^B,.
In fact we have

(AifBi Aiff Bi AiXqBi)BiEq~ AifBiEq—Aiff BiEq—AiXqBiEq 
"AiX^fEq AiXiffEo —AiXofEq-FAiXQffEQ=0

Since Xo is J-projective there is also X0Ei such that XgEiBiEo^XQfEQ-XoffEg. 
The J-homomorphism

XifEi -XiffEi-XiAiXvEi
is then annihilated by EiBi, for we have

(.XifEi-XiffEi-XiAiX0E1')EiBiE0=XifElB1E„-XiffEiBiEB-XiAiXQEiB1EB 
=XiAi fBiEa—XiAiffBiEB—XiAiXqBiEq 
=XiAi^AifBi —Aiff Bi —Ai XbBi)BiEq = 0

Therefore there is XiE2 with
XiE&E^XifEi-XiffEi-XiAiXoEi , 

for which we have also
(31) A2XiE2B2=A2/B2-A2ffB2.

Thus we obtain inductively a series of Ahomomorphisms 
XoEl , XiE2 , . . . • , XnEn+l , . . ..

such that
XqEiBiEq—-Xq/Eq—XBffEB , 

XnEn + iBn+lEn — Xu An Xn - lEn — XnfEn—XnffEn (ft^O)
This proves the following

Theorem 3.1. Let
(.X*—>A—>0) .... —+X2—>Xi—>Xo—>A—>0

be an augmented projective resolution of A, and
(.E) .... —>E2—*Ei—>Eq—*B—>0

an exact sequence over A. Then any A-homomorphism AB can be extended to a 
translation

•••--> XB-+ Xi-> Xq-^ A -> 0
I I I I

■ • • ■ —> E2—♦ Ei—> Eb—> B —> 0
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Any two such translations extending AB are chain homotopic*). • ■
Similarly we can prove the following
Theorem 3.2. Let

(E) 0->A-+Ea-+Ei->E2-+ ••••
be an exact sequence over A, and

(Q-+B-+Y*) O-^B-yY^Y^Y2-^ ••••
an augmented injective resolution of Be ^a• Then any A-homomorphism AB 
can be extended to a translation

0 -► 21 -> E°-> E1-^ E2-^ • ■ ■ •
1 X 1

0 -» B -» Y°-> Y1-) Y2^ ■ • • •
Any two such translations f, g extending AB are cochain homotopic, i.e., there 
exists a series of A-homomorphisms

ElY°, E2Y\ ..... En+1Yn, ....
such that

E*ElY* =E* fY*-E*gY* , 
E'iE"+iYn—E''Yn-lYn=EnfYn—EngYn (m>0) .

2. Tor* (A, B), Ext" (A, B) and their characteristic properties. Let X* 
be a projective resolution of Ae^. We denote by Hn(X*®AB) the M-th 
homology factor of the O-sequence X^aB, and by Zf^HomA^*, By) the w-th 
homology factor of the upper O-sequence HomA(X*, B) over Z (over A, if A is 
commutative). If Xf is also a projective resolution of A' 6 ^(, and if Azi' e ^a 
is given, then by Th. 3.1. we have unique homomorphisms (or A homomorphisms 
as the case may be)

(32 ) (AZI')*: Z7,XX*®aB)^B,XX*'®aB (^h“ “") ,
(zlzl')*: B«(HomA(X*, B))->B"(HomA(X*, B)) f^"3*) 

satisfying the following conditions
(i) (Azi)*: H„(X*®AB)^Hn(X*®/Jf),

(AZI)*: B«(HomA(X*, B))->H’(HomA(X*, B))
are the identities if AA is the identy.

(ii) For (21 A)*: B„(X*® AB)->Bn(X*®AB),
(21 A)*: BXHomAfX/, BJHBXHonuGT*, B)) ,
(A'A")*: BAX* ®i\B)-^>Hn(X*"®xB),
(21'A")*: B"(HomA(Y*", BB-^B^HomAGV*', B)), 

and
(2121'21")*: H„(X*®aB)-*H„(X*''®aB) ,
(21AA")*: B-"(HomA(X*", B^BXHomAGV*, B)), 

we have
(AA')*-(A'A")*=(AAA")* , 
(AA')*o(A'A")*=(AA'A")* . 

Thus we may consider Hn(X*® \B) and BXHomACX*, B)) as invariants of the 
pair (A, B), and we write Tor*(A, B) for Hn(X*®xB), Ext”(A, B) for 
B^HomACX*, B)). We now verify the characteristic properties I, II, III, IV, I', 
IT, III', IV' and V listed in the introduction of this paper. The homomorphisms 
(2IA')*, (AA')* can be regarded as giving homomorphisms

6) Cf. H. Cartan, Seminaire de topologie algebrique. 1950-51.
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(AA')*: Tor*(A, B)->TorA(A', B)
(AA')*: Ext”(A', B)->Ext"(A, B) , 

satisfying:
1-1) (AA)*, (AA)* are the identities of AA is the identity map.
1-2) (AA')*-(A'A")* = (AA'A")*, (AA')*o(A'A")* = (AA'A")* .

On the other hand, a J-homomorphism BB' induces translations 
X*®aB->X*®B'

HomA(X*, B)-*HomA(X*, B) 
and thus induces homomorphisms

(33) *(BB'): H„(X*®AB)^Hn(X*®AB')
\BBy. B"(HomA(X*B)H7B‘(HomA(X*, B'))

Clearly those homomorphisms in (33) commute with the homomorphisms in 
(32) and therefore they can be regarded as giving homomorphisms

yBBy Tor£(A, B)-,TorA(A, B')
; \BBy. ExtA(A, B)-^ExtA(A, B') 

satisfying:
I'-l) *(BB), ABB) are the identities of BB is the identity map.
I'-2) ABByAB'B")=ABB'B"), *(BBy*(B'B").

V) (AA')* and ABB'') commute with each other, so do also (AA')* and 
*(BB').

Now let
(B) 0-+B->B->B->0

be an exact sequence over A. Since each Xn in the projective resolution X* of 
A is J-projective, the sequences

0 * Xn®\B—> Xn® \B—>Xn® \B—>0
0-»HomA(X„, B)->HomA(X„, B)->HomA(X„, B)->0 

are both exact, i.e. the sequences of translations
0 *x*0ab >x*®aB—>X*®aB—>0
0-»HomA(X*, B)—>HomA(X*, B)—>HomA(X*B)—>0 

are exact. Therefore, by Lemma ffl and ft we obtain homomorphisms
* 9: TorA(A, B^Tor^/A, B) (m = 1, 2........... ),
* 8; Ext^(A, Bj-^Ext^^A, B) (w=0, 1, ....),

and exact sequences
• •■• -Tor£(A, B) *2^Tor£(A,B) *(g^Tnr^4, B)

TorA(A, B)*£Tor^A, Bj-^Tor^A, B)->------ >TorA(A, B)

->TorA(A, B)->TorA(A, B)-+0
0->Ext°A(A, B)->Ext°A(A, B)-»Ext°A(A, B)-> • • • •

ExtA(A, B)->Ext“(A,'B)->Ext^(A, B)->Ext£(A, B)->
Ext»+1(A, B)->Ext£+1(A, B)-> • • • •

Naturality of the functors B c=£ TorA(A, B)
B c^> ExtA(A, B)

is obvious. Thus II' is proved. Ill' is obvious since ®AB is an exact functor 
if B is J-projective, and since HomA(A, B) is an exact (contravariant) functor
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if B is J-injective. Ill is also clear, for if A is A-projective we can take as a 
projective resolution of /I the sequence

.... -'O-^o-^^O
for which augmentation is the identity mapping of A.

The proof of II requires some preliminary considerations. Let
(A) 0->A-^A->A->0

be an exact sequence over A, and let
0—> Ai—>Xq—>4—>0
0—>Ai—>Xq—> A—>0

be projective representations of A and of A. Then since AL is A-projective there 
exists AoA such that AoAA=AiA, Put now A0 = AL®^> (direct sum) and denote 
by XoXj, Ao AL, A^Aq, AoAL the injections and the projections for that direct 
sum. If we define ALA by

A^ALALAA+ALALA ,
then ALA is an epimorphism and the diagram

0 -> AL-> AL-> AL-* 0
(34) J. 1 £

0->A->A->A-»0
is commutative. In fact, let a be an element in A. Then there exists Jo in Ai 
such that (AL)AoA=(a)AA. Since

(« - (i?o) Ao A) A A = (a) A A - (So)  ̂A A = (a) A A- (So) AL A = 0
and since ALA is an epimorphism, Ao contains an element So such that 

(So)ALAA=«—(zo)AqA , 
and so we have

((So) Ai AL + (So) AL AL)ALA = (£0) A„ A„ A+Q)Ao AA _
= (So) AL Ao A„ A A+(So)Ao AL Ao A+(7o)Ao AL Ao A A+(So)Ao Ao Ao A 
“(SojALAA + f^ojALA^/? .

This proves that ALA is an epimorphism. Commutativity of the diagram (34) 
can be shown as follows.

Ao AL A = AL Ao Ao AA+AoAoX A =ALA A
ALAA = ALAoAAA+A'oAoAA=A'oAoA .

Now, if we put trivial sequences 0—>0—>0—>0—>0 above and under (34), and 
if we apply the corollary to Lemmas H, ffl, to the so obtained diagram we see 
that (34) can be supplemented to a commutative diagram

0 0 0
1 ! 1

0 —* Aj—* Ai—* Aj—* 0

(34') 0 -> AL-^ Ao- > AL-> 0

0 -> 4 -^ A -> A -• 0

0 0 0
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where each sequence on a straight line is exact. Repeated application of the 
process to obtain (34') from A will lead us to the following conclusion:

Lemma 3.1. Given any exact sequence
0—>A—^A—^A—>0

there exist projective resolutions X* of A, X* of A, X* of A, and a sequence 
of translations

v' 0->X*-»X^X*->0
- I J. 1

(34") 0->Z-^A-*7L->0

0 0 0
tvhich ts exact. Since each Xn is A-projcctive, each sequence 0—>XB—»Xn—>Xn—>0 
appearing in (34") is direct.

Therefore for an arbitrary J-module B we obtain exact sequences of trans­
lations , ■

0->X*®aB->X*®aB-»X®aB-^0

0-»HomA(X*, B)->HomA(X*, BHHomA(X*, B)-»0 .
These exact sequences and Lemmas H, ft clearly prove the property II.

Finally, if we apply ®AB and HomA( , B) to (26), then by Lemmas 1.6,
1.7, we obtain exact sequences

A®aB -» X0®AB -> A®aB -> 0 ,
^eOaB * Xj®aB —> t1i0aB —* 0 ,

^1B®aB “* XB-i®AB >71b-1®aB *0 ,

and
0 -> HomA(A, B) —> HomA(Xo, B) -♦ HomA(A, B) ,
0 -> HomA(A, B) —> HomA(Xi, B) -+ HomA(A> B) ,

0 —> HomA(^ln-i, B)->HomA(Xn-i, B)->HomA(^ln, B).
Therefore we have

Image of (XB+1®B-+Xn®B)=Image of (t4b+i®B—>Xb®B)
=Kernel of (Xb®B—>21b®B) ,

Kermel of (HomA(XB, B)-*Homn(XB+i, 0)
=Kernel of (HomA(XB, B)-*HomA(21B, B))
= Image of (HomA(21B+i, B)-*HomA(XB, B)) 

This proves
Tor^, B)^®AB , Ext°A(/l, B)=HomA(A B) ,
Tor£(A B)~Kernel of (^b®aB->Xb_i®aB) (m>0) ,
Ext^(A B)sCokernel of (HomA(XB_i, B)->HomA(/lB, B)) («>0)

Obviously, these isomorphisms are natural and the properties III, HF are 
proved.

3. Tor£(.4, B), ExtA(A, B), and resolutions of B.



On the homology theory of modules 215

Let
(To) 0-> B^ Yo-> B-> 0 ,

be a projective representation of B. Then, in the exact sequence TorA(j4, Vo), 
every third group TorA(A, y0) vanishes except Tor^(A, yo)=A®Ayo. Therefore 
we have natural isomorphisms

TorxA(A, B) = Kernel of (Tor0A(A, Bi)->Tor0A(yl, Ko)) 
=Kernel of (A®ABi~>A®Ay0)

TorA(A, B^Tor^./fA, ^) (w>l).
Thus if

0 —> B^ Y^ B -^ 0 
0 -> B2-> Y^ B^ 0

is the series of projective representations giving a projective resolution Y* of 
B, then we have

TorA(A, B)=TorA_1(A, B) = ----=TorA(A, Bn-j)
= Kernel of (A®ABn->A®Ayn-i) > (w>0)

But, the last group being naturally isomorphic to B’n(A®Ay*)=B’n(y*®AA) 
=TorA(B, A), we obtain

Theorem 3.3. TorA(A, B)=B’„(X*®AB)=B’„(y*®AA) = TorA(B, /I).
Similarly we can also prove the analogue of this theorem, namely

Theorem 3.4. Ext” (A, B) is naturally isomorphic to the n-th homology factor 
B-”(HomA(A, y*)) of the upper O-sequence HomA(A, y*), tchere Y* is an arbitrary 
injective resolution of B.

For later purpose we shall give to this theorem a proof of somewhat different 
nature from the proof given above. This proof is based on lemma 2.5. stated 
in the last paragraph of § 2. As we have seen earlier at the end of the foregoing 
paragraph, we have natural isomorphisms

Ext"(A, B) = Homn(An, B)/(AnX-i)*HomA(X.-i, B), 
but, the two conclusions in Lemma 27 give us in turn a series of natural iso­
morphisms

HomA(A„, B)IAnXn-^ HomA(X„_i, B)=HomA(A„_1, B1)/HomA(A„-i, y’XP’B1)# 
= HomA(A„_1, BWAn^Xn-zf HomA(XB-2, B1) 
=HomA(A„_i, B2)/HomA(An_1( Y^Y^ = • • • • 
= ■ • • • =HomA(An-<, Bl)/HomA(An-<y<-iXX-iBJ)# 
= HomA(A„_i, B^An-tXn-i-^ Hom^X-i-i, B1) 
= HomA(A„_(_1, BI+1)/HomA(A„_i+1, y‘Xy‘B,+1)=----

= • • • • =HomA(A, B”)/HomA(A, y«-i)(y”-1B”)# 
=77”(HomA(A, y*)).

This proves the theorem.
Remark. From this proof it is readily seen that if

(X,) 0 -> A„-+ X-!-*------- * X -» -4 ~* 0

(p) o -> b -> y> ->------- > y«-»->B" -> o
is a translation, then AB” 6 HomA(A, B”) represents the same element in 
Ext^(A, B)=HomA(A, B”)/HomA(A, Y^l.Y^B^t as A„B does in Ext^(A, B) 
=Hom (An, B)/(AnX-i)*Hom (X-i, B) .
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It is not hard to see that Tor„(A, B) , Ext((A, B) can be also defined as the 
;i-th homology factor of the lower O-sequence X+® aY* and that of the upper 0- 
sequence HomAlX, Y*), where X*, Y* are projective resolutions of A and B 
respectively, Y* an injective resolution of B, and where the complexes X*®aY*, 
HomA(Y*, Y*) are defined in the usual way. However we shall not go further 
in this direction.

4. Ext^(A, B) and the 72-fold extensions of B by A.
Let A, B be arbitratry J-modules fixed once for all. We call any exact 

sequence over A of the form
h A fEf) 0->B->E„_i->------ >Eo^A-^O (n^l)

an n-fold extension of B by A, and denote the category consisting of all 72-fold ex­
tensions of B by A and of all possible translations between such 72-fold extensions 
that give identities both on A and on B by dfn{A,B). The set of objects in 
this category, i.e., the set of all 72-fold extensions of 5 by 71 will be denoted by 
En(A, B). For two 72-fold extensions E,„ E,,'eE,i(A, B) we shall write En^Ef if 
there exists either a mapping En'Ene AAA,B) or a mapping EnEf e AAA, B), 
En^Ef if there is a finite series of 72-fold extensions En — Ef, Ef..........E,lk = E„ 
eE„(A,B) such that En^EA^ (f=0....... , &-1). Clearly — is an equivalence
relation, by which the elements of En(A, B) are classified into equivalence classes.

Let now X* be a projective resolution of 71. Then, by Theorem 3.1, the 
identity of 71 can be extended to a translation

(X„) 0 -> A,-> X -r^------- > Xi-* 71 -> 0
(34') I ||

(Bn) 0^B-> En^------- > E^ A -> 0 .
If fi, f2 are such translations extending the identity mapping of 71, then 

Theorem 3.1 states further that f\, f2 are chain homotopic, i.e., there exist A- 
homomorphisms XEx, XiE2, .... Xn-2En-i, Xn-iB, such that

XqEiEq—XA^q—XqIEq , 
XiEt+1Ei+XtX,^1Ei=XllEt-Xi2El (z = l, ....,n-2),

Xn-lBEn _1 +X»-iXn -2En -1 — Xn-AEn -1 — Xn -f2En -1 .
Now, as we have

AnXn-iBEn -I — AnXn - AE n_2—AnXn-12E,i -i’—A,,Xn-1X,-2E„ -1
~ A ABE,i-i—An2BEn-i ,

the difference homomorphism AnlB—A„2B lies in the subgroup (AnX-i)* Houia 
(X-i, B) of HomACAn, B.) Therefore in this way we obtain a mapping

(35) EAA, B)->HomA(An, B^AnX,,^ Hohia^-j, B( = Ext^(A, B)
If Xf is another projective resolution, and if EnEn' is a translation e AAA, B)

EA 0 ->B ->£„-!-> •••• ->B0->A->0 
I II I I II

Ef) 0->B-^ Ef.^ ....-> Ef-> A -> 0
of En into another 72-fold extension Ef e A AA, B), then the identity of A can be 
extended to a translation

{Xn ) 0 —> A,/—> Xs-i-> • ■ • • —> Xf—> A —> 0

(X.) o~> A^X-i-* •■•• ->X-> A->0
Then each of the translations X„En in (34'), XAX„En, XnEnEA extends the
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identity of A. This shows firsty that the mapping (35) does not depend on the 
special choice of the projective resolution X* of A, and secondly that equivalent 
n-fold extension of B by A are mapped onto the same element of Ext“(A, B).

We now prove the following
Theorem 3.5. (Classification Theorem) The mapping (35') induces a one-to- 

one correspondence between the equivalence classes of the n-fold extensions E„(A, B) 
of B by A, and the elements of Ext^Tl, B)

As we have shown that equivalent M-fold extensions are mapped onto the same 
element of Ext"(A, B), (35) defines a mapping %B of the set E,fA, B) of equivalence 
classes of En(A, S') into the group Ext"(A, B). In the following paragraphs we 
shall prove that %B is onto and one-to-one.

5. Proof of the classification theorem, I—Construction.
In this paragraph we shall define a mapping

Tn: HomA(AB, B) -> EAA, B)
such that Xn°Tn is the canonical mapping HomA(AB, B)—> ExtA(A, B).

Consirttciion ri- Let AifBe HomA(Ai, B), put W=XU®B (direct sum), and 
define a J-homomorphism AAV by

AAV= AiXoQi-AifB)=AXW-AJBW.
Cleary AAV is a monomorphism, and we have

Ai WX0 = AX WX0 -AifB WXa=A rX0 WXa=A1Xa .
Therefore we may identify Ai= ImAAV to obtain the commutative diagram

0 0 0
i 1 1

0 -> 0 -> A = A -* 0
1 1 1

(36) o->B->W->X-*O ,

B Ef A

0 0 0
where we have put Ef=W/Ai .

Since (36) in commutative it is supplemented uniquely by BEf and EfA 
such that

B WEf=BEf , WX0A = WE/A .
Then, by the corollary to Lemmas tU & till, the sequence over A

(Ef 0-tB-iEj-^A^O
is exact, i.e., Ef is a 1-fold extension of B by A; and we now define Ti- 
HomA(A, B^E^A, B) by

T^f^E, .
Then, putting X0Ef=X0WEf, we have

A J BEr =AJB WEf= A1X0WE/-Al WEf ^AiXAVE^AiXuE, , 
X0E,A=X0WEjA = X0WX0A=X0A .

Thus we obtain a translation
0 -* Ai -> X -> A -> 0

If I II
0 - > B —» X - > A - > 0
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proving that Zi(ri(/)) is represented by / G HomA(di, B).
Constructions Tn. Let now f e HomA(^», B). Applying the above construc­

tion we obtain the following commutative diagrams
0 0

A»— An

(37) 0 -> B -> IV -^ X _i -> 0 (direct)
1 I

0 —* B —> Ej —> An-i * 0 »
I 1
0 0

. (38) 0 -> A,-> %„-!-> A„-!-> 0
1 II

* ■*. 0 —> B ^ Ef —> An-i-^ 0 *
satisfying

(39) AnW^AnXn-iW-AnfBW
Xn-xE^Xn-xWEf

The translation (38) can be extended now to
0 -> An-^ Xn-^ Xn-2->------ > Ao -+ A -> 0

•(40) 1/1 || || II
(E*) 0->B ->£/-» Xre_2->---—> Xo-> A-»0 .

The second sequence Ef of (40) being an w-fold extension of B by A, we define 
r«: HomA(A„, B)->E„(A, B) by

r^fyE-.
Since (40) is a translation, XnT^f) is clearly represented by / e HomA(An, B).

Thus we have proved that /n is one-to-one (h=1, 2, ....)
6. Proof of the classification theorem, II. We must prove finally that the 

mapping %n is one-to-one (w=l, 2, ....). This will be done if we prove the 
following

Lemma 3.2. Let
(Ef) 0 -> B -^ E'n-!-> E'n _2->------ > Ef~^ A -> 0

be an n-fold extension of B by A, and let the identity mapping of A be extended 
to a translation

0 -> An- Xn-y - An_2->-------» Ao -> A -> 0
(41) bl! 1 II

0 ~> B * E'n-x —* E'n-2—*- - * ■ —^Ef—* A > 0 .
If AnfBe HomA(Am, B) lies in the same coset of (AnA^-i)* HomAfWn-i, B), i.e., 
if there is a A-homomorphism Xn-x B such that

Anf B~ An^B A~AnXn-\B , 
then there exists a translation

(Ef) 0 — B — Ef — X — -------- Ao -> A -> 0
(42) 1 II 1 1 1 II

(En ) 0 —> B —»E' n_x—E' n^2—- • • -—E' —* A —> 0
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extending the identity mapping of B and the A-homomorphisms Xn-2E'n_2.......... 
XEf, AA in (41), where Ef is the nfold extension PAfleEAA, B) constructed in 
the preceding paragraphs.

In short, this lemma states that if X^Ef) 6 ExtJ(4, B) is represented by a 
mapping f e Hom aG4„, B) then there is a translation EfEf e ZfA, B) of 
Ef^rff) into Ef. Thus if for two w-fold extension En, Ef eEn(A, B) we have 
XntEn^XnCEn'), then, taking an arbitrary representation/  e HomA(21n,2?), we obtain 
an »-fold extension EfeErfA, B) and two translations EfnEn, EfEf e 'Sn (A, B), 
proving that En~Efn~Ef.

This lemma gives us more than the proof of the classification theorem, 
namely this proves also the following

Theorem 3.6. Two nfold extensions E„, Ef eEAA, B) are equivalent if and 
only if there exist an n-fold extension 'En^EfA, B) and tivo translations 'EnEu, 
EnEn' 6 effA, B).

We shall refer later to a dual of this theorem.
Proof of Lemma 3.2. The only thing that we have to do is to define EfE'n-i 

so that the first and the second sequence in (42) become commutative. To do 
this we first define ’WE'n-1 by

WE'n.1^WBE'n..l + WXn-1E'n-i + WXn-EEf^ .
Then we have
An WEn.^An WBE'n^ +AnWXn-i +AnWXn-1BE'n-1

^ AnXn-i WBE'n-i ~~Anf B WBE'n-l -}- AnXn -1E' n -i -fAnWXn-iBE' n-i
= AnfBE n-i-rAnl/BE'n-ifAnXn-iBE'n-iBE'n-i 
= ( AnfBfAngB'fAnXn~iB)BE/n-i~O .

Therefore, by Lemma 1.1, there exists a J-homomorphism E^Ef-i such that 
WEfE'n-^WE'n-t . We now prove the commutativity BEfE'n-i—BE'n-i in 
the first square of (42), as follows:

BEfE',^ =BWEfE'n^=BWE'n-i
=BWBE'n .,+B WXn .,E'„-i +BWX„.,BE'n.,=BEf^ .

Commutativity EfE'„.1E'n-1—EfXn-2E'n-2 in the second square of (42) is 
equivalent to WE/E'n_,E'n.,= WEfXn-2E'n.2, which is shown in the following 
manner:

WEjE'n-E'n-^ WEf-E'n-2
= WBE' n-iE' -id- WXn -,E' n-iE' n-i + WXn-iBE'  n-iE'n-2

“ WXn -iXn-2E'n-2 
^WX^An^Xn-E' _2 
= WE.rAn-iXn-2E'n_2 
= WEfXn-2E'n-2 .

This proves Lemma 3.2 and completes the proof of the classification theorem.
7. Redefinition of the one-to-one correspondence in the classification theorem 

by means of injective resolutions of B. Let Y* be an injective resolution of 
B. Then by Theorem 3.2, there exists a translation

(En) O^B-^En-,-^ E„.2->------ > Eo -^ A -^ 0
(43 ) 1 II 1 1 1 „

(Yn) 0 -> B ->Y° -> V1 ->------ > Yn~'-+Bn-> 0
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extending the identity mapping of B. The class AB" mod HomA^T'-^K"-1/)")! 
depends neither on the special choice of the translation EnY" nor on the special 
choice of the injective resolution y*. So we obtain a mapping

X/: En(A, B^Ext^A, B)=HomA(A B")/HomA(A y’-«)(y«-iB’>)it.
Now if we superpose (34') on this translation, then we obtain a translation 

" nEnY' . Thus, from what we have remarked after the proof of Theorem 3.4, 
follows that /„ and %n' coincide.

If one develops the dual argument of the preceding paragraphs he can reprove 
the classification theorem, in which course he will obtain the following analogue 
of Theorem 3.6:

Theorem 3.7, Ttvo n-fold extensions E„, 'EneEAA, B) arc equivalent if and 
only if there exist an n-fold extension E/eE^A, B} and iteo translations EnEf, 
'E„En'e ^(A, B).

Remark. For w=l, every translation EE/ in //AB) is an isomorphic 
translation, and so it is invertible. Therefore E^Ef if and only if there exists 
an isomorphic translation EXE' which gives identity mappings on A and on B.

§ 4. Product in the extension groups.

1. Motivation. Let A B, C be J-modules. By the classification theorem 
the elements of Ext'/yl, B) (ff>0) can be considered as the equivalence classes 
of exact sequences of the form

(Ep) 0-> B-> Ep-!-»------ >F0->A->0,
while the elements of Ext/B, C) (#>0) as the equivalence classes of exact 
sequences of the form

(F,) 0->C->F^1->------ >Fo->B->0.
Now if we put these exact sequences in a line in tying them together at B, then 
we get an exact sequence

(EpOE) 0^C->Fg-^------->Fo-»Ep_1->------ Eo->A->0 ,
where we have put F07f'p_1 = Fl)BBp_i. In this way we obtain a pairing

(44 ) Ep(A, B) X Et(B, C)-*EV+ 9(A, C) ,
which we shall call the composition pairing. Obviously this composition pair­
ing satisfies the following conditions.

(i) If Ev^-E'd and Fq~F'9, then vEQF.^E'vOF'q .
(ii) O is associative, i.e„ for GreEr(C, D) we have 

(EpOF,)CGr=EpO(FQOGr) .
1 herefore this defines an> associative pairing

(45) Ext »(A B) x Ext/B, C)->Ext*+’(A C) .
This composition pairing turns out to be bilinear, and the above definition can be 
naturally extended to admit the value p=0 or q=0, To show this we shall begin 
with another equivalent definition of this composition pairing.

2. Composition product. Let X* be a projective resolution of A, and U* 
an injective resolution of C. We have seen earlier that the following identifi­
cations are allowable.

ExfVl, B) = HomA(A„ B^A,,^.^ lIomA(^-i, B) (feO, AL^O) , 
Ext’(B, C)=HomA(B, C’)/HomA(B, W’-^W’-’C")# (<F>0, TV'^O) ,
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Extp+’(/l, C)=HomA(/1„+.„ OKA^nX^.,-^ HomA^+a-!, C)
= n<>mA(A„ C'O/IIomACAJ^-'XVp-’C'Os
= HomA(Hp, C'^ApX,,-^ HomA(Xp_1( C")

(A<z>o, x-^w-^o)
Now if we define a composition product

HomA(A<, B)xHomA(B, C'')->HomA(zl,„ C^
by the simple composition ApBOBCq=ApBCq. Then this product O is clearly 
bilinear and we have also

MA-j)* HomA(Xp_1( B)O Hom (B, C^ApXp-^ HomA(Xp_1( Cq) , 
HomA(Ap, B)QHomA(B, ^-^(W’-’C’)# C HomA(?lp, W^W^C*).

so that O defines a bilinear product
(45') ExtM.-B)xExt’(B, C)->Extp+«(^, C) (/>, (7^0) .

We now show the coincidence of (45) and (45') for p, </>0 in proving that 
Xp{Ep)(2)Xq^Fq')—Xp+q{EpQ)Fq) ,

where % is the mapping appearing in the classification theorem. Let
0 -> ?lp -> Xp^ ->------ > Al, -> A -> 0

(46) 1 ||
0 -> B -> Ep^ -^-------> B, -> A -> 0 ,
0 -^ C -> F.,-! -»------ >F0 -> B -> 0

(47) || 1 11
o-^c->w° -^-------> w*-1-^-* o

be translations such that APB represents XP(Ep) in
HomA(AP) B)l(ApXP_^ Hom^Xp-!, B)

and BCq represents XqiFq) in
HomA(B, C’)/HomA(B, W'-LCW"-’^; .

Now, by Theorem 3.2, APB can be extended to a translation
0 * Ap + q' > Xp+q — X >• ' • •' * Xp “^ Ap > 0

(46') 11 11
0->C -> Fq.x ->------ >F0-+B->0

so that Ap+qC represents Xp+q(EpOFq). Therefore it is sufficient to prove coinci­
dence of the element in HomA(?lp+q, C)/(?lp+,Xp+Q-i)* HomA(Xp+9_1, C) 
represented by Ap+qC and the element in HomA(.Ap, C’)/HomA(ylpTY9_l)(W'’-IC'!)# 
represented by ApBCq, or equivalently, to prove that AP+QC and ApCq=ApBCq 
can be extended to a translation

0 > Ap+q * Xp+q—1 >• • - ■ > Xp * Ap > 0
(48) 11 11

0-> C -> W° -*------- >Wq-1-*Cq ->0
Translation (48) is readily obtained in composing the translations (46') and (47). 
Thus the coincidence of (45) and (45') is proved, and so (45') is independent of 
the special choice of resolutions.

Let Y^, Y* be projective resp. injective resolutions of B. If we put Y*, 
Y* in a line in tying them together at B, then the resulting sequence

W
(m ------<Ki-»y0 -> yo^yi^....

is exact. (Y* will be called a complete resolution of B.) By Theorems 3.1, 3.2, 
ApBe HomA(^4p, B) can be extended to a translation
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Also BCq eBomAB, Cq} can be extended to a translation 
0->£,->/,-!-►------->7o —* T0-*------ ^yp-i-fip-O

(50) |1 | ^^ | | I

0->C->V7° -*------tlF’-1 —> W^-t-------»W«+p->-»C’+,,->0 .
Since the composite of the translations (49) and (50) gives a translation
X(P+9)—>tA’+,,>, the three J-homomorphisms Ap+gBqC, ApBC, and ABpCq*p
represent one and the same element in Ext" + "(A, C) .

Take now an injective resolution V* of De ^a an^ let «” 6Ext’CA, B) be 
represented by ApBe HomA(Ap, B), ^’GExt’(B, C) by BCq e Bom AB, Cq), and 
rre Exf(C, D) by COre Hom A(C, Dr). Then, we proceed as follows:

(i) Extend (49) leftward up to AP+q+rBq+r ,
(ii) Take a complete resolution Ui of C and extend (50) leftward up to

Bq+rCr,
(iii) Replace BC“ by CDr and extend it to obtain a similar translation as 

(50), and finally
(iv) Extend the translation obtained in (iii) rightward up to C'+pDr.

Thus we obtain a commutative diagram

From what we have seen above, it follows then:
(i) Each of Ap+qBqC, ApBC, ABpCq+p represents apO$q.
(ii) Each of Bg+rCrD, BqCDr, BC'lDr+" represents ^qOrr .

Thus (a’'O(9")Orr is represented by each one of
Ap+t+rBq+rCr-CrD, Ap+qBqC-CDr, ABpCq*pDr'q*p, 

while a”O(^’Orr) by each one of
Ap+q+rBq+r-Bq+rCrD, APB ■ BCqD^q , ABp-BpCq+pDr*q+p .

This proves the associativity (apO^)Orr=a’’O(^Or’') . Summarizing, we have 
established the following

Theorem 4.1. The composition product O:
Ext^A, B)xExt"(B, C)->Extp+’(A, C) (A «^0) 

defined in (45') is bilinear and associative. For p, <?j>0, O is induced by the 
pairing (44).
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Corollary. ExIaCA, A) Jins the structure of a ring in which multiplication 
is defined by the composition product O.

3. The effect of multiplication by the elements of Ext0 and Ext1.
Theorem 4.2. Let a°e Ext°(A B) be represented by AB e HomA(A, B). Then 

the left multiplication by cd, 
a°O: Ext°(B, C)->Ext’(A, C)

is identical with the induced homomorphism (AB)*. If fo° eExtfB, C) is re­
presented by BCe Hom a(B, C), then the right midtiplication by p"

0/3°: Extp(A, B)->Extp(A, C) 
coincides tvith the induced homomorphism *(BC).

Proof. (AB)* is induced by (AqBq)*: HomA(B3, C)~>HomA(A3, C) obtained 
in a translation

0 -> A -> X,_i ->-------* Xo -> A -> 0
(5D 11

0 — B, -» Y^ ->------->Y0 -+B-+0
extending AB, while a°O by (AB)^: HomA(B, C’)—»HomA(A, C11).
If BqCe HomrfBq, C) is extended to a translation

0 -»B, -> Yq-t ->-------> y0 -» B ^ 0
(52) 11 11

0->C->B° ->-------> U^-^C1->0 ,
then BqC, BC1 represent the same element, say /S’, in Ext’(B, C). Combining 
(51) and (52) we have now a commutative diagram

0-♦ A, -* A q_i—>• ■•■-> A -+ A->0
1 1 1 1

0 ->B„ -IVi — •••-To -> B-*0
1 1 1 1

0 -> c -> U° — ----- > U"- >-> &-> 0
in which AqBqC represents (AB)*pq and ABC1 represents aQOPQ. Therefore we 
have (ABff^cdOf1.

The latter statement of the theorem can be proved quite similarly.
Theorem 4.3. Let o^eExt’CA B) be represented by an exact sequence 

(E) () ^ B -^ E-> A->0 .
Then the left multiplication by a1,

a'O: Ext’(B, C)-» Ext’+1(A C)
is identical with the coboundary homomorphism 8* with respect to the exact 
sequence E. If JTe Ext^B, C) is represented by an exact sequence

(F) 0->C->F->B->0,
then the right multiplication by P1,

OP1: Ext’(A B)-+ Extp+1(A, C) 
coincides with the coboundary homomorphism *3 with respect to the exact 
sequence F.

Proof. If we extend the identity mapping of A to a translation
(Xo) 0 -> A -► A -> A -> 0

1 1 1 II
(E) 0 -> B -> E -> A-+0 ,

Then we have fE)=a1, so that AxBe HomA(AI( B) represents a1. On the other 
hand, if we denote the coboundary homomorphism Extp(Ai, C)-» Ext"+1(A, C)
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with respect to Xo with 5%. Then we have 5ll*o(A1B)*=(AA)*o5*=5*. So we 
now prove a'O=5u*o(AB)*. If i^e Ext’(B.C) is represented by BCqe HomA(B,CI), 
then (A}B)*P'' is represented by AiBC'e HomA(Ai, C"), and a'Oft'1 also by 
AiBCqe HomAtA, Cq). Thus, 30* being nothing other than the identification 
isomorphism

50*: Ext’(Alt C^Ext^’CA C), 
we have proved the first assertion a10 = 5* of the theorem. 

Next, extend the identity mapping of C to a translation
GF) 0->C-*F-+B->0

1 II 1 1
(£7°) 0->C-> G°-»Cl->0

to obtain BCl representing ^’. If ape Extp(A B) is represented by AltBe 
HomA(Ap, B), then a”O^1 is represented by ApBCl. On the other hand we 
have *5ap=*50(a"*(BC1)), where *50 is the coboundary homomorphism with 
respect to U°. a^BC') being represented by A„BC‘, and *50 being nothing 
other than the reduction isomorphism

*5i: Extp(B, C^Ext^CB, C) , 
we have *3ap=apO0l. This completes the proof.

4. y-product in the cohomology group ExtA(A, 13).
As we have remarked before, the composition product O gives the struc­

ture of a ring to ExtA(A, A). This is a special case of the following more general 
notion of y-product in’ ExtA(A, B).

Let y be an arbitrary J-homomorphism from B into A. V can be also con­
sidered as an element in Ext°(B, A). We now fix one ye Hoit1a(B. A). Then, 
y-product in ExtA(A, B) is defined as follows. Let a e Ext'/A, B), ^eExt"(A, B). 
Then aOyeExtp(A, A) so that (aOy)O^e Ext"+’(A, B). On the other hand we 
have yO^eExt’fB, B), and aO(yO0)eExt',+''(A, B). Since O is associative these 
two elements (aOy)O^, aO(yO^) equal to each other. So we define the y-product 
a^0 of a and & as

ay/3=aOyO/3 ,
Then bilinearity of y is clear; associativity is checked as

(«y0)V r=(aOyO/3)OyOr=aOyOG3QyOr)=«yG?y r),
If / e HomA(A, A')=Ext°(A, A), then yO/e HomA(B, A), and putting 

y' = yO/ we have, by Theorem 4.2,
/*(a/y0')=(/*A)y (/*;?') . («', fl' e ExtA(A, B))

On the other hand, if ye HomA(B', B)=Ext"(B', B), then putting y'^yOye 
HomA(Bz, A), we have

*y(a'y/3,) = (*yetz)y(*y/9/) .
This shows the naturality of the y-product.

5. Relation to the homology theory of associative systems.
Let n denote a group or more generally an associative system with unit, 

2(11) the algebra of II over Z, and let G be a U-group, i.e., a Z(Il)-module. As 
stated by Cartan and Eilenberg, Byil, G), the n-th homology group, and Zfqll, G), 
the w-th cohomology group of II with coefficients in G can be defined as the 
w-th torsion product Tor^^fZ, G) and as the w-th extension group Ext^/Z, G) 
respectively, where Z is considered as a 11-group on which each element of II 
operates identically. As stated further by the same authors, the multiplicative
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structure of the cohomology group 7f*(II, 72)=Ext^(n)(Z, R) with coefficients in 
a ring R with unit can be introduced in the following manner. Let X* be a 
projective resolution of the Z(II)-module Z. Then X^=X^®zX^ is a projective 
resolution of the Z(II x II)-module Z®zZ=Z. By the diagonal injection II->II x Id, 
the augmented sequence X*2—>Z—>0 can be considered as an exact sequence over 
Z(II). Therefore there exists a translation

X*->Z->0

X*2->Z->0
which is unique up to a chain homotopy.

On the other hand any pair of Z(II)-homomorphisms XP72 e Hom^n/Xp, 72), 
XqRellomzmtXq, R) determines in a natural way a homomorphism 
XpR®XqRe]Iomzcn.:>(X1,®zXq, R), and thus we have a canonical homomorphism

(53) Hom^(n)(X*, R)®z Hom^cnXX*, R)—> Homzoi/X*2, R) ,
which is compatible with the coboundary operators. Combining (53) with the 
homomorphism r*: Hom^n/X*2, R) Hom^n/X*, R), and passing to the co­
homology groups, i.e., extension groups, we give now a homomorphism

(54) ExtJ(n/Z, R)®z ExtJ(n/Z, 72)-> Ext^(Z, R)
to introduce in Extz(nj(Z, 7?) the structure of a ring.

Finally we shall prove the following
Theorem 4.4. Let 72(11) denote the algebra of II over R. Then any 72(H)- 

module is automatically a W-group, and in this sense we have
(i) ftffi, G) = Tor^(72, G) ,
(ii) 77"(n, OExt^/K, G),
(iii) 77*(n, 72) = ExtKCW(72, 72) ,

where Ext^cmC^, 7?) is provided with the ring structure defined by the composi­
tion product O.

Proof. Let X* be a free resolution of the Z(II)-module Z. The augmented 
exact sequence X*—>Z—>0 is then direct as an exact sequence over Z, Therefore 
the lower sequence

(55) X*®zR -» Z®zR(=R) -» 0
is also exact. Now each X„ in X* being Z(II)-free, Xn®zR can be considered 
as an 72(II)-free module, and (55) as a free resolution of the 72(ll)-module Z®R=R. 
Thus Tor«cn\72, G) is defined as the 72-th homology factor of the lower 0-sequence

(X*®z72)®b<toG •
and Ext«m(7?, G) as the 22-th homology factor of the upper 0-sequence 

Homn(n)(X*®z72, G).
We now show identities

(X^®zR)®ncn)G=X^®zcn)G , 
HomK(n)(X*®z72, G)=Hom^(n>(X*, G),

which will prove (i) and (ii). Since X* is Z(II)-free, it is sufficient to obtain 
natural isomorphisms

(Z(n)®^)®K(njG=Z(n)®^roG , 
HomRm(Z(n)®zI2, G)=Hom^n/2(II), G) .

These identities are both obvious, for we have natural identifications 
(Z(n)®z72)®Rcn>G=7?(n)®B(n)G=G=Z(n)®;mi>G ,
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Hom^i^ZUl)®;^, G)=HomAW(2?(n), G)=G=Homz(m(Z(H), G).
To prove (iii) we first replace Z by R in (54) in the following way. Let A'* 

be a projective resolution of the R(Il)-module R. Then, quite in the same way 
as in the case of Z, we obtain the exact sequence over R(1I)

AV( = X*®«X*) -> R -> 0 , 
and a translation

AT# -> R -> 0
r .

X*2-* R -> 0 , 
through which a bilinear multiplication

(54') Ext?CII)(R, R)®x Ext’^/R, R) -> Ext^*. R)
is obtained. Obviously (54') agrees with (54) under the identification

Extz<n>(Z, R)= ExtK(n/R, R)
obtained in (ii). Therefore what we have to prove is the coincidence of (54') and 
the composition product in the corollary to Theorem 4.1.

Now, since the product (54') and the composition product are both independent 
of the special choice of a projective resolution of the R(ll)-module R, we may 
take as X* the special resolution ‘ non-homogeneous complex of II ’, namely the 
exact sequence

0« e
------   C, —> C,_i ->------ > G -> Co —> R -> 0

over R(ll), where Cq is the R(ll)-free module with base 
[si............ S,] (si............ s.; ell), 

and where we have put
0o[Si.............. SQ] = S1[S2.............  Sol + ^iT/C-l)f[Sl............. SiSi + i................ So]

+(-l)’[si..........s,-i],

Then a translation r: C*—>C*2(=C*®kC*) extending the identity mapping of R 
is given as follows:

To[si,..........S,] = [ ]®[Si,............Sol + S'.'i'Dh................ St]®Si.. ..S|[si*l............. .. Sil

+ [slt .. .., S<;]®Si... *So[ 1 •

Therefore (54') is given by the multiplication
Hom^n/Go, R) x Hom^tn/Ci, R)—>HomAxn)(Cp+o, R) 

defined as
(.A.7)([S1, • • • ■ » Sp, Sp+1, . ...,Sp+q])

= /([Si.............. SpD'^Sj.. . .Sp[Sp+i, ..... Sp+oJ)

= /fe> . . . ., Sp])-Si. .. .Sp<7([Sp+1, .. .., Sp+o])

(/e Hom^n/Cp, R), ye Hom^n/Gi. J?))
On the other hand, if we define R(II)-homomorphisms ft'. Xp+t-^Xt (^=0,

1, ....) for given /e Homscn/Cp, R) by
A([S1,..........Sp, Sp+1, . .. ., Sp+»])=/([Si,............. Sp])-51. . . .Sp[Sp+i, ..... Sp+il >

then it is easy to verify
0*»A=A-io0p+jt (fe=l,2, ....), 

e°A=/ .

so that f={A A> A. ....} defines a translation
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• * • • > Cp+q—>• • * •—> Cp+i—> Cp —“> Rp “■* 0

------ , cq ->-------> Ci -> Co -> 1? -> 0 ,
where CpRpR=f, Thus, for ge Hom0)(C«, R), the composition product AO.? 6 
Hom^n/Cp+g, R) which, by definition, represents the composition product of the 
elements in Ext^nX-K, R) represented respectively by f and g is so obtained that 

ifoOyXfsi........... Sp, Sp+i, ...., Sp+o])
=!7(A([Si......... . Sp, SP+i,.......Sp+<i]))
=!7(y([si, • • • •> Sp])‘Si- • • -Sp[sp+i..........$p+«]) 
“/([sb ...., Sp])-Si... .Sp<7([Sp+i, ...., Sp+t]) .

This shows the identity fqOg=f -g and therefore, the coincidence of the product 
in ffXII, R) and the composition product in Ext^nX-R. R\ q.e.d.
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