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Preface

There is a canard that every textbook of algebraic topology either ends with
the definition of the Klein bottle or is a personal communication to J. H. C.
Whitehead. Of course, this is false, as a glance at the books of Hilton and
Wylie, Maunder, Munkres, and Schubert reveals. Still, the canard does reflect
some truth. Too often one finds too much generality and too little attention
to details.

There are two types of obstacle for the student learning algebraic topology.
The first is the formidable array of new techniques (e.g., most students know
very little homological algebra); the second obstacle is that the basic defini-
tions have been so abstracted that their geometric or analytic origins have
been obscured. I have tried to overcome these barriers. In the first instance,
new definitions are introduced only when needed (e.g., homology with coeffi-
cients and cohomology are deferred until after the Eilenberg—Steenrod axioms
have been verified for the three homology theories we treat—singular, sim-
plicial, and cellular). Moreover, many exercises are given to help the reader
assimilate material. In the second instance, important definitions are often
accompanied by an informal discussion describing their origins (e.g., winding
numbers are discussed before computing 7,(S!), Green’s theorem occurs
before defining homology, and differential forms appear before introducing
cohomology).

We assume that the reader has had a first course in point-set topology, but
we do discuss quotient spaces, path connectedness, and function spaces. We
assume that the reader is familiar with groups and rings, but we do discuss
free abelian groups, free groups, exact sequences, tensor products (always over
Z), categories, and functors.

I am an algebraist with an interest in topology. The basic outline of this
book corresponds to the syllabus of a first-year’s course in algebraic topology
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designed by geometers and topologists at the University of Illinois, Urbana;
other expert advice came (indirectly) from my teachers, E. H. Spanier and S.
Mac Lane, and from J. F. Adams’s Algebraic Topology: A Student’s Guide. This
latter book is strongly recommended to the reader who, having finished this
book, wants direction for further study.

I am indebted to the many authors of books on algebraic topology, with
a special bow to Spanier’s now classic text. My colleagues in Urbana, es-
pecially Ph. Tondeur, H. Osborn, and R. L. Bishop, listened and explained.
M.-E. Hamstrom took a particular interest in this book; she read almost the
entire manuscript and made many wise comments and suggestions that have
improved the text; my warmest thanks to her. Finally, I thank Mrs. Dee
Wrather for a superb job of typing and Springer-Verlag for its patience.

Joseph J. Rotman

Addendum to Second Corrected Printing

Though I did read the original galleys carefully, there were many errors that
eluded me. I thank all who apprised me of mistakes in the first printing,
especially David Carlton, Monica Nicolau, Howard Osborn, Rick Rarick,
and Lewis Stiller.

November 1992 Joseph J. Rotman

Addendum to Fourth Corrected Printing

Even though many errors in the first printing were corrected in the second
printing, some were unnoticed by me. I thank Bernhard J. Elsner and Martin
Meier for apprising me of errors that persisted into the the second and third
printings. I have corrected these errors, and the book is surely more readable
because of their kind efforts.

April, 1998 Joseph Rotman



To the Reader

Doing exercises is an essential part of learning mathematics, and the serious
reader of this book should attempt to solve all the exercises as they arise. An
asterisk indicates only that an exercise is cited elsewhere in the text, sometimes
in a proof (those exercises used in proofs, however, are always routine).

I have never found references of the form 1.2.1.1 convenient (after all, one
decimal point suffices for the usual description of real numbers). Thus, Theorem
7.28 here means the 28th theorem in Chapter 7.
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CHAPTER 0

Introduction

One expects algebraic topology to be a mixture of algebra and topology, and
that is exactly what it is. The fundamental idea is to convert problems about
topological spaces and continuous functions into problems about algebraic
objects (e.g., groups, rings, vector spaces) and their homomorphisms; the
method may succeed when the algebraic problem is easier than the original
one. Before giving the appropriate setting, we illustrate how the method
works.

Notation

Let us first introduce notation for some standard spaces that is used through-
out the book.

Z = integers (positive, negative, and zero).
Q = rational numbers.

C = complex numbers.

I = [0, 1], the (closed) unit interval.

R = real numbers.

R" = {(x{, X5, ..., X,)|x; € R for all i}.

R" is called real n-space or euclidean space (of course, R" is the cartesian
product of n copies of R). Also, R? is homeomorphic to C; in symbols, R? ~ C.
If x = (xy, ..., X,) € R", then its norm is defined by ||x|| = /) j=; x? (when
n = 1, then | x| = |x|, the absolute value of x). We regard R" as the subspace
of R**! consisting of all (n + 1)-tuples having last coordinate zero.

S"={xeR"™:|x|| = 1}.
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S" is called the n-sphere (of radius ! and center the origin). Observe that
S" < R"*!(as the circle S* = R?); note also that the 0-sphere S° consists of the
two points {1, —1} and hence is a discrete two-point space. We may regard
S" as the equator of S"**;

Sn = R'ﬂ‘1 ﬂ S"+1 = {(xl, ey xn+2) € Sn+1: Xp+2 = 0}

The north pole is (0,0, ..., 0, 1) e S*; the south pole is (0,0, ...,0, —1). The
antipode of x = (x,, ..., x,+,) € S"is the other endpoint of the diameter having
one endpoint x; thus the antipode of x is —x = (—X,..., —X,41), for the
distance from —x to x is 2.

D"={xeR" |x| <1}.

D" is called the n-disk (or n-ball). Observe that S * = D" = R"; indeed $"™! is
the boundary of D" in R".

A" = {(x1, X3, ..., Xpsy) € R" 1 each x; > 0and Y x; = 1}.

A" is called the standard n-simplex. Observe that A° is a point, A! is a closed
interval, A? is a triangle (with interior), A3 is a (solid) tetrahedron, and so on.
It is obvious that A" ~ D", although the reader may not want to construct® a
homeomorphism until Exercise 2.11.

There is a standard homeomorphism from S" — {north pole} to R, called
stereographic projection. Denote the north pole by N, and define o: S* — {N}
— R" to be the intersection of R" and the line joining x and N. Points on
the latter line have the form tx + (1 — t)N; hence they have coordinates
(txy, ..., tX,, tXpsq + (1 — ). The last coordinate is zero for t = (1 — x,41)7";
hence

O'(X) = (txl’ rees txn)>

where t = (1 — x,.,)"!. It is now routine to check that ¢ is indeed a homeo-
morphism. Note that ¢(x) = x if and only if x lies on the equator $"*.

Brouwer Fixed Point Theorem

Having established notation, we now sketch a proof of the Brouwer fixed point
theorem: if f: D" — D" is continuous, then there exists x € D" with f(x) = x.
When n = 1, this theorem has a simple proof. The disk D! is the closed interval
[—1, 1]; let us look at the graph of f inside the square D* x D*.

! It is an exercise that a compact convex subset of R” containing an interior point is homeomor-
phic to D" (convexity is defined in Chapter 1); it follows that A", D", and I" are homeomorphic.
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-1, 1 (1, D

ae [ ¥/

(-1, -1 (1, -1

Theorem 0.1. Every continuous f: D' — D! has a fixed point.

ProOOF. Let f(—1) = aand f(1) = b. If either f(—1) = —1 or f(1) = 1, we are
done. Therefore, we may assume that f(—1) =a > —landthat f(1)=b < 1,
as drawn. If G is the graph of f and A is the graph of the identity function (of
course, A is the diagonal), then we must prove that GN A # (. The idea is to
use a connectedness argument to show that every path in D' x D! from a to
b must cross A. Since f is continuous, G = {(x, f(x)): x € D'} is connected [G
is the image of the continuous map D! —» D! x D! given by x> (x, f(x))].
Define A = {(x, f(x)): f(x) > x} and B = {(x, f(x)): f(x) < x}. Note thata € A
and be B, so that 4 # (¥ and B # . If GNA = (&, then G is the disjoint
union

G=AUB.

Finally, it is easy to see that both 4 and B are open in G, and this contradicts
the connectedness of G. |

Unfortunately, no one knows how to adapt this elementary topological
argument when n > 1; some new idea must be introduced. There is a proof
using the simplicial approximation theorem (see [Hirsch]). There are proofs
by analysis (see [Dunford and Schwartz, pp. 467-470] or [Milnor (1978)1);
the basic idea is to approximate a continuous function f: D" — D" by smooth
functions g: D" — D" in such a way that f has a fixed point if all the g do; one
can then apply analytic techniques to smooth functions.

Here is a proof of the Brouwer fixed point theorem by algebraic topology.
We shall eventually prove that, for each n > 0, there is a homology functor H,
with the following properties: for each topological space X there is an abelian
group H,(X), and for each continuous function f: X — Y there is a homomor-
phism H,(f): H,(X) — H,(Y), such that:

H,(g o f) = H,(g) > H,(f) 1)
whenever the composite g o f is defined;

H,(1y) is the identity function on H,(X), ()
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where 1y is the identity function on X;;
HD")=0 foralln>1; (3)
H,(S")#0 foralln > 1. 4)

Using these H,’s, we now prove the Brouwer theorem.

Definition. A subspace X of a topological space Y is a retract of Y if there is
a continuous map? r: Y — X with r(x) = x for all x € X; such a map r is called
a retraction.

Remarks. (1) Recall that a topological space X contained in a topological
space Y is a subspace of Y if a subset V of X is open in X if and only if
V = X NU for some open subset U of Y. Observe that this guarantees that
the inclusion i: X & Y is continuous, because i "1(U) = X NU is open in X
whenever U is open in Y. This parallels group theory: a group H contained
in a group G is a subgroup of G if and only if the inclusion it H< G is a
homomorphism (this says that the group operations in H and in G coincide).

(2) One may rephrase the definition of retract in terms of functions. If
i: X & Y is the inclusion, then a continuous map r: Y - X is a retraction if
and only if

roi=1y.

(3) For abelian groups, one can prove that a subgroup H of G is a retract
of G if and only if H is a direct summand of G; that is, there is a subgroup K
of G with KN H =0and K + H = G (see Exercise 0.1).

Lemma 0.2. If n > 0, then S" is not a retract of D"*'.
PROOF. Suppose there were a retraction r: D"*! — S”; then there would be a
“commutative diagram” of topological spaces and continuous maps

Dn+1

7\

=

(here commutative means that r o i = 1, the identity function on S*). Applying
H, gives a diagram of abelian groups and homomorphisms:

H,,(Dn+1)

H,() / \H..(r)

H,(S") H—(l)’ H,(S").

n

2 We use the words map and function interchangeably.
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By property (1) of the homology functor H,, the new diagram commutes:
H,(r) o H,(i) = H,(1). Since H,(D"*!) = 0, by (3), it follows that H,(1) = 0. But
H,(1) is the identity on H,(S"), by (2). This contradicts (4) because H,(S") # 0.

g

Note how homology functors H, have converted a topological problem
into an algebraic one.

We mention that Lemma 0.2 has an elementary proof when n=0. It
is plain that a retraction r: Y — X is surjective. In particular, a retraction
r: D! — §° would be a continuous map from [ —1,1] onto the two-point set
{£1}, and this contradicts the fact that a continuous image of a connected
set is connected.

Theorem 0.3 (Brouwer). If f: D" — D" is continuous, then f has a fixed point.

PROOF. Suppose that f(x) # x for all x € D*; the distinct points x and f(x) thus
determine a line. Define g: D" — S"! (the boundary of D") as the function

g(x)

assigning to x that point where the ray from f(x) to x intersects S"~*. Ob-
viously, x € $"~! implies g(x) = x. The proof that g is continuous is left as an
exercise in analytic geometry. We have contradicted the lemma. O

There is an extension of this theorem to infinite-dimensional spaces due to
Schauder (which explains why there is a proof of the Brouwer fixed point
theorem in [Dunford and Schwartz]): if D is a compact convex subset of a
Banach space, then every continuous f: D — D has a fixed point. The proof
involves approximating f — 1, by a sequence of continuous functions each of
which is defined on a finite-dimensional subspace of D where Brouwer’s
theorem applies.

EXERCISES

*0.1. Let H be a subgroup of an abelian group G. If there is a homomorphismr: G - H
with r(x) = x for all x e H, then G = H @ ker r. (Hint: If y e G, then y = r(y) +
(y —r(»))
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0.2. Give a proof of Brouwer’s fixed point theorem for n = 1 using the proof of
Theorem 0.3 and the remark preceding it.

0.3. Assume, for n > 1, that H(S") = Z if i = 0, n, and that Hy(S") = 0 otherwise.
Using the technique of the proof of Lemma 0.2, prove that the equator of the
n-sphere is not a retract.

0.4. If X is a topological space homeomorphic to D", then every continuous f: X — X
has a fixed point.

0.5. Let f,g: 1 —>I x Ibe continuous; let f(0) = (a, 0) and f(1) = (b, 1), and let g(0) =
(0, ¢) and g(1) = (1, d) for some q, b, ¢, d € 1. Show that f{(s) = g{(t) for some s,
t € I; that is, the paths intersect. (Hint: Use Theorem 0.3 for a suitable map
I x I -1 x L) (There is a proof in [Maehara]; this paper also shows how to
derive the Jordan curve theorem from the Brouwer theorem.)

0.6. (Perron). Let 4 = [a;] be a real n x n matrix with a;; > 0 for every i, j. Prove
that 4 has a positive eigenvalue 4; moreover, there is a corresponding eigenvector
X = (Xy,X5, ..., X,) (L., Ax = Ax) with each coordinate x; > 0. (Hint: First define
o:R" >R by o(x;, X5, ..., %,) = Y 7=y X;, and then define g: A" - A"™! by
g(x) = Ax/o(Ax), where x € A" ' = R"is regarded as a column vector. Apply the
Brouwer fixed point theorem after showing that g is a well defined continuous
function.)

Categories and Functors

Having illustrated the technique, let us now give the appropriate setting for
algebraic topology.

Definition. A category % consists of three ingredients: a class of objects, obj %;
sets of morphisms Hom (A4, B), one for every ordered pair 4, B € obj %; com-
position Hom(4, B) x Hom(B, C) -» Hom(4, C), denoted by (f, g)+>¢ o f, for
every A, B, C € obj %, satisfying the following axioms:

(i) the family of Hom(A4, B)’s is pairwise disjoint;
(ii) composition is associative when defined;
(iii) for each A € obj %, there exists an identity 1, € Hom(A4, A4) satisfying
1, o f = fforevery f € Hom(B, A4),all B € obj ¥,and g o 1, = g for every
g € Hom(4, C), all C € obj 4.

Remarks. (1) The associativity axiom stated more precisely is: if f, g, h are
morphisms with either ho(go f) or (hog)o f defined, then the other is
also defined and both composites are equal.

(2) We distinguish class from set: a set is a class that is small enough
to have a cardinal number. Thus, we may speak of the class of all topological
spaces, but we cannot say the set of all topological spaces. (The set theory we
accept has primitive undefined terms: class, element, and the membership
relation e. All the usual constructs (e.g., functions, subclasses, Boolean opera-
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tions, relations) are permissible except that the statement x € A4 is always false
whenever x is a class that is not a set.)

(3) The only restriction on Hom(A4, B) is that it be a set. In particular,
Hom(A, B) = ¢ is allowed, although axiom (iii) shows that Hom(A4, 4) # &
because it contains 1,.

(4) Instead of writing f € Hom(A, B), we usually write f: 4 — B.

EXAMPLE 0.1. ¥ = Sets. Here obj % = all sets, Hom(4, B) = {all functions
A — B}, and composition is the usual composition of functions.

This example needs some discussion. Our requirement, in the definition of
category, that Hom sets are pairwise disjoint is a reflection of our insistence
that a function f: 4 — B is given by its domain A, its target B, and its graph:
{all (a, f(a)): a€ A} = A x B. In particular, if 4 is a proper subset of B, we
distinguish the inclusion i: 4 & B from the identity 1, even though both
functions have the same domain and the same graph; i e Hom(4, B) and
1, e Hom(4, A4), and so i # 1,. This distinction is essential. For example, in
the proof of Lemma 0.2, H,(i) = 0 and H,(1,) # O when A = S"and B = D"*'.
Here are two obvious consequences of this distinction: (1) If B = B’ and
f:A— Band g: A - B are functions with the same graph (and visibly the
same domain), then g = i o f, where i: B & B’ is the inclusion. (2) One may
form the composite h o g only when target g = domain h. Others may allow
one to compose g: A — B with h: C - D when B = C; we insist that the only
composite defined here is h o i o g, where i: B & C is the given inclusion.

Now that we have explained the fine points of the definition, we continue
our list of examples of categories.

ExampPLE 0.2. ¥ = Top. Here obj ¥ = all topological spaces, Hom(4, B) =
{all continuous functions 4 — B}, and composition is usual composition.

Definition. Let € and o/ be categories with obj ¥ = obj /. If A, B € obj &,
let us denote the two possible Hom sets by Homg(A, B) and Hom (A, B).
Then € is a subcategory of o/ if Homy(A, B) @ Hom (4, B) for all 4, Be
obj € and if composition in ¥ is the same as composition in «Z; that is, the
function Homg(A4, B) x Homy(B, C) - Homg(A4, C) is the restriction of the
corresponding composition with subscripts 7.

ExaMPLE 0.2". The category Top has many interesting subcategories. First, we
may restrict objects to be subspaces of euclidean spaces, or Hausdorff spaces,
or compact spaces, and so on. Second, we may restrict the maps to be differ-
entiable or analytic (assuming that these make sense for the objects being
considered).

ExAMPLE 0.3. € = Groups. Here obj ¢ = all groups, Hom(4, B) = {all homo-
morphisms A — B}, and composition is usual composition (Hom sets are so
called because of this example).
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EXAMPLE 0.4. ¢ = Ab. Here obj € = all abelian groups, and Hom(4, B) = {all
homomorphisms A — B}; Ab is a subcategory of Groups.

ExaMpLE 0.5. € = Rings. Here obj ¥ = all rings (always with a two-sided
identity element), Hom(4, B) = {all ring homomorphisms A — B that pre-
serve identity elements}, and usual composition.

ExAMPLE 0.6. ¥ = Top>. Here obj % consists of all ordered pairs (X, A), where
X is a topological space and A is a subspace of X. A morphism f: (X, 4) —
(Y, B) is an ordered pair (f, f’), where f: X — Y is continuous and fi = jf’
(where i and j are inclusions),

A
f’l
B

and composition is coordinatewise (usually one is less pedantic, and one says
that a morphism is a continuous map f: X — Y with f(4) < B). Top? is called
the category of pairs (of topological spaces).

', x

f

. >

J

ExamPLE(Q.7. € = Top, . Here obj ¥ consists of all ordered pairs (X, x,), where
X is a topological space and x,, is a point of X. Top,, is a subcategory of Top?
(subspaces here are always one-point subspaces), and it is called the category
of pointed spaces; x, is called the basepoint of (X, x,), and morphisms are called
pointed maps (or basepoint preserving maps). The category Sets, of pointed
sets is defined similarly.

Of course, there are many other examples of categories, and others arise
as we proceed.

EXERCISES

0.7. Let f € Hom(A4, B) be a morphism in a category %. If f has a left inverse g
(g e Hom(B, A) and go f =1,) and a right inverse h (h € Hom(B, A) and
foh=1g),theng=h.

0.8. (i) Let % be a category and let 4 € obj €. Prove that Hom(4, 4) has a unique
identity 1,.
(i) If ¢’ is a subcategory of &, and if A € obj %', then the identity of 4 in
Homg.(4, A) is the identity 1, in Homg(4, A).

*0.9. A set X is called quasi-ordered (or pre-ordered) if X has a transitive and
reflexive relation <. (Of course, such a set is partially ordered if, in addition, <
is antisymmetric.) Prove that the following construction gives a category 4.
Define obj ¥ = X;if x, y € X and x £ y, define Hom(x, y) = &; if x < y, define
Hom(x, y) to be a set with exactly one element, denoted by i}; if x <y <z,
define composition by i} o iy = if.
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*(0.10. Let G be a monoid, that is, a semigroup with 1. Show that the following
construction gives a category %. Let obj ¥ have exactly one element, denoted
by x; define Hom(*, *) = G, and define composition G x G — G as the given
multiplication in G. (This example shows that morphisms may not be functions.)

0.11. Show that one may regard Top as a subcategory of Top? if one identifies
a space X with the pair (X, ).

Definition. A diagram in a category % is a directed graph whose vertices are
labeled by objects of ¥ and whose directed edges are labeled by morphisms
in €. A commutative diagram in % is a diagram in which, for each pair of
vertices, every two paths (composites) between them are equal as morphisms.

This terminology comes from the particular diagram

which commutes if g o f = " o g’. Of course, we have already encountered
commutative diagrams in the proof of Lemma 0.2.

EXERCISES

*0.12. Given a category %, show that the following construction gives a category .#.
First, an object of .# is a morphism of &. Next, if f, g € obj 4, say, f: A— B
and g: C — D, then a morphism in .# is an ordered pair (h, k) of morphisms in
% such that the diagram

A B
C D

commutes. Define composition coordinatewise:

(W, k')Yo(h k)= (h"oh, k' ok).

f
—

_—
g

0.13. Show that Top? is a subcategory of a suitable morphism category (as con-
structed in Exercise 0.12). (Hint: Take € = Top, and let .# be the corresponding
morphism category; regard a pair (X, A4) as an inclusion i: 4 —» X))

The next simple construction is useful.

Definition. A congruence on a category ¥ is an equivalence relation ~ on the
class ( J 4,5 Hom(4, B) of all morphisms in % such that:
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(i) f € Hom(4, B) and f ~ f' implies /' € Hom(4, B);
(i) f~ f', g~ g, and the composite g o f exists imply that

gof~gof.

Theorem 0.4. Let € be a category with congruence ~, and let [ f] denote the
equivalence class of a morphism f. Define €' as follows:

obj €' = obj %;
Home.(4, B) = {[f1: f € Homy(4, B)};
[gle[f1=1[g0f]

Then €' is a category.

ProOF. Property (i) in the definition of congruence shows that ~ partitions
each set Hom(A4, B), and this implies that Homg.(A, B) is a set; moreover,
the family of these sets is pairwise disjoint. Property (ii) in the definition of
congruence shows that composition in €’ is well defined, and it is routine to
see that composition in % is associative and that [ 1,] is the identity morphism
on A. O

The category %’ just constructed is called a quotient category of €; one
usually denotes Homg. (4, B) by [4, B].

The most important quotient category for us is the homotopy category
described in Chapter 1. Here is a lesser example. Let € be the category of
groups and let f, f' € Hom(G, H). Define f ~ f’ if there exists a € H with
f(x) = af’(x)a™* for all x € G (one may say that f and f' are conjugate). It is
routine to check that ~ is an equivalence relation on each Hom(G, H). To
see that ~ is a congruence, assume that f ~ f”, that g ~ ¢g’, and that go f
exists. Thus f and f' € Hom(G, H), g and g’ € Hom(H, K), there is a € H with
f(x) = af'(x)a! for all x € G, and there is b € K with g(y) = bg’(y)b™! for all
y € H. It is easy to see that g(f(x)) = [g(a)blg’'(f’(x)) [g(a)b]* for all x € G,
that is, g o f ~ g’ o f’. Thus the quotient category is defined. If G and H are
groups, then [G, H] is the set of all “conjugacy classes” [ f], where f: G - H
is a homomorphism.

EXERCISE

0.14. Let G be a group and let ¥ be the one-object category it defines (Exercise 0.10
applies because every group is a monoid): obj % = {*}, Hom(x, ¥) = G, and
composition is the group operation. If H is a normal subgroup of G, define x ~ y
to mean xy ! € H. Show that ~ is a congruence on % and that [*, ] = G/H
in the corresponding quotient category.

Just as topological spaces are important because they carry continuous
functions, so categories are important because they carry functors.
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Definition. If o7 and € are categories, a functor T: o/ — ¥ is a function, that is,

(i) 4 € obj o implies T4 € obj ¥,
and
(ii) if f: A > A’is a morphism in &/, then Tf: T4 — T A’ is a morphism in &,
such that
(i) if f, g are morphisms in < for which g o f is defined, then

T(g o f) = (Tg) o (Tf);
(iv) T(1,) = 1;, for every A € obj /.

Our earlier discussion of homology functors H, can now be rephrased: for
each n > 0, we shall construct a functor H,: Top — Ab with H,(D"*') = 0 and
H,(S") #0.

ExaMmPLE 0.8. The forgetful functor F: Top — Sets assigns to each topological
space its underlying set and to each continuous function itself (“forgetting” its
continuity). Similarly, there are forgetful functors Groups — Sets, Ab —
Groups, Ab — Sets, and so on.

ExampLE 0.9. If € is a category, the identity functor J: ¥ — ¥ is defined by
JA = A for every object A and Jf = f for every morphism f.

ExampLE 0.10. If M is a fixed topological space, then T,,: Top — Top is
a functor, where T (X) =X x M and, if f: X - Y is continuous, then
Tu(f): X x M - Y x M is defined by (x, m)+—> (f(x), m).

ExampLE 0.11. Fix an object 4 in a category ¥. Then Hom(4, ): % — Sets
is a functor assigning to each object B the set Hom(A4, B) and to each mor-
phism f: B— B’ the induced map Hom(4, f): Hom(4, B) - Hom(4, B’) de-
fined by g+ f o g. One usually denotes the induced map Hom(4, f) by f,.

Functors as just defined are also called covariant functors to distinguish
them from contravariant functors that reverse the direction of arrows. Thus
the functor of Example 0.11 is sometimes called a covariant Hom functor.

Definition. If o7 and % are categories, a contravariant functor S: &/ > % is a
function, that is,

(i) A € obj « implies SA € obj ¥,
and
(i) if f: A — A'is a morphism in o/, then Sf: SA’ — SA4 is a morphism in %,
such that:
(iii) if f, g are morphisms in o/ for which g o f is defined, then

S(g o f)=S(f)>S(g)
@iv) S(1,) = 15, for every A € obj «.
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ExampLE 0.12. Fix an object B in a category 4. Then Hom( , B): € — Sets
is a contravariant functor assigning to each object 4 the set Hom(A4, B) and
to each morphism g: A - A’ the induced map Hom(g, B): Hom(A', B) —»
Hom(A, B) defined by ht—>hog. One usually denotes the induced map
Hom(g, B) by g*; Hom( , B)is called a contravariant Hom functor.

ExaMPLE 0.13. Let F be a field and let € be the category of all finite-dimensional
vector spaces over F. Define S: € — € by S(V) = V* = Hom(V, F) and Sf =
f*. Thus S is the dual space functor that assigns to each vector space V its
dual space V* consisting of all linear functionals on V and to each linear
transformation f its transpose f*. Note that this example is essentially a
special case of the preceding one, since F is a vector space over itself.

For quite a while, we shall deal exclusively with covariant functors, but
contravariant functors are important and will eventually arise.

When working with functors, one is forced to state problems in a form
recognizable by them. Thus, in our proof of the Brouwer fixed point theorem,
we had to rephrase the definition of retraction from the version using elements,
“r(x) = x for all x € X, to an equivalent version using functions: “r o i = 1,”.
Similarly, one must rephrase the definition of bijection.

Definition. An equivalence in a category % is a morphism f: A — B for which
there exists a morphism g: B—> A with fog = 1lgandgo f = 1,.

Theorem 0.5. If o/ and € are categories and T: o/ — € is a functor of either
variance, then f an equivalence in s/ implies that Tf is an equivalence in 6.

Proor. Apply T to the equations fog=1landgo f= 1. O

EXERCISES

0.15. Let of and € be categories, and let T: .&/ — € be a functor of either variance.
If D is a commutative diagram in 7, then T(D) (i.e., relabel all vertices and
(possibly reversed) arrows) is a commutative diagram in €.

0.16. Check that the following are the equivalences in the specified category: (i) Sets:
bijections; (ii) Top: homeomorphisms; (iii) Groups: isomorphisms; (iv) Rings:
isomorphisms; (v) quasi-ordered set: all i, where x < yand y < x;(vi) Top?: all
(X, A)—> (X', A'), where f: X — X'is a homeomorphism for which f(4) = A4';
(vii) monoid G: all elements having a two-sided inverse.

*0.17. Let € and &/ be categories, and let ~ be a congruenceon 4. If T: ¥ —» & is a
functor with T(f) = T(g) whenever f ~ g, then T defines a functor T": ¢’ — &
(where €’ is the quotient category) by T'(X) = T(X) for every object X and
T'([f]) = T(f) for every morphism f.

0.18. For an abelian group G, let
tG = {x € G: x has finite order}

denote its torsion subgroup.
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(i) Show that t defines a functor Ab — Ab if one defines t(f) = f|tG for every
homomorphism f.
(i) If f is injective, then t(f) is injective.
(iii) Give an example of a surjective homomorphism f for which t(f) is not
surjective.

0.19. Let p be a fixed prime in Z. Define a functor F: Ab — Ab by F(G) = G/pG and
F(f): x + pG> f(x) + pH (where f: G — H is a homomorphism).
(i) Show that if f is a surjection, then F(f) is a surjection.
(ii) Give an example of an injective homomorphism f for which F(f) is not
injective.
*0.20. (i) If X is a topological space, show that C(X), the set of all continuous
real-valued functions on X, is a commutative ring with 1 under pointwise
operations:

f+g:x—flx)+g(x) and f-g: x> f(x)g(x)

forall x e X.
(ii) Show that X > C(X) gives a (contravariant) functor Top — Rings.

One might expect that the functor C: Top — Rings of Exercise 0.20 is
as valuable as the homology functors. Indeed, a theorem of Gelfand and
Kolmogoroff (see [Dugundji, p. 289]) states that for X and Y compact
Hausdorff, C(X) and C(Y) isomorphic as rings implies that X and Y are
homeomorphic. Paradoxically, a less accurate translation of a problem from
topology to algebra is usually more interesting than a very accurate one. The
functor C is not as useful as other functors precisely because of the theorem
of Gelfand and Kolmogoroff: the translated problem is exactly as complicated
as the original one and hence cannot be any easier to solve (one can hope only
that the change in viewpoint is helpful). Aside from homology, other functors
to be introduced are cohomology groups, cohomology rings, and homotopy
groups, one of which is the fundamental group.



CHAPTER 1

Some Basic Topological Notions

Homotopy

One often replaces a complicated function by another, simpler function that
somehow approximates it and shares an important property of the original
function. An allied idea is the notion of “deforming” one function into another:
“perturbing” a function a bit may yield a new simpler function similar to the
old one.

Definition. If X and Y are spaces and if f,, f; are continuous maps from X to
Y, then f, is homotopic to f;, denoted by f, ~ f, if there is a continuous map
F: X xI-Y with

F(x,0) = fo(x) and F(x,1)= fi(x) forall xe X.

Such a map F is called a homotopy. One often writes F: f, ~ f; if one wishes
to display a homotopy.

If f;: X > Y is defined by f,(x) = F(x, t), then a homotopy F gives a one-
parameter family of continuous maps deforming f; into f;. One thinks of f;
as describing the deformation at time .

We now present some basic properties of homotopy, and we prepare the
way with an elementary lemma of point-set topology.

Lemma 1.1 (Gluing lemma). Assume that a space X is a finite union of closed
subsets: X = | )1-, X,. If, for some space Y, there are continuous maps f;: X;— Y
that agree on overlaps (fi| X;N X; = f}|X;N X; for all i, j), then there exists a
unique continuous f: X — Y with f|X; = f; for all i.



Homotopy 15

PrOOF. It is obvious that f defined by f(x) = fi(x) if x € X; is the unique well
defined function X — Y with restrictions f|X; = f; for all i; only the continuity
of f need be established. If C is a closed set in Y, then

O =XN 0 =(JX)Nf(O)
= UXns©)
=J&X:NLHO) = UL
Since each f; is continuous, f;"}(C) is closed in X;; since X; is closed in X,

fi71(C) is closed in X. Therefore f~!(C) is closed in X, being a finite union of
closed sets, and so f is continuous. O

There is another version of the gluing lemma, using open sets, whose proof
is that of Lemma 1.1, mutatis mutandis.

Lemma 1.1’ (Gluing lemma). Assume that a space X has a (possibly infinite)
open cover: X = | ) X;. If, for some space Y, there are continuous maps f;: X;— Y
that agree on overlaps, then there exists a unique continuous f: X — Y with

f1X; = f; foralli.

Theorem 1.2. Homotopy is an equivalence relation on the set of all continuous
maps X - Y.

PROOF. Reflexivity. If f: X — Y, define F: X x I - Y by F(x, t) = f(x) for all
xeXandalltel;clearly F: f ~ f.

Symmetry: Assume that f ~ g, so there is a continuous F: X xI—-»Y
with F(x, 0) = f(x) and F(x, 1) = g(x) for all x € X. Define G: X x I - Y by
G(x,t) = F(x, 1 — t), and note that G: g ~ f.

Transitivity: Assume that F: f ~ gand G: g ~ h. Define H: X x I - Y by
F(x, 2t) fo<r<i

H =
s {G(x’ 2t—1) if3<e<l

Because these functions agree on the overlap {(x, ): x € X}, the gluinglemma
applies to show that H is continuous. Therefore H: f ~ h. |

Definition. If f: X — Y is continuous, its homotopy class is the equivalence
class

[f] = {continuous g: X - Y: g ~ f}.
The family of all such homotopy classes is denoted by [ X, Y.

Theorem 1.3. Let f;: X —» Yandg;: Y — Z, fori = 0, 1, be continuous. If fo ~ fi
and go =~ gy, then g © fo ~ g, o fy; that is, [go © fol = [91 ° f1].

PRrROOF. Let F: f, ~ f, and G: g, ~ g, be homotopies. First, we show that

go ° fo =4g; ° fo. (%)
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Define H: X x I - Z by H(x, t) = G(fy(x), t). Clearly, H is continuous; more-

over, H(x, 0) = G(fo(x), 0) = go(fo(x)) and H(x, 1) = G(fo(x), 1) = g, (fo(x)).
Next, observe that

Kigiofo=gi0fi, (¥%)
where K: X x I — Z is the composite g, o F. Finally, use (*) and (xx) together
with the transitivity of the homotopy relation. O

Corollary 1.4. Homotopy is a congruence on the category Top.
ProoF. Immediate from Theorems 1.2 and 1.3. ]

It follows at once from Theorem 0.4 that there is a quotient category whose
objects are topological spaces X, whose Hom sets are Hom(X, Y) = [X, Y],
and whose compositionis [g] e [f]1=[go f].

Definition. The quotient category just described is called the homotopy cate-
gory, and it is denoted by hTop.

All the functors T: Top — &/ that we shall construct, where &/ is some
“algebraic” category (e.g., Ab, Groups, Rings), will have the property that f ~ g
implies T(f) = T(g). This fact, aside from a natural wish to identify homotopic
maps, makes homotopy valuable, because it guarantees that the algebraic
problem in </ arising from a topological problem via T is simpler than the
original problem. Furthermore, Exercise 0.17 shows that every such functor
gives a functor hTop — 7, and so the homotopy category is actually quite
fundamental.

What are the equivalences in hTop?

Definition. A continuous map f: X — Y is a homotopy equivalence if there is
acontinuousmapg: Y » X withgo f ~ 1yand f o g ~ 1,. Two spaces X and
Y have the same homotopy type if there is a homotopy equivalence f: X — Y.

If one rewrites this definition, one sees that f is a homotopy equivalence if
and only if [ f] € [X, Y] is an equivalence in hTop. Thus the passage from
hTop to the more familiar Top is accomplished by removing brackets and by
replacing = by ~.

Clearly, homeomorphic spaces have the same homotopy type, but the
converse is false, as we shall see (Theorem 1.12).

The next two results show that homotopy is related to interesting questions.

Definition. Let X and Y be spaces, and let y, € Y. The constant map at y, is
the function ¢: X —» Y with ¢(x) = y, for all x € X. A continuous map f: X > Y
is nullhomotopic if there is a constant map ¢: X —» Y with f ~ c.
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Theorem 1.5. Let C denote the complex numbers, let X,cCx R?2 denote the
circle with center at the origin 0 and radius p, and let f: X, - C — {0} denote
the restriction to Z, of z+—z". If none of the maps f, is nullhomotopic (n > 1
and p > 0), then the fundamental theorem of algebra is true (i.e., every noncon-
stant complex polynomial has a complex root).

Proor. Consider the polynomial with complex coefficients:
g@)=z"+a,_z" '+ +a,z + a,.
Choose p > max {1, Y 73 |a;|}, and define F: =, x I - C by

n—1
Fiz,ty=z"+ )Y (1 —t)a;z"
i=0

Itis obvious that F: g|X, ~ f"if we can show that the image of F is contained
in C — {0}; that is, F(z, t) # O (this restriction is crucial because, as we shall
see in Theorem 1.13, every continuous function having values in a “contracti-
ble” space, e.g., in C, is nullhomotopic). If, on the contrary, F(z, t) = 0 for some
t eI and some z with |z| = p, then z" = —Y "2 (1 — t)a;z". The triangle in-
equality gives

n—1 n—1 n—1
p" < ZO (1 —tlalp’ < 2%) la;l p* < (ZO Ia,-l>p"",
for p > 1 implies that p* < p"~*. Canceling p"* gives p < Y "=3|a;l, a con-
tradiction.

Assume now that g has no complex roots. Define G: £, x I - C — {0} by
G(z, t) = g((1 — t)z). (Since g has no roots, the values of G do lie in C — {0}.)
Visibly, G: g|Z, ~ k, where k is the constant function at a,. Therefore g|Z, is
nullhomotopic and, by transitivity, f,' is nullhomotopic, contradicting the
hypothesis. O

Remark. We shall see later (Corollary 1.23) that C — {0} is essentially the circle
S' = X,; more precisely, C — {0} and S* have the same homotopy type.

A common problem involves extending a map f: X — Z to a larger space

Y; the picture is
Y
N
\\
\\\g
N
N
X z

—_—

f

Homotopy itself raises such a problem: if f,, f;: X — Z, then f;, ~ f; if we can
extend fUf: X x {0JUX x {1} > Ztoallof X x L

Theorem 1.6. Let f:S"— Y be a continuous map into some space Y. The
following conditions are equivalent:
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(i) f is nullhomotopic;
(i) f can be extended to a continuous map D"*' - Y;
(iii) if xo € S" and k: S* > Y is the constant map at f(x,), then there is a
homotopy F: f ~ k with F(xy, t) = f(x,) forallte L

Remark. Condition (iii) is a technical improvement on (i) that will be needed
later; using terminology not yet introduced, it says that “F is a homotopy
rel{x,}”.

PROOF. (i) = (ii). Assume that F: f ~ ¢, where c(x) = y, for all x € §". Define
g: D" > Y by

Yo if0 < x| <3
g(x) = o1
F(x/Ix[,2 =2|x])) ifz< x| <1

Note that all makes sense: if x # 0, then x/|x|| € 8% if $ < |x|| < 1, then
2 —2|ix| e Lif x| = 3, then2 — 2|x|| = Land F(x/||x[, 1) = c(x/[x]) = yo.
The gluing lemma shows that g is continuous. Finally, g does extend f: if
x € §", then ||x{| = 1 and g(x) = F(x, 0) = f(x).

(ii) = (iii). Assume that g: D"** —» Y extends f. Define F: §" x I - Y by
F(x,t) = g((1 — t)x + tx,); note that (1 — £)x + tx, € D"*?, since this is just a
point on the line segment joining x and x,. Visibly, F is continuous. Now
F(x, 0) = g(x) = f(x) (since g extends f), while F(x, 1) = g(x,) = f(x,) for all
x € §"; hence F: f ~ k, where k: S* — Y is the constant map at f(x,). Finally,
F(xo, t) = g(xo) = f(xg) forallt e L

(iii) = (i). Obvious. O

Compare this theorem with Lemma 0.2. If Y = S$" and f is the identity, then
Lemma 0.2 (not yet officially known!) implies that f is not nullhomotopic
(otherwise S would be a retract of D"*1),

Convexity, Contractibility, and Cones

Let us name a property of D"*! that was used in the last proof.

Definition. A subset X of R™ is convex if, for each pair of points x, y € X, the
line segment joining x and y is contained in X. In other words, if x, y € X,
thentx + (1 —t)ye X forallte L

It is easy to give examples of convex sets; in particular, I, R”, D", and A"
are convex. The sphere S" considered as a subset of R"*! is not convex.

Definition. A space X is contractible if 1 is nulthomotopic.

Theorem 1.7. Every convex set X is contractible.
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PRrOOF. Choose x, € X, and define ¢: X — X by ¢(x) = x, for all x € X. Define
F: X xI-XbyF(x,t) =txe+ (1 — t)x. Itiseasy tosee that F: 1, ~c. [

A hemisphere is contractible but not convex, so that the converse of
Theorem 1.7 is not true. After proving Theorem 1.6, we observed that Lemma
0.2 implies that S" is not contractible.

EXERCISES

1.1. Let x4, x; € X and let f: X — X fori = 0, 1 denote the constant map at x;. Prove
that f, ~ f; if and only if there is a continuous F: I — X with F(0) = x, and
F(1) = x,.

1.2. (i) If X ~ Y and X is contractible, then Y is contractible.
(i) If X and Y are subspaces of euclidean space, X x Y, and X is convex, show
that Y may not be convex.

*1.3. Let R: S' —» §' be rotation by « radians. Prove that R ~ 15, where 15 is the
identity map of S'. Conclude that every continuous map f: S* — S' is homotopic
to a continuous map g: S* — S! with g(1) = 1 (where 1 = ¢2"0 ¢ §').

1.4. (i) If X is a convex subset of R” and Y is a convex subset of R™, then X x Y is
a convex subset of R"™™,
(i) If X and Y are contractible, then X x Y is contractible.

*1.5. Let X = {0}U{1,%,3,..., 1/n,...} and let Y be a countable discrete space. Show
that X and Y do not have the same homotopy type. (Hint: Use the compactness
of X to show that every map X — Y takes all but finitely many points of X to a
common point of Y.)

1.6. Contractible sets and hence convex sets are connected.

1.7. Let X be Sierpinski space: X = {x, y} with topology {X, &, {x}}. Prove that X
is contractible.

1.8. (i) Give an example of a continuous image of a contractible space that is not
contractible.
(ii) Show that a retract of a contractible space is contractible.

1.9. If f: X - Y is nullhomotopic and if g: Y — Z is continuous, then g o f is null-
homotopic.

The coming construction of a “cone” will show that every space can be
imbedded in a contractible space. Before giving the definition, let us recall the
construction of a quotient space.

Definition. Let X be a topological space and let X' = {X: j € J} be a partition
of X (each X; is nonempty, X = (] X, and the X; are pairwise disjoint). The
natural map v: X — X’ is defined by v(x) = X, where X; is the (unique) subset
in the partition containing x. The quotient topology on X' is the family of all
subsets U’ of X’ for which v™1(U’) is open in X.

Itiseasy tosee that v: X — X'is a continuous map when X" has the quotient
topology. There are two special cases that we wish to mention. If 4 is a subset
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of X, then we write X/4 for X', where the partition of X consists of 4 together
with all the one-point subsets of X — A4 (this construction collapses A4 to a
point but does not identify any other points of X; therefore, this construction
differs from the quotient group construction for X a group and 4 a normal
subgroup). The second special case arises from an equivalence relation ~ on
X; in this case, the partition consists of the equivalence classes, the natural
mapis given by v: x+ [x] (where [x] denotes the equivalence class containing
x), and the quotient space is denoted by X/~. The natural map is always a
continuous surjection, but it may not be an open map [see Exercise 1.23(iii) ].

ExaMPLE 1.1. Consider the space I = [0, 1] and let A be the two-point subset
= {0, 1}. Intuitively, the quotient space I/A identifies 0 and 1 and ought to
be the circle S'; we let the reader supply the details that it is.

ExaMPLE 1.2. As an example of the quotient topology using an equivalence
relation,let X =T x I

o, 1 (1,1

IXI

0,0) (1,0

and define (x, 0) ~ (x, 1) for every x € I. We let the reader show that X/~ is
homeomorphic to the cylinder S* x I. As a further example, suppose we define
a second equivalence relation on I x I by (x,0) ~ (x, 1) for all xeI and
(0, y) ~ (1, y) for all ye I. Now I x I/~ is the torus S* x S* (first one has a
cylinder and then one glues the circular ends together).

ExampLE 1.3. If h: X — Y is a function, then ker k4 is the equivalence relation
on X defined by x ~ x' if h(x) = h(x’). The corresponding quotient space is
denoted by X /ker h. Note that, given h: X — Y, there always exists an injection
¢: X/ker h — Y making the following diagram commute:

X—»Y

N/

X/ker h,
namely, o([x]) = h(x).

If h: X - Y is continuous, it is a natural question whether the map
¢: X/ker h — Y of Example 1.3 is continuous.
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Definition. A continuous surjection f: X — Y is an identification if a subset U
of Y is open if and only if £ ~*(U) is open in X.

ExampLE 1.4. If ~ is an equivalence relation on X and X/~ is given the
quotient topology, then the natural map v: X — X/~ is an identification.

ExaMpLE 1.5. If f: X — Y is a continuous surjection that is either open or
closed, then f is an identification.

ExampLE 1.6. If f: X — Y is a continuous map having a section (i.., there is
a continuous s: Y — X with fs = 1;), then f is an identification (note that f
must be a surjection).

Theorem 1.8. Let f: X — Y be a continuous surjection. Then f is an identifica-
tion if and only if, for all spaces Z and all functions g: Y — Z, one has g
continuous if and only if gf is continuous.

x Y,
,\/g
Y

Proor. Assume f is an identification. If g is continuous, then gf is con-
tinuous. Conversely, let gf be continuous and let V be an open set in Z. Then
(gf) " (V) = f (g 1(V)) is open in X; since f is an identification, g~*(V) is
open in Y, hence g is continuous.

Assume the condition. Let Z = X/ker f, let v: X — X/ker f be the natural
map, and let ¢: X/ker f — Y be the injection of Example 1.3. Note that ¢ is
surjective because f is. Consider the commutative diagram

X —— X/ker f.
Y
That ¢~!f = v is continuous implies that ¢! is continuous, by hypothesis.

Also, ¢ is continuous because v is an identification. We conclude that ¢ is a
homeomorphism, and the result follows at once. O

Definition. Let f: X — Y be a function and let y € Y. Then f () is called the
fiber over y.

If f: X - Y is a homomorphism between groups, then the fiber over 1 is
the (group-theoretic) kernel of f, while the fiber over an arbitrary point yis a
coset of the subgroup ker f. More generally, fibers are the equivalence classes
of the equivalence relation ker f on X.
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Corollary 1.9. Let f: X — Y be an identification and, for some space Z, let
h: X — Z be a continuous function that is constant on each fiber of f. Then
hf "t Y — Z is continuous.

X—»Z
J\/hf‘

Moreover, hf 1 is an open map (or a closed map) if and only if h(U) is open (or
closed) in Z whenever U is an open (or closed) set in X of the form U = f ~'f(U).!

Proor. That his constant on each fiber of f implies that bf 7': Y — Z is a well
defined function; hf ~! is continuous because (hf “')f = h is continuous, and
Theorem 1.8 applies. Finally, if V is an open set in Y, then f ~*(V) is an open
set of the stated form: f (V) = f~f(f "1(V)); the result now follows easily.
O

Remark. If 4 is a subset of X and h: X — Z is constant on A4, then h is constant
on the fibers of the natural map v: X — X/A4.

Corollary 1.10. Let X and Z be spaces, and let h: X — Z be an identification.
Then the map ¢: X /ker h - Z, defined by [x]+ h(x), is a homeomorphism.

Proor. It is plain that the function ¢: X/ker h — Z is a bijection; ¢ is con-
tinuous, by Corollary 1.9. Let v: X — X/ker h be the natural map. To see that
@ is an open map, let U be an open set in X/ker h. Then h™1p(U) = v 1(U) is
an open set in X, because v is continuous, and hence ¢(U) is open, because h
is an identification. O

EXERCISES

*1.10. Let f: X — Y be an identification, and let g: Y — Z be a continuous surjection.
Then g is an identification if and only if gf is an identification.

*1.11. Let X and Y be spaces with equivalence relations ~ and o, respectively, and
let f: X — Y be a continuous map preserving the relations (if x ~ x’, then
f(x)a f(x"). Prove that the induced map f: X/~ — Y/o is continuous;
moreover, if f is an identification, then so is f.

1.12. Let X and Z be compact Hausdorff spaces, and let h: X — Z be a continuous sur-
jection. Prove that ¢: X /ker h — Z, defined by [x] + h(x), is a homeomorphism.

! Recall elementary set theory: if f: X — Y is a function and U < im f, then ff*(U) = U and
U < f7f(U); in general, there is no equality U = f~Yf(U).



Convexity, Contractibility, and Cones 23

Definition. If X is a space, define an equivalence relation on X x I by (x, t) ~
(x’,t")if t =t = 1. Denote the equivalence class of (x, t) by [x, t]. The cone
over X, denoted by CX, is the quotient space X x I/~.

One may also regard CX as the quotient space X x I/X x {1}. The identi-
fied point [x, 1] is called the vertex; we have essentially introduced a new point
v not in X (the vertex) and joined each point in X to v by a line segment.

This picture is fine when X is compact Hausdorff, but it may be misleading
otherwise: the quotient topology may have more open sets than expected.?

ExaMpPLE 1.7. For spaces X and Y, every continuous map f: X x> Y
with f(x, 1) = y,, say, for all x € X, induces a continuous map f: CX - ¥,
namely, f: [x, t]— f(x, t). In particular, let f:S" x I - D"*! be the map
(u, )= (1 — t)u; since f(u, 1) = 0 for all u € S, there is a continuous map
f: CS* - D™ with [u, t]— (1 — t)u. The reader may check that f is a homeo-
morphism (thus D"*! is the cone over S” with vertex 0).

EXERCISES

*1.13. Forfixed t with 0 < ¢t < 1, prove that x— [x, t] defines a homeomorphism from
a space X to a subspace of CX.
1.14. Prove that X — CX defines a functor Top — Top (the reader must define the
behavior on morphisms). (Hint: Use Exercise 1.11.)

Theorem 1.11. For every space X, the cone CX is contractible.
ProoF. Define F: CX x I -» CX by F([x, t], s) = [x, (1 — s)t + s5]. O

Combining Theorem 1.11 with Exercise 1.13 shows that every space can
be embedded in a contractible space.

2 Let X be the set of positive integers regarded as points on the x-axis in R?; let C'X denote the
subspace of R? obtained by joining each (n, 0) € X to v = (0, 1) with a line segment. There is a
continuous bijection CX — C'X, but CX is not homeomorphic to C'X (see [Dugundji, p. 127]).
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The next result shows that contractible spaces are the simplest objects in
hTop.

Theorem 1.12. A space X has the same homotopy type as a point if and only if
X is contractible.

PrOOF. Let {a} be a one-point space, and assume that X and {a} have the
same homotopy type. There are thus maps f: X — {a} (visibly constant) and
g: {a} —» X (with g(a) = x, € X, say) withg o f ~ 1y and f o g = 1, (actually,
fog =1y But gf(x) =g(a) = x, for all x € X, so that g o f is constant.
Therefore 1y is nullhomotopic and X is contractible.

Assume that 1y ~ k, where k(x) = x, € X. Define f: X — {x,} as the con-
stant map at x, (no choice!), and define g: {x,} — X by g(x,) = x,. Note that
fog =1, and that g o f = k =~ 14, by hypothesis. We have shown that X
and {x,} have the same homotopy type. O

This theorem suggests that contractible spaces may behave as singletons,
especially when homotopy is in sight.

Theorem 1.13. If Y is contractible, then any two maps X — Y are homotopic
(indeed they are nullhomotopic).

PrOOF. Assume that 1; ~ k, where there is y, € y with k(y) = ypforall ye Y.
Define g: X — Y as the constant map g(x) =y, forall xe X. If f: X - Y is
any continuous map, we claim that f ~ g. Consider the diagram

k
X—sY—Y.
1Y

Since 1, ~ k, Theorem 1.3 gives f = lyo0 f~ko f=g. O

If X is contractible (instead of Y), this result is false (indeed this result is
false for X a singleton). However, the result is true when combined with a
connectivity hypothesis (Exercise 1.19). This hypothesis also answers the
question whether two nullhomotopic maps X — Y are necessarily homotopic
(as they are in Theorem 1.13).

Paths and Path Connectedness

Definition. A path in X is a continuous map f: I - X.If f(0) = aand f(1) = b,
one says that f is a path from a to b.

Do not confuse a path f with its image f(I), but do regard a path as a
parametrized curve in X. Note that if f is a path in X from a to b, then
g(t) = f(1 — t) defines a path in X from b to a (of course, g(I} = f(I)).
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Definition. A space X is path connected if, for every a, b € X, there exists a path
in X from a to b.

Theorem 1.14. If X is path connected, then X is connected.

Proor. If X is disconnected, then X is the disjoint union X = AU B, where 4
and B are nonempty open subsets of X. Choose ae€ A4 and b € B, and let
f:I—> X be a path from a to b. Now f(I) is connected, yet

JM) =ANfMUBNfI)

displays f(I) as disconnected, a contradiction. |
The converse of Theorem 1.14 is false.

ExaMPLE 1.8. The sin(1/x) space X is the subspace X = AU G of R?, where
A={0,y): —1<y<1}and G = {(x,sin(1/x)): 0 < x < 1/2x}.

It is easy to see that X is connected, because the component of X that con-
tains G is closed (components are always closed) and A is contained in the
closure of G. Exercise 1.15 contains a hint toward proving that X is not path
connected.

EXERCISES

*1.15. Show that the sin(1/x) space X is not path connected. (Hint: Assume that
f:I— X is a path from (0, 0) to (1/2x, 0). If t, = sup{t € I: f(t) € A}, thena =
f(ty) € A and f(s) ¢ A for all s > t,. One may thus assume that there is a path
g: I - X with g(0) € A and with g(t) e G for all t > 0.)

1.16. Show that S" is path connected for all n > 1.

1.17. f U = R" is open, then U is connected if and only if U is path connected. (This
is false if “open” is replaced by “closed”: the sin(1/x) space is a (compact) subset
of R2)
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1.18. Every contractible space is path connected.

*1.19. (i) A space X is path connected if and only if every two constant maps X — X
are homotopic.
(i) If X is contractible and Y is path connected, then any two continuous maps
X — Y are homotopic (and each is nullhomotopic).

1.20. Let A and B be path connected subspaces of a space X. If AN B # ¢ is path
connected, then AU B is path connected.

*1.21. If X and Y are path connected, then X x Y is path connected.

*1.22. If f: X — Y is continuous and X is path connected, then f(X) is path connected.

Let us now analyze path connectedness as one analyzes connectedness.

Theorem 1.15. If X is a space, then the binary relation ~ on X defined by “a ~ b
if there is a path in X from a to b” is an equivalence relation.

PROOF. Reflexivity: If a € X, the constant function f: I —» X with f(t) = a for
all t e I is a path from a to a.

Symmetry: If £:1— X is a path in X from a to b, then g: I — X defined by
g(®) = f(1 — t)is a path from b to a.

Transitivity: If f is a path from a to b and g is a path from b to c, define
h:1— X by

2y fo<t<i3
h(t) = o1
gt —-1) if3<t<1

The gluing lemma shows that A is continuous. O

The reader has probably noticed the similarity of this proof to that of
Theorem 1.2: homotopy is an equivalence relation on the set of all continuous
maps X — Y. This will be explained in Chapter 12 when we discuss function
spaces.

Definition. The equivalence classes of X under the relation ~ in Theorem 1.15
are called the path components of X.

We now can see that every space is the disjoint union of path connected
subspaces, namely, its path components.

EXERCISES

*1.23. (i) The sin(1/x) space X has exactly two path components: the vertical line 4
and the graph G.
(i) Show that the graph G is not closed. Conclude that, in contrast to com-
ponents (which are always closed), path components may not be closed.
(iii) Show that the natural map v: X — X/A is not an open map. (Hint: Let U
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be the open disk with center (0, 1) and radius &; show that v(X N U) is not
open in X/A (=[0,41).)

*1.24. The path components of a space X are maximal path connected subspaces;
moreover, every path connected subset of X is contained in a unique path
component of X.

1.25. Prove that the sin(1/x) space is not homeomorphic to 1.
Let us use this notion to construct a (simple-minded) functor.

Definition. Define 7,(X) to be the set of path components of X. If f: X — Y,
define 7o(f): 7o (X) = mo(Y) to be the function taking a path component C of
X to the (unique) path component of Y containing f(C) (Exercises 1.24 and
1.22).

Theorem 1.16. 7,: Top — Sets is a functor. Moreover, if f ~ g, then n,(f) =
o (9)-

Proor. It is an easy exercise to check that n, preserves identities and composi-
tion; that is, 7, is a functor.

Assume that F: f ~ g, where f, g: X - Y. If C is a path component of X,
then C x Iis path connected (Exercise 1.21), hence F(C x I)is path connected
(Exercise 1.22). Now

f(O=F(C x {0}) = F(C x 1)
and
g(C)=F(C x {1}) = F(C x I);

the unique path component of Y containing F(C x I) thus contains both f(C)
and g(C). This says that ny(f) = 7(g). O

Corollary 1.17. If X and Y have the same homotopy type, then they have the
same number of path components.

PROOF. Assume that f: X — Y and ¢g: Y — X are continuous with g o f >~ 15
and f o g ~ 1;. Then ny(g o f) = mo(1x) and 7o(f o g) = 7o(ly), by Theorem
1.16. Since 7, is a functor, it follows that 7,(f) is a bijection. ]

Here is a more conceptual proof. One may regard =, as a functor hTop —
Sets, by Exercise 0.17. If f: X — Y is a homotopy equivalence, then [ ] is an
equivalence in hTop, and so 7ny([f]) (which is 7y(f), by definition) is an
equivalence in Sets, by Theorem 0.5.

7, is not a very thrilling functor since its values lie in Sets, and the only
thing one can do with a set is count it. Still, it is as useful as counting ordinary
components (which is how one proves that S* and I are not homeomorphic
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(after deleting a point)). n, is the first (zeroth?) of a sequence of functors. The
next is 7, the fundamental group, which takes values in Groups; the others,
7y, T3, ..., are called (higher) homotopy groups and take values in Ab (we
shall study these functors in Chapter 11).

Definition. A space X is locally path connected if, for each x € X and every
open neighborhood U of x, there is an open V with x € ¥V = U such that any
two points in ¥ can be joined by a path in U.

Corollary 1.19 will show that one can choose V so that every two points
in ¥ can be joined by a path in V; that is, V is path connected.

ExaMPLE 1.9. Let X be the subspace of R? obtained from the sin(1/x) space
by adjoining a curve from (0, 1) to (&, 0). It is easy to see that X is path
connected but not locally path connected.

Theorem 1.18. A space X is locally path connected if and only if path components
of open subsets are open. In particular, if X is locally path connected, then its
path components are open.

PRrROOF. Assume that X is locally path connected and that U is an open subset
of X. Let C be a path component of U, and let x € C. There is an open V with
x € V < U such that every point of V can be joined to x by a path in U. Hence
each point of V lies in the same path component as x, and so V' < C. Therefore
C is open.

Conversely, let U be an open set in X, let x € U, and let V be the path
component of x in U. By hypothesis, I is open. Therefore X is locally path
connected. O

Corollary 1.19. X is locally path connected if and only if, for each x € X and
each open neighborhood U of x, there is an open path connected V with
xeVcl.

Proor. If X is locally path connected, then choose V to be the path component
of U containing x. The converse is obvious. ]

Corollary 1.20. If X is locally path connected, then the components of every
open set coincide with its path components. In particular, the components of X
coincide with the path components of X.

PrOOF. Let C be a component of an open set U in X, and let {4;: je J} be
the path components of C; then C is the disjoint union of the 4;: by Theorem
1.18, each 4; is open in C, hence each 4; is closed in C (its complement being
the open set, which is the union of the other A’s). Were there more than one
A4;, then C would be disconnected. O
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Corollary 1.21. If X is connected and locally path connected, then X is path
connected.

Proor. Since X is connected, X has only one component; since X is locally
path connected, this component is a path component. O

EXERCISES

*1.26. Alocally path connected space is locally connected. (Recall that a space is locally
connected if every point has a connected open neighborhood.) (Hint: A space is
locally connected if and only if components of open sets are open.)

1.27. If X and Y are locally path connected, then sois X x Y.

*1.28. Every open subset of a locally path connected space is itself locally path
connected.

Definition. Let 4 be a subspace of X and let i: 4 & X be the inclusion. Then
A is a deformation retract of X if there is a continuous r: X — A such that
roi=1,andior~ 1.

Of course, every deformation retract is a retract. One can rephrase the
definition as follows: there is a continuous F: X x I - X such that F(x, 0) = x
for all xe X, F(x,1)e A for all xe X, and F(a, 1) = a for all ae€ A4 (in this
formulation, we have r(x) = F(x, 1)). The next result is immediate.

Theorem 1.22. If A is a deformation retract of X, then A and X have the same
homotopy type.

Corollary 1.23. S is a deformation retract of C — {0}, and so these spaces have
the same homotopy type.
ProOF. Write each nonzero complex number z in polar coordinates:
z = pe®, p>0 0<6<2m
Define F: (C — {0}) x I » C — {0} by
F(pe®, t) = [(1 — t)p + t]e®.
It is clear that F is never 0 and that F satisfies the requirements making

S' = {€”: 0 < 0 < 2n} a deformation retract of C — {0}. O

EXERCISES

*1.29. For n > 1, show that $" is a deformation retract of R"** — {0}.

1.30. For n > 1, show that S" is a deformation retract of the “punctured disk”
Dn+1 _ {0}
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*1.31. Leta=(0,...,0,1)and b = (0, ..., 0, — 1) be the north and south poles, respec-
tively, of 8. Show that the equator S"! is a deformation retract of S — {a, b},
hence $"~! and S" — {a, b} have the same homotopy type.

1.32. Assume that X, Y, and Z are spaces with X < Y. If X is a retract, then every
continuous map f: X — Z can be extended to a continuous map Y-z,
namely, f = fr, where r: Y — X is a retraction. Prove that if X is a retract of Y
and if f; and f; are homotopic continuous maps X — Z, then fo=fi

Definition. Let f: X — Y be continuous and define?
My=(X xD) ]| Y)/~,

where (x, t) ~ y if y = f(x)and ¢t = 1. Denote the class of (x, ¢) in M, by [x, t]
and the class of y in M, by [ y] (so that [x, 1] = [ f(x)]). The space M, is called
the mapping cylinder of f.

EXERCISES

1.33. If Y is a one-point space, then f: X — Y must be constant. Prove that the
mapping cylinder in this case is CX, the cone on X.

1.34.. (i) Define i: X - M, by i(x) = [x, 0] and j: Y - M, by j(y) = [y]. Show that
i and j are homeomorphisms to subspaces of M.
(ii) Definer: M, —» Y by r[x, t] = f(x)forall(x,t) e X x Iand r[y] = y. Prove
that r is a retraction: rj = 1.
(iii) Prove that Y is a deformation retract of M. (Hint: Define F: M, x I - M,
by

F([x,t],s)=[x,(1 —s)t+s] ifxeX,t,sel;
F(lyl, s)=[y] ifyeY,sel)

(iv) Show that every continuous map f: X — Y is homotopic to r o i, where i is
an injection and r is a homotopy equivalence.

3 If A and B are topological spaces, then 4 || B denotes their disjoint union topologized so that
both A4 and B are open sets.



CHAPTER 2

Simplexes

Affine Spaces

Many interesting spaces are constructed from certain familiar subsets of
euclidean space, called simplexes. This brief chapter is devoted to describing
these sets and maps between them.

Definition. A subset A of euclidean space is called affine if, for every pair of
distinct points x, x’ € 4, the line determined by x, x’ is contained in A.

Observe that affine subsets are convex (convexity requires only that the
line segment between x and x’ lies in the set). Note also that, by default, &
and one-point subsets are affine.

Theorem 2.1. If {X;: j e J} is a family of convex (or affine) subsets of R", then
ﬂ X; is also convex (or affine).

Proor. Immediate from the definitions. O

It thus makes sense to speak of the convex (or affine) set in R" spanned by
a subset X of R" (also called the convex hull of X), namely, the intersection of
all convex (or affine) subsets of R” containing X. We denote the convex set
spanned by X by [X] (note that [ X] does exist, for R” itself is affine, hence
convex). It is hopeless to try to describe arbitrary convex subsets of R": for
example, for every subset K of S, the set D? — K is convex. Even closed
convex sets exist in abundance. However, we can describe [ X] for finite X.

Definition. An affine combination of points p,, p,, ..., p,,in R"is a point x with

x=t0p0+t1p1 + +tmpm:
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where Y Lo t; = 1. A convex combination is an affine combination for which
t; = 0foralli

For example, a convex combination of x, x" has the form tx + (1 — t)x’ for
tel

Theorem 2.2. If py, pys---»Pm € R, then [ pg, P15 - - > Pm], the convex set spanned
by these points, is the set of all convex combinations of pg, P1s---» Pm-

Proor. Let S denote the set of all convex combinations.

[Pos ..., Pm] = S: Tt suffices to show that S is a convex set containing
{Po>.-> Pm}. First, if we set t; = 1 and the other ¢; = 0, then we see that p; e S
for every j. Second, let o =) a;p; and B =) b;p; € S, where a;, b; > 0 and
Y a;=1=)b. We claim that t« + (1 — £)f € S for t € . Now

w+(—0f=3 [ta+ (1 — 0b]ps
i=0

This is a convex combination of py, ..., p,,, hence lies in S:

@ Yl +Q—-0b]=t)a+(1-0Yb=t+1—-0)=1

(ii) ta; + (1 — t)b; = 0 because each term is nonnegative.

S < [pos ---» Pm]): If X is any convex set containing {p, ..., P,,}, We show
that § < X by induction onm > 0. If m = 0, then S = {p,} and we are done.
Let m>0.Ift;>0and ) t,=1,is p= ) t;p; in X? We may assume that
to # 1 (otherwise p = p, € X); by induction,

i bt [ m X
- c
q 1—t0 pl l-to pm

(for this is a convex combination), and so

p=topo+ (1 —to)qe X,
because X is convex. |

Corollary 2.3. The affine set spanned by {p,, py, ..., Pm} < R” consists of all
affine combinations of these points.

PROOF. A minor variation of the proof just given. O

Definition. An ordered set of points {p, py, - .., Pm; = R*is affine independent
if {p; — Po> P2 — Po> ---» Pm — Po} 1s a linearly independent subset of the real
vector space R”.

Any linearly independent subset of R” is an affine independent set; the
converse is not true, because any linearly independent set together with the
origin is affine independent. Any one point set {p, } is affine independent (there
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are no points of the form p; — p, with i # 0, and (¥ is linearly independent);
a set {po, p,} is affine independent if p; — po # O, that is, if p, # p; a set
{Po> P1, P, } is affine independent if it is not collinear; a set {py, p;, p,, P2} is
affine independent if it is not coplanar.

Theorem 2.4. The following conditions on an ordered set of points {po, Py ---» Pm}
in R" are equivalent.

() {po> P1s---» Pm} is affine independent;
(ii) if {So»S1s---sSm} < R satisfies Y os;p; =0 and Y Lys; =0, then s, =
s, = =s,=0;
(iii) each x € A, the affine set spanned by {po, Py, .- ., Pm}, has a unique expres-
sion as an affine combination:

x=Y tp; and Y t;=1.
i=0 i=0
PROOF. (i) = (ii). Assume that ) s; = 0 and that ) s;p; = 0. Then

Z Sipi = Z SiP; — (Z si> Do = Z si{(p; — po) = Z si(p; — po)
i=0 i=0 i=0 i=0 i=1
(because p; — p, = 0 when i = 0). Affine independence of {pq, ..., P} gives
linear independence of {p, — pg, ..., Pm — Po}, hence s, =0fori=1,2, ...,
m. Finally, Y} s; = 0 implies that s, = 0 as well.
(i) = (iii). Assume that x € A. By Corollary 2.3,

m
X = Z tipi:
i=0

where Y o t; = 1. If, also,

X = Z tL{ph
i=0

where ) 7L, t; = 1, then

m

0= }]O (t; — t)p;.
Since Y (t; — t)) = Y.t; — Y .t; = 1 — 1 =0, it follows that ¢, — t; = 0 for all i,
and t; = t; for all i, as desired.

(iii) = (i). We may assume that m # 0. Assume that each x € A has a unique
expression as an affine combination of p,, ..., p,,. We shall reach a contradic-
tion by assuming that {p; — po, ..., P, — Do} is linearly dependent. If so, there
would be real numbers r,, not all zero, with

m

0= Z 1:(p; — Po)-

i=1

Let r; # 0; indeed, multiplying the equation by r ' if necessary, we may
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suppose that 7; = 1. Now p; € 4 has two expressions as an affine combination
of pgs -5 P

p; = 1p;;
p;= —z hpi + <1 + Z "i)Po,
it it
where 1 < i < m in the summations (recall that r; = 1). O

Corollary 2.5. Affine independence is a property of the set {po, ..., .} that is
independent of the given ordering.

ProOF. The characterizations of affine independence in the theorem do not
depend on the given ordering. O

Corollary 2.6. If A is the affine set in R” spanned by an affine independent set
{DPo>---s Pm}> then A is a translate of an m-dimensional sub-vector-space V of
R”, namely,

A=V+x0

for some x, € R".

PRrOOF. Let V be the sub-vector-space with basis {p; — pg, ..., pm — Po}, and
set xo = po. D

Definition. A set of points {a,, a,, ..., a,} in R" is in general position if every
n + 1 of its points forms an affine independent set.

Observe that the property of being in general position depends on n. Thus,
assume that {a,, a,, ..., a,} = R"isin general position. If n = 1, we are saying
that every pair {a;, g;} is affine independent; that is, all the points are distinct.
If n = 2, we are saying that no three points are collinear, and if n = 3, that no
four points are coplanar.

Let ry, 74, ..., 1,, be real numbers. Recall that the (m + 1) x (m + 1)
Vandermonde matrix V has as its ith column [1,r,r?, ..., r™]; moreover,
det V = [];<i(r; — r;), hence V is nonsingular if all the r; are distinct. If one
subtracts column 0 from each of the other columns of V, then the ith column
(for i > 0) of the new matrix is

2 2
[03ri—r0’ri —‘rOs”'arim_r(’)n]-

If V* is the southeast m x m block of this new matrix, then det V* = det V
(consider Laplace expansion across the first row).

Theorem 2.7. For every k > 0, euclidean space R" contains k points in general
position.
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PrOOF. We may assume that k > n + 1 (otherwise, choose the origin together
with k — 1 elements of a basis). Select k distinct reals r,, r,, ..., r,, and for each
i=1,2,...,k, define

_ 2
ai _(ri9 ri""srin)ERn'
We claim that {ay, a,, ..., @} is in general position. If not, there are n + 1
points {a; , a; , ..., a; } not affine independent, hence {a; — a;, a;, — a;, - .-,
a; — a; } is linearly dependent. There are thus real numbers s, s, ..., s,, not

all zero, with

0= Zsj(aij —a;,) = 5y Sj(rij — i), Zsj("izj - rii)a <o Zsj(ri'; —rg)).
If V* is the n x n southeast block of the (n + 1) x (n + 1) Vandermonde
matrix obtained from r,, r; r; , and if ¢ is the column vector ¢ =

ig> Tiys =+ iy

(sy, 85, ..., S,), then the vector equation above is V*g = 0. But since all the r;
are distinct, V* is nonsingular and ¢ = 0, contradicting our hypothesis that
not all the s; are zero. O

There are other proofs of this theorem using induction on k. The key
geometric observation needed is that R" is not the union of only finitely many
(proper) affine subsets (the reader may take this observation as an exercise).

EXERCISES

2.1. Every affine subset 4 of R” is spanned by a finite subset. (Hint: Choose a maximal
affine independent subset of A.) Conclude that every nonempty affine subset of
R" is as described in Corollary 2.6.

*2.2. Assume that n < k and that the vector space R” is isomorphic to a subspace of
R* (not necessarily the subspace of all those vectors whose last k — n coordinates
are 0). If X is a subset of R”, then the affine set spanned by X in R" is the same
as the affine set spanned by X in R,

2.3. Show that S” contains an affine independent set with n + 2 points. (Hint:
Theorem 2.7.)

Definition. Let {p,, p;, ..., P} be an affine independent subset of R*, and let
A be the affine set spanned by this subset. If x € A, then Theorem 2.4 gives a
unique (m + 1)-tuple (to, ty, ..., t,) With Y.z, =1 and x = Y "o t;p;. The en-
tries of this (m + 1)-tuple are called the barycentric coordinates of x (relative
to the ordered set {pg, P15 -5 Pm})-

In light of Exercise 2.2, the barycentric coordinates of a point relative to
{Po> P1s--- Pm} = R" do not depend on the ambient space R

Definition. Let {p,, py, ..., p,,} be an affine independent subset of R". The
convex set spanned by this set, denoted by [ po, Py, -- ., Pm ], 18 called the (affine)
m-simplex with vertices p,, py, ..., D
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Theorem 2.8. If {po,py,...,Pm} is affine independent, then each x in the
m-simplex [po, P15 ---» Pm] has a unique expression of the form

x=Y1t;p;, where) t;=1andeacht,>0.

ProoF. Theorem 2.2 shows that every x € [pg,..., pn] 18 such a convex
combination. Were this expression not unique, the barycentric coordinates of
x would not be unique. O

Definition. If {p,, ..., p,} is affine independent, the barycenter of [py, ..., p,,]
is(1/m+ 1)(po + py + " + Pm)-

Barycenter comes from the Greek barys meaning heavy; thus, barycenter
is just “center of gravity”. Let us consider some low-dimensional examples;
we assume that {p,, ..., p,} is affine independent.

EXAMPLE 2.1. [po] is a 0-simplex and consists of one point, which is its own
barycenter.

EXAMPLE 2.2. The 1-simplex [po, p;] = {tpo + (1 — t)p,: t €I} is the closed
line segment with endpoints p,, p,. The barycenter 1(p, + p,) is the midpoint
of the line segment.

ExampLE 2.3. The 2-simplex [pg, p;, p,] is a triangle (with interior) with
vertices py, p;, P,; the barycenter 3(p, + p; + p,) is the center of gravity (this
is easy to see in the special case of an equilateral triangle). Note that the three

edges are [po, p11, [P1> 2], and [po, p,]. Now [p,, p;] is the edge opposite

%)

Po 14

p, and is the 1-simplex obtained by deleting p,. Thus, a point on this edge has
barycentric coordinates (t, 1 — t, 0); that is, the coordinate ¢, is 0. More
generally, (¢,, t,, t,) lies on an edge if and only if one of its coordinates is zero
(after all, such points are convex combinations of the endpoints of their
respective edges).

ExaMPpLE 2.4. The 3-simplex [po, P1, P2, P3] is the (solid) tetrahedron with
vertices pg, Py, P2, P3- The triangular face opposite p; consists of all those
points whose ith barycentric coordinate is zero.
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ExaMmpLE 2.5. For i=0, 1, ..., n, let ¢; denote the point in R"*! having
(cartesian) coordinates all zeros except for 1 in the (i + 1)st position. Clearly,
{eo, €1, ..., €,} is affine independent (it is even linearly independent). Now
[eo, €15 - .., €,] consists of all convex combinations x = Y_ t;e;. In this case, bary-
centric and cartesian coordinates (t,, ¢, ..., t,) coincide, and [e,, €4, ..., e,]
= A", the standard n-simplex.

The next definition gives names to what was seen in the examples.

Definition. Let [py, py, - .., P] be an m-simplex. The face opposite p; is
[Pos--sBis--o» Pml = {2 t;p;: ;= 0,3 t;=1,and t; = 0}

(circumflex * means “delete”). The boundary of [pg, py,---, P,.] is the union
of its faces.

Clearly, an m-simplex hasm + 1faces. For aninteger kwith0 < k <m — 1,
one sometimes speaks of a k-face of [py, py, ..., Pm], nDamely, a k-simplex
spanned by k + 1 of the vertices {pg, Py, - - ., P }- In this terminology, the faces
defined above are (m — 1)-faces.

The following theorem will be needed when we discuss barycentric sub-
division.

Theorem 2.9. Let S denote the n-simplex [py, ..., P.]-

(i) If u,v € S, then ||lu — v| < sup; ||lu — p;ll.
(i) diam S = sup, ; [|p; — p;ll-
(iii) If b is the barycenter of S, then ||b — p;|| < (n/n + 1) diam S.

PROOF. (i) v = ) t;p;, where t; > 0 and ) t; = 1. Therefore
lu—oll = lu =Y tpill = 1X t)u — Y. tipil
<Y tillu —pill <3 tisup lu — pill = sup llu — pil.

(i) By (i), [ — p;ll < sup; lIp; — pill-
(iii) Since b = (1/n + 1)) p;, we have

b~ pll = 3 (Un+ l)pj—@ (ifn + )

— Di

|

Z (/n + 1)(p; — b)) “

=
<(/n+1) _ZO 17y = pill
=
<(n/n+ Ysup |lp;— p:ll (for ||p; — p:ll = 0 when j = i)
L

= (n/n + 1) diam S. O
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Affine Maps

Definition. Let {po, p;,-.., pn} © R” be affine independent and let 4 denote
the affine set it spans. An affine map T: 4 — R* (for some k > 1) is a function
satisfying

T(Z tjpj) = Z th(Pj)

whenever ) t; = 1. The restriction of T to [po, py, ..., Pm] is also called an
affine map.

Thus affine maps preserve affine combinations, hence convex combina-
tions. It is clear that an affine map is determined by its values on an affine
independent subset; its restriction to a simplex is thus determined by its values
on the vertices. Moreover, uniqueness of barycentric coordinates relative to
{Pos---> Pm} shows that such an affine T exists, since the formula in the
definition is well defined.

Theorem 2.10. If [po, ..., Pm] is an m-simplex, [qo, - .-, 4,] an n-simplex, and
S {Pos>--s Pm} = [do> ---» 4u] any function, then there exists a unique affine
map T: [po, ---» Pml = [dos ---> 4] with T(p;) = f(p;) for i =0,1,...,m.

Proor. Define T(} t;p;) = > t,f(p;), where ) t;p; is a convex combination.
Uniqueness is obvious. O

EXERCISES

*24. If T:R" - R* is affine, then T(x) = A(x) + y,, where A: R"—» R is a linear
transformation and y, € R¥ is fixed. (Hinz: Define y, = T(0).)

2.5. Every affine map is continuous.
*2.6. Prove that any two m-simplexes are homeomorphic via an affine map.

*2.7. Give an explicit formula for the affine map 6: R — R carrying [s;, s, ] = [, ;]
with 8(s;) = t;, i = 1, 2. In particular, give a formula for the affine map taking
[32, 212] onto [0, 100]. (Hint: 6(x) = Ax + x,, by Exercise 2.4.)

*28. Let A = R" be an affine set and let T: A — R* be an affine map. If X < 4 is
affine (or convex), then T(X) = R* is affine (or convex). In particular, if a, b are
distinct points in A4 and if £ is the line segment with endpoints a, b, then T(¢)
is the line segment with endpoints T(a), T() if T{a) # T(b), and T(¢) collapses
to the point T(a) if T(a) = T(b).

2.9. If {po, P1»---» Pm} is affine independent with barycenter b, then {b, p,, ...,
Dis ---» Dm} (i€., delete p,) is affine independent for each i.

*2.10. Show that, for 0 <i<m, [py,..., Pm] is homeomorphic to the cone
Clpos..-s Di» - - -» Pm]) With vertex p;.

*2.11. Give an explicit homeomorphism from an n-stmplex [po, ..., p,] to D". (Hint:
Any n-simplex is homeomorphic to A", by Exercise 2.6, and A" & D" by radial
stretching.)



CHAPTER 3

The Fundamental Group

The first functor we have constructed on Top (actually, on hTop), namely, 7,
takes values in Sets; it is of limited use because it merely counts the number
of path components. The functor to be constructed in this chapter takes values
in Groups, the category of (not necessarily abelian) groups. The basic idea is
that one can “multiply” two paths f and g if f ends where g begins.

The Fundamental Groupoid

Definition. Let f, g: I — X be paths with f(1) = g(0). Defineapath f xg: I - X
by

_(fen o<
(f*a)0) = {g(Zt —1) ift<

The gluing lemma shows that f x g is continuous (for f(1) = g(0)), and so
f*gisapathin X. Our aim is to construct a group whose elements are certain
homotopy classes of paths in X with binary operation [ f][g] = [ f * ¢g]. Now
if we impose the rather mild condition that X be path connected, then con-
tractibility of I implies that all maps I — X are homotopic (Exercise 1.19(ii));
thus, there is only one homotopy class of maps. Since groups of order 1 carry
little information, we modify our earlier definition of homotopy.

Definition. Let A « X and let f;, f;: X — Y be continuous maps with f,|4 =
f11A. We write

fo=firel A
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if there is a continuous map F: X x I - Y with F: f, ~ f; and

F(a, t) = fo(a) = fi(a) forallae Aandalltel

The homotopy F above is called a relative homotopy (more precisely, a
homotopy rel A); in contrast, the original definition (which may be viewed as
a homotopy rel 4 = ) is called a free homotopy. We leave to the reader the
routine exercise that, for fixed A « X, homotopy rel 4 is an equivalence
relation on the set of continuous maps X — Y.

Definition. Let I = {0, 1} be the boundary of I in R. The equivalence class of
a path f: I - X rel I is called the path class of f and is denoted by [f].

No confusion should arise from using the same notation for the homotopy
class of a path as for its path class, because we have remarked that the (free)
homotopy class is always trivial.

Theorem 3.1. Assume that f,, f, go, g1 are paths in X with
fox~firell and g,~g, rell
If fo(1) = £1(1) = go(0) = g,(0), then fo*go =~ fy +g, rel L.

Remark. In path class notation, if [f,]=[f;] and [go] =[g,], then
[fo*9go] = [f1 *g,] (assuming that the stars are defined).

ProOF. If F:fy ~ f, rel 1 and G: g, ~ g, rel I, then one checks easily that
H:1 x I - X defined by

F(2t, 5) ifo<t<i
H(t,s) = o1
GR2t—1,s) if3<t<1
is a continuous map (the gluing lemma applies because both functions agree
on {4} x I) that is a relative homotopy f * go = f; * g, rel L. O
EXERCISES

*3.1. Generalize Theorem 1.3 as follows. Let 4 = X and B < Y be given. Assunie that
Jo» f1: X = Y with f,|A = f,|4 and f,(4) < Bfor i = 0.1; assume g4, 9,: Y > Z
with go|B = g,|B. If f, ~ f; rel 4 and g, ~ g, rel B, then g4 o f, ~ g, o f; rel A.

*¥32. (@) If f:1— X is a path with f(0) = f(1) = x4 € X, then there is a continuous
f: 8t - X given by f'(e*™) = f(1). If f, g:1 - X are paths with f(0) =
f) =x,=g(0)=g(1) and if f ~grell, then f'~ g rel{1} (of course,
1=e%esSt)
(i) f f and g are as above, then f ~ f, rell and g ~ g, rel I implies that
[xg ~ f{*g] rel{1}.

3.3. Using Theorem 1.6, show (with the notation of Exercise 3.2) that if f and g are
paths with g constant, then f’ ~ g’ rel{1} if and only if there is a free homotopy
f'=g.
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Definition. If /: I - X is a path from x, to x,, call x,, the origin of f and write
Xo = o f); call x, the end of f and write x; = w(f). A path fin X is closed at
xo if a(f) = xo = @(f).

Observe that if f and g are paths with f ~ g rel I, then «(f) = a(g) and
o(f) = w(g); therefore we may speak of the origin and end of a path class and
write a[ f] and o[ f].

Definition. If p € X, then the constant function i,: I - X with i,(t) = p for all
t eI is called the constant path at p. If f:1— X is a path, its inverse path
f1:1— X is defined by t+— f(1 — ¢).

EXERCISES

*34. Let 0: A*> > X be continuous, where A% = [e,, ¢,, €, ]-

€

g, g

Z

€o 0y €

Define ¢,: I - A? as the affine map with £,(0) = e, and gy(1) = e,; similarly,
define ¢; by ,(0) = e, and ¢,(1) = e,, and define ¢, by £,(0) = ¢g and &,(1) = e;.
Finally, define o; =g o ¢;fori =0, 1, 2.
(i) Prove that (o, * 67 ') * 6, is nullhomotopic rel 1. (Hint: Theorem 1.6.)
(ii) Prove that (g, * 65 ') * 65 * is nullhomotopic rel 1.
(iii) Let F:I x I - X be continuous, and define paths o, f, y, § in X as
indicated in the figure.

B8
>

Y/ As

Thus, a(f) = F(t,0), B(t) = F(t, 1), y(t) = F(O, t), and 4(t) = F(1, t). Prove
that o« ~ y* f* ! rel L.
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*3.5. Let f, ~ f, rel I and g, ~ g, rel 1 be paths in X and Y, respectively. If, for i = 0,
1, (f;» g;) is the path in X x Y defined by 1+ (fi(¥), g«(t)), prove that (fy, go) =~
(figy) el L

*36. (i) If f~grel ], then f! ~ g~ ! rel I, where f, g are paths in X.
(ii) If f and g are paths in X with w(f) = «(g), then

(f*@ =gt xS0
(iii) Give an example of a closed path f with f* f™* # f~' % f.
(iv) Show that if a(f) = p and f is not constant, then i, f # f.

Exercise 3.6 shows that it is hopeless to force paths to form a group under
* unless we can somehow identify, for example, f * f ! with £~ % f (of course,
there are other obstacles as well). The next theorem shows that replacing paths
by path classes resolves most problems.

Theorem 3.2. If X is a space, then the set of all path classes in X under the (not
always defined) binary operation [ f1[g] = [ f * g] forms an algebraic system
(called a groupoid) satisfying the following properties:

(i) eachpathclass[ f]hasanorigina[fl=pe Xandanendw[ f] =qe€ X,
and

G, 10 1=0/1=[/10];
(ii) associativity holds whenever possible;

(iii) if p=alf] and g = @[ f1], then
AL 71=0,1 and 101 =[]

PROOF. (i) We show only that i, * f ~ frel I; the other half is similar.

0, 1)

(1,8

(0, 0)
(%, 0) (1,0)

_—

N

First, draw the line in I x I joining (0, 1) to (3, 0); its equation is 2s = 1 — ¢.
For fixed ¢, define 6,: [(1 — t)/2, 1] — [0, 1] as the affine map matching the
endpoints of these intervals. By Exercise 2.7,



The Fundamental Groupoid 43

Cs—(1—pp2
) =102

Define H: I x I - X by
p if2s<1—1t ((s,t)eshaded triangle)
@)= f(2s—1+p/1+1) f2s=>1—1¢

One sees easily that H is continuous (using the gluing lemma),! that
H:i,* f ~ f, and that I remains fixed during the homotopy.
(i) To prove associativity, use the picture below.

H(s, t) =

I
[SYE

~
~

N = /
o

Mm/
g

First, draw the slanted lines in I x I and write their equations. On each of the
three pieces, construct a continuous function whose formula is, for each fixed
t, the affine map from the bottom Oth interval (e.g., from [0, 1]) to the upper
tth interval (e.g., to [0, (2 — t)/4]). It suffices to show that the continuous map
obtained by gluing maps together, as in part (i), is a homotopy f * (g *h) ~
(f *g) * h rel I, and this is routine.

(iii) We show only that f ™! ~ i, rel I; the other half is similar. One
proceeds as in the first two cases, subdividing I x I; here are the formulas.
Define H: I x I - X by

_ jfes—y9) ifo<s<i
H(s, t) = {/(2(1 90— ifh<s<i

That H is the desired relative homotopy is left to the reader. O

The groupoid in Theorem 3.2 is not a group because multiplication is not
always defined; we remedy this defect in the most naive possible way, namely,
by restricting our attention to closed paths. See [Brown] for uses of groupoids
in topology.

1Y x I is divided into two pieces: a triangle and a quadrilateral. The affine maps on each tth
interval give the formula for a function of two variables defined on the quadrilateral; this formula
is used to show that this function is continuous.
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Definition. Fix a point x, € X and call it the basepoint. The fundamental group
of X with basepoint x,, is

(X, xo) = {[f1: [f] s a path class in X with a[ f] = x, = 0[ f]}

with binary operation

(/1091 =L[f*4].

Theorem 3.3. 7, (X, x,) is a group for each x, € X.

Proor. This follows at once from Theorem 3.2. O

The Functor =,

We have been led to the category Top,of pointed spaces and pointed maps
that we introduced in Chapter 0. Recall that a morphism f: (X, xo) = (Y, yo)
is a continuous map f: X — Y preserving the basepoint: f(x,) = y,. In Top,,,
one usually chooses 0 as the basepoint of I and 1 as the basepoint of S*.

Theorem 3.4. n,: Top, — Groups is a (covariant) functor. Moreover, if h,
k: (X, xo) = (Y, yo) and h >~ k rel{x,}, then n\(h) = =, (k).

Proor. If [ f] € n,(X, x,), define 7, (h) by [ f ]+ [h o f]. Note that the com-
posite ho f: I — Y is defined, is continuous, and is a closed path in Y at y,;
thus [h o f] € (Y, y,). Also, 7, (h) is well defined: if f ~ f' rel I, then h o f ~
h o f' rel I (Exercise 3.1).If f and g are closed paths in X at x,, then evaluation
of both sides shows that there is equality (not merely homotopy)

ho(f*g)=(hof)x(hog)

it follows that =7, (h) is a homomorphism.

It is routine to check that 7, preserves composition and identities in Top,,
so that =, is indeed a functor.

Finally, Exercise 3.1 shows that & ~ k rel {x, } implies that h o f ~ k o frel I
whenever f is a closed path in X at x,. Thus [h o f] = [k o f] for all such f;
that is, n,(h) = 7, (k). a

Remarks. (1) One usually writes h, instead of n,(h) and calls h, the map
induced by h.

(2) We have shown that h, = k_ if there is a relative homotopy h ~ k
rel{x,}. We have not shown that h, = k, if there is a free homotopy h ~ k
(between pointed maps h and k), and this may not be true (we shall return to
this point in Lemma 3.8).

(3) There is a category appropriate to the fundamental group functor =, .
Define the pointed homotopy category, hTop,, as the quotient category arising
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from the congruence of relative homotopy: if fy, fi: (X, xo) = (Y, yo), then
fo = fi rel{x,}. The objects of hTop,, are pointed spaces (X, x,), morphisms
(X, xo) = (Y, y,) are relative homotopy classes [ f], where f: (X, x,) — (Y, yo)
is a pointed map, and composition is given by [A][f] = [ho f] (when h, f
can be composed in Top, ). By Exercise 3.2, each closed path f: (I, - (Y, y,)
may be viewed as a pointed map f": (S%, 1) — (Y, y,). If Hom sets in hTop,, are
denoted by [(X, x,), (Y, yo)]1, then [ f1— [ f'] is a bijection

7.(Y, vo) 5 [(S*, 1), (Y, yo)].

Using Exercise 3.2(ii), one may introduce a multiplication in the Hom set,
namely,[ f'1[g'1=[(f * g)'], and the bijection is now an isomorphism. There-
fore m, is an instance of a covariant Hom functor (Example 0.11). Roughly
speaking, the fundamental group of a space Y is just the set of morphisms
S! - Y. We shall elaborate on this theme when we introduce the higher
homotopy group functors =, (which, roughly speaking, are the morphisms of
S" into a space). These remarks are designed to place 7, in its proper context,
to whet the reader’s appetite for the 7,’s, and to indicate that paying attention
to categories is worthwhile. On the other hand, we must say that the funda-
mental group was invented and used (by Poincaré) 50 years before anyone
dreamt of categories!

Let us return to properties of fundamental groups. The next result shows
that one may as well assume that spaces are path connected.

Let x, be a basepoint of a space X, and let A be a subspace of X containing
Xo; the inclusion j: (4, x,) & (X, x,) is a pointed map, and hence it induces a
homomorphism j,: 7,(4, Xo) = 7,(X, x,), namely, [ f]+— [jf] (where fis a
closed path in 4 at x,). The path jf is the path f now regarded as a path in
X. It is possible that f is not nullhomotopic in 4, yet f (really, jf) is null-
homotopic in X (e.g., take X to be a contractible space containing 4—the
cone CA will do for X); the extra room in X may allow f to be contracted to
a point in X even though this is impossible in 4. The homomorphism j, may
thus have a kernel.

Theorem 3.5. Let x,, € X, and let X, be the path component of X containing x,.
Then

71(Xo, Xo) = 71 (X, Xo).

PRrROOF. Let j: (X,, o) & (X, xo) be the inclusion. If [ /] € ker j,, then jf ~
crel I, where c:1— X is the constant path at x,. If F:IxI—>X is a
homotopy, then F(0, 0) = x,; as F(I x I) is path connected, it follows that
F(I x I) = X,. Itis now a simple matter to see that f is nullhomotopic in X,.
Hence j, is injective. To see that j, is surjective, observe thatif f:1— X isa
closed path at x,, then f(I) = X,,. Be fussy and define f": 1 > X, by f'(t) =
f(¢) for all ¢ € I; note that jf' = f. O
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What happens when the basepoint is changed?

Theorem 3.6. If X is path connected and x4, x, € X, then
7y (X, Xo) = 7y (X, x,).

PrOOF. Let y be a path in X from x, to x,. Define ¢: n,(X, x4) = 7,(X, x;)
by [f1— [y 11Lf1[y] (note that the multiplication occurs in the groupoid
of X). Using Theorem 3.2, one sees easily that ¢ is an isomorphism (with
inverse [g]— [y1[g1[y1). a

It follows that the fundamental group of a space X is independent of the
choice of basepoint when X is path connected.

Let us establish notation. In a cartesian product H x K, there are two
projections: p: H x K — H and q: H x K — K defined by p(h, k) = h and
q(h, k) = k. Also,if a: L — H and f: L — K are functions from some set L, then
there is a function («, f): L - H x K defined by (a, f)(x) = («(x), f(x)). Of
course, po (o, f) = aand g o (o, f) = B.

If the sets are groups and the functions are homomorphisms, then (o, ) is a
homomorphism; if the sets are topological spaces and the functions are
continuous, then («, f) is continuous.

Theorem 3.7. If (X, x,) and (Y, y,) are pointed spaces, then
7 (X X Y, (x0, ¥o)) = 71 (X, xo) X 7y (Y, yo)-

PROOF. Let p: (X x Y, (X0, yo)) = (X, Xo) and q: (X X Y, (o, yo)) = (¥, yo) be
the projections. Then (p,,, 4,): ,(X X Y, (X4, ¥o)) = 71 (X, xo) X 74(Y, yo) is
a homomorphism. In more detail, if f: T — X x Y is a closed path at (x,, yo),
then (p,. 4,): L1~ (P, [, 4, [f1) = ([2f], [4f ). We show that (p,,, q,,) is
an isomorphism by displaying its inverse. Let g be a closed path in X at x,,
and let h be a closed path in Y at y,; define 0: n,(X, xo) x 7,(Y, yo) =
(X x Y, (xo, o)) by

0: (Lgl, (k1) —L(g, h)],

where (g, h): I - X x Y is defined by t—(g(t), h(t)); Exercise 3.5 shows that
0 is well defined. It is routine to check that (p,, 4,) and 0 are inverse. O

Remark. Often it is not enough to know that two groups are isomorphic; one
needs to know an explicit isomorphism. For example, we shall use the isomor-
phisms (p,,, g,) and 6 in the proof of Theorem 3.20.
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EXERCISES
3.7. If X is the sin(1/x) space, prove that 7, (X, x,) = {1} for every x, € X.

*3.8. Give an example of a contractible space that is not locally path connected.
(Hint: Take the cone on a suitable space.)

*3.9. Let X be a space. Show that there is a category € with obj € = X, with
Hom(p, g) = {all path classes [ f] with a[ f] = p and w[f] = g}, and with
composition Hom(p, q) x Hom(g, r) > Hom(p, r) defined by ([f], [g])—
[f *g]. Show that every morphism in € is an equivalence.

3.10. If(X, x,) is a pointed space, let the path component of X containing x, be the
basepoint of n,(X); show that 7, defines a functor Top, — Sets, (pointed sets).

*3.11. If X = {x,} is a one-point space, then 7, (X, xo) = {1}.

Choosing a basepoint in X is only an artifice to extract a group from a
groupoid. On this minor point, we have constructed new categories Top,, and
hTop,; eventually, we shall see that we have not overreacted. Nevertheless,

these constructions raise an honest question: Do spaces having the same
homotopy type have isomorphic fundamental groups?

Lemma 3.8. Assume that F: ¢, ~ ¢, is a (free) homotopy, where ¢;: X — Y is
continuous for i = 0, 1. Choose x, € X and let A denote the path F(x,, )inY
Sfrom @q(x,) to @,(xq). Then there is a commutative diagram

(X, Xo) — (Y, ¢1(x0))
Pox Y
7, (Y, @o(xo)),
where  is the isomorphism [g]r>[Ax g+ A71].
ProoF. Let f: I — X be a closed path at x,, and define G: I x I - Y by

G(t, s) = F(f(2), s).

Note that G: ¢, o f ~ ¢, of (of course, @, o f and ¢, o f are closed paths in
Y at @q(x,) and @, (x,), respectively). Consider the two triangulations of the
square I x I pictured below.

L 1
! 2
d c
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Define a continuous map H: I x I — I x I by first defining it on each triangle
and then invoking the gluing lemma. On each triangle (2-simplex), H shall be
an affine map; it thus suffices to evaluate H on each vertex (observe that
agreement on overlaps is automatic here). Define H(a) = H(q) = o, H(b) =
H(p) = p; H(c) =y; H(d) = 0; H(r) = p. By Exercise 2.8, the vertical edge
[a, q] collapses to o, and the vertical edge [b, p] collapses to . Also, [q, d]
goes to [a, 01, [d, c] goes to [4, y], and [c, p] goes to [y, f]. The map J =
Go H:1 x I - Y is easily seen to be a relative homotopy;

Ji@oof =(A+(pyof))+i " rel L.

Therefore @o, [f1=[@oof]=[A*¢, of *A™'] (using homotopy associa-

tivity). On the other hand, Yo, [f]1= [, of]=[A*x@ of xA7'], as
desired. |

This lemma shows that freely homotopic maps ¢, and ¢, may not induce
the same homomorphism between fundamental groups, because they differ by
the isomorphism .

Corollary 3.9. Assume that @;: (X, xo) = (Y, yo), for i =0, 1, are freely homo-
topic.

(i) oy and @y, are conjugate; that is, there is [1] € n (Y, yo) with o, [f] =

[Ae1 (LS D21 for every [ f1 € my (X, xo)-
(ii) If =, (Y, yo) is abelian, then @g, = @1,

Proor. In the notation of the lemma, we have @q(x,) = yo = ¢,(x,), and the
path Ain Y is now a closed path at y,; therefore [ 1] lies in 7, (Y, y,). The path
class [4# @, * f * A™'], which can always be factored in the groupoid of Y, now
factors in the group 7,(Y, y,):

[Ax@yof xA71 ] = [Ale, o fI[27"]
= [ (DA™

This proves (i), and the second statement is immediate from this. O

Theorem 3.10. If B: X — Y is a homotopy equivalence, then the induced homo-
morphism B, 7, (X, xo) = n1(Y, B(x,)) is an isomorphism for every x, € X.

Proor. Choose a continuous map a: Y - X withao f~ 1y and foa ~ 1.
By the lemma, the lower triangle of the diagram below commutes.

T (Y, Blxq))

o X
@By

1 (X, Xg) —————— 7, (X, 0f(x))

~

”](X, xo)

N4
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Since ¥ is an isomorphism, it follows that («f),, is an isomorphism. Now the
top triangle commutes because =, is a functor: (xf), = o, f,. It follows that
B, is injective and o, is surjective. A similar diagram arising from foa ~ 1,
shows that f, is surjective; that is, f, is an isomorphism. O

Corollary 3.11. Let X and Y be path connected spaces having the same homotopy
type. Then, for every x, € X and y, € Y, we have

(X, xo) = 7, (Y, yo)-

ProOF. The theorem gives 7, (X, xo) = 7, (Y, B(x,)) if f: X — Y is a homotopy
equivalence, and Theorem 3.6 shows that the isomorphism class of either side
is independent of the choice of basepoint. O

Corollary 3.12. If X is a contractible space and x, € X, then
7.l:l(Xr xO) = {1}'

Proor. Corollary 3.11 and Exercise 3.11. (This result also follows from
Theorem 1.13.) O

Definition. A space X is called simply connected if it is path connected and
7, (X, xo) = {1} for every x, € X.

According to this definition, all simply connected spaces are path con-
nected; that is, both 7, and =, are trivial. The reader should be aware that
some authors allow simply connected spaces that are not path connected; this
means that every path component is simply connected in our sense.

Remark. In complex variables, one calls an open connected subset U of C
(= CU {0}, homeomorphic to $?) simply connected if its complement is
connected. This agrees with our definition, but it requires some work to prove
it: w, (U, uo) = {1} if and only if S*> — U is connected.

We have just shown, in Corollary 3.12, that contractible spaces are simply
connected. The converse is false; for example, we will see eventually that S” is
simply connected whenever n > 2, yet these spheres are not contractible.

Here is another consequence of Theorem 3.10.

Corollary 3.13. If B: (X, x,) = (Y, yo) is (freely) nullhomotopic, then the induced
homomorphism B,: n,(X, xo) = n,(Y, o) is trivial.?

Proor. If k: X — Y is a constant map at y,, say, then it is easy to see that
ky:m (X, xo) = 7y (Y, yy) is trivial (k [f]1=1[kof], and kof is a constant

21f G and H are groups, a homomorphism ¢: G — H is called trivial if ¢(x) =1 for all x € G,
where 1 is the identity element of H.
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path). Suppose that § ~ k, as in the hypothesis. By Lemma 3.8, there is an
isomorphism ¥ with 8, = k,; it follows that B, = Y 'k, is trivial. O

m;(S")

We have yet to exhibit a space that is not simply connected, that is, a space
with a nontrivial fundamental group. Since n,(X, x,) consists of relative
homotopy classes of maps S! — X, the space X = S' suggests itself for
consideration.

EXERCISE

3.12. If 7,(Y, y,) # {1} for some pointed space (Y, y,), then =,(S*, 1) # {1}. (Hint:
Otherwise 1g is nullhomotopic, where 15 is the identity map on S!, and this
implies that f = fo 15 is nullhomotopic for every closed path fin Y at y,.)

To compute 7,(S?, 1), let us view S? as the set of all complex numbers z
with ||z} = 1. One feels that z+— z2, which wraps I around S! twice, ought not
to be homotopic to the constant map z— z° = 1, and so we seek a way to
distinguish these two functions (of course, we must even distinguish their
homotopy classes). Recall from complex variables that these functions can be
distinguished by a certain line integral called the winding number:

1 dz

Wi = 2mi J; z

(here f: (I, I) - (S, 1) is a parametrization of the circle by some “nice”, e.g.,
differentiable, function f). Evaluate W(f) by rewriting f(t) = exp £(¢) for some
real-valued function f [exp s denotes e>™]. With this rewriting, one can
convert the line integral into an ordinary integral via the substitution z =
£(2) = exp f(t). Thus dz = z2xif (t) dt and

1 t ~ .
Wi = § L [ Fora = f - fo.
(1) r z 0

For example, let f(t) = *™™ be the function wrapping I around §* |m| times
(counterclockwise if m > 0 and clockwise if m < 0). Here we may let f(t) = mt,
and so

w(f)=f(1) = fO) =m.

(Note that there are other possible choices for f. namely, () = mt + k for any
fixed integer k. This multitude of choices is easily explained: f is essentially
log f, and the complex logarithm is not single-valued.) Here is the point of
these remarks. Investigation of =,(S') in the spirit of the winding number
suggests constructing maps f: I - R with f(t) = e2®/® (for every closed path
fin S'); moreover, attention should be paid to (1) and £(0).
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Lemma 3.14. Let X be a compact convex subset of some R, let f: (X, x) =
(S, 1) be continuous, let to € Z, and let exp t denote e?™ Then there exists a
unique continuous f: (X, x4) = (R, to) withexp f = f.

(R9 tO)

e
s

;.- exp
7
7

(X, xo) —— (sL1)

Remarks. (1) £ is called a lifting of f.
(2) In order that exp f(xo) = f(xo) = 1, to, must be an integer.

ProOF. Since X is compact metric, f must be uniformly continuous. There is
thus ¢ > 0 such that whenever ||x — x'|| <e, then | f(x) — f(x)] <2 (we
choose 2 = diam S! to guarantee that f(x) and f(x’) are not antipodal, i..,
f(x)f(x)"! # —1). Now X bounded implies the existence of a positive integer
n with ||x — x,|l/n < efor all x € X.

For each x € X, subdivide the line segment having endpoints x, and x
(which is contained in X by convexity) into n intervals of equal length using
(uniquely determined) points x,, Xy, ..., X, =x. Thus [x; — x;.,|| =
Ix — xoll/n < & hence f(x;) 7" f(x;4,) # —1. Foreachjwith0 <j <n — 1, the
function g;: X — §' — {—1} defined by

gj(x) = f(xj)—lf(xj+1)
is easily seen to be continuous (for multiplication S* x S — S! and inversion

S — S* are continuous); note that g;(x,) = 1 for all j. Since S' is a multi-
plicative group, there is a “telescoping product” in S*:

f) = flxo) [f (o) " (x1) 1L o) T (x2)] - [ (%) T f(x0)]
= f(x0)g0(x)g1(*) " gn—1(x).

Now the restriction of exp to (—3, 1) is a homeomorphism from (—4%, 1

to S' — {—1}; let us call its inverse A (actually, 2 = (1/2zi) log); note that
A(1) = 0. Since im g; = S* — {—1} for all j, each Ao g; is defined and con-
tinuous. Define f: X — R by

Jx) =to + A(go(x)) + Ag1(x)) + " + Agn-1(x))-
Now f is continuous (it is a sum of continuous functions), f(x,) = t,
(because g;(x,) = 1 for all j and A(1) = 0), and exp f = f (because exp is a
homomorphism).
To prove uniqueness of f, assume that §: X — R is a continuous function
with exp § = f and §(x,) = to. Define h: X — R by h(x) = fx) — g(x); it is
clear that h is continuous. Now

exp h(x) = exp(f(x) — §(x)) = exp f(x)/exp (x) = 1,



52 3. The Fundamental Group

because exp f = f = exp J. But exp: R — S! is a homomorphism with kernel
Z. Therefore h: X — R is integer-valued. Since X is connected (it is convex),
it follows from the discreteness of Z that h is constant. Finally, h(x,) =

fxo) — §(xo) = to — to = 0 shows that the constant is zero; that is, f = §.
a

Corollary 3.15. Let f: (I, I) - (S, 1) be continuous.

(i) There exists a unique continuous f: 1R with exp f= S and floy=o.
(i) If g: (I I)— (S%, 1) is continuous and f ~ g rel I, then f ~ G rell (where
exp § = g and §(0) = 0); moreover, f(1) = g(1).

Proor. (i) This follows from the lemma because I is compact convex.

(ii) Note that I x I is compact convex; choose (0, 0) as a basepoint. If
F: 1 x I - S' is a relative homotopy, F: f ~ g rel I, then the lemma provides
a continuous map F: I x I >R with exp F = F and with F(0,0) =0. We
claim that F: f ~ § rel I; that is, the homotopy F can be lifted. If ¢o: I > R is
defined by @,(t) = F(z, 0), then exp ¢,(t) = exp F(t, 0) = F(t, 0) = f(¢); since
©0(0) = F(0, 0) = 0, uniqueness of lifting gives ¢, = f. Define 6,:1—>R by
0,(t) = F(0, t); a similar argument shows that 6, is the constant function
6,(2) = 0; it follows that F(0, 1) = 0. Define ¢,: 1 - R by ¢,(t) = F(t, 1); as
above, exp ¢,(t) = F(t, 1) = g(t) and ¢,(0) = F(0, 1) = 0, hence o¢,(t) = §.
Finally, define 6,: T » R by 8, (t) = F(1, t). Now exp 6, is the constant function
¢ with value f(1), and 6,(0) = f(1). Therefore the constant function at f(1) is
a lifting of ¢, and uniqueness gives 0, (t) = fQ) for all ¢ € I. Hence §(1) = 1)
and F is a relative homotopy F: f ~ g rel I O

Part (ii) of this corollary shows that differentiable functions f; g: (I, I) -
(S*, 1) which are hom~otopic~re11 have the same winding number: W(f) =
W(g) because f(1) — f(0) = f(1) = §(1) = g(1) — §(0).

Definition. If f: (I, I) — (S, 1) is continuous, define the degree of f by

deg f = f(1),
where f is the unique lifting of f with £(0) = 0.

Observe that exp f(1) = f(1) = 1 hence £(1) lies in the kernel of the homo-
morphism exp, namely, Z. Thus, deg f € Z for every f: (I, I) - (S, 1). Also, if
f(z) = z™ (more precisely, if f(t) = exp(mt)), we saw above that (1) = m; this
explains the term degree.

Theorem 3.16. The function d: n,(S!, 1) » Z given by [ f]+>degf is an iso-
morphism. In particular, deg(f *g) = deg f + deg g.

Proor. First, Corollary 3.15(ii) shows that d is a well defined function. Second,
d is a surjection because, for each m € Z, the function f(z) = z™ has degree m
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(as we have just observed above). Assume that deg f = 0, where f is a closed
path in S! at 1. Thus f(1) = 0, which says that f is a closed path in R at 0.
Now exp: (R, 0) - (S?, 1) induces a homomorphism 7, (R, 0) - =, (S*, 1) with
[f1~T[expf] = [f]. But R contractible implies that x, (R, 0) = {1}, so that
[f1=1and [f] =1 (the identity element of ,(R*, 1)). It remains to show
that d is a homomorphism, for then we can conclude that ker d is trivial and
d is injective.

Assume that f and g are closed paths in S at 1 of degrees m and n,
respectively. To compute deg(f * g), we must find a path h: I - R withexp h=
f *g and with h(0) = 0; then deg(f *g) = h(1). Let § be the lifting of g with
G(0) = 0. Define §: I - R by §(t) = m + §(t), so that § is a path in R from m to
m + n. Now let f be the lifting of f with £(0) = 0 (and f(1) = m). Then f * 7 is
a path in R with (f *)(0) = 0 and (f *)(1) = m + n. We claim that f*jis a
lifting of f * g:

exp f(2t) fo<t<i%

exp(f *7)(1) = {exp FRt—1) ifi<t<l

Now exp f(s) = f(s) for s eI, because f is a lifting of f; also, exp 7(s) =
exp(m + §(s)) = €™ exp §(s) = g(s), because me Z and § is a lifting of
g (incidentally, this shows that § is the lifting of g with $(0) = m). Hence
exp(f *7) = f *g. Therefore

deg(f*g) = (f*N() =m +n=degf + degg.

It follows that d:m,(S',1)—> Z is a homomorphism and hence is an
isomorphism. O

Corollary 3.17. S* is not simply connected.

Corollary 3.18. Two closed paths in S* at 1 are homotopic rel 1 if and only if
they have the same degree.

ProOOF. If f ~ g rel I, then degf = deg g, for we have already shown that
d: m,(8, 1) > Zis well defined. Conversely, deg f = deg g implies that [ f] =
[g] because d is injective. O

Theorem 3.19 (Fundamental Theorem of Algebra). Every nonconstant poly-
nomial with complex coefficients has a complex root.

ProoF. Let £, denote the circle in C of radius p and center at the origin and,
forn > 1, let f: £, - C — {0} be the restriction to X, of z+— z". By Theorem
1.5, it suffices to prove that f; is not (freely) nullhomotopic. Consider the
composite h: S* - X, - C — {0} — S*, where the maps are z+ pz, z+— 2", and
z+>z/||z||; one checks that h(z) = z". Were £ nullhomotopic, then it would
follow that h is nullhomotopic. Corollary 3.13 now says that h,: n,(S*, 1) >
n,(8*, 1) is trivial. In particular, h,[exp] = [h exp] = [exp"] is trivial; that is,
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exp” is nullhomotopic rel I, and so exp" has degree 0. But we know that exp”
has degree n > 1, and this is a contradiction. 0

There are other proofs of the fundamental theorem of algebra (one of the
simplest is E. Artin’s variation of a proof by Gauss, which requires only two
facts, both following from the intermediate value theorem: every positive real
number has a positive square root; every real polynomial of odd degree has
a real root (see [Jacobson, p. 293]). The proof of Theorem 3.19, however, still
illustrates that the ideas we are developing are powerful. Later, we shall
investigate methods of computing fundamental groups, one of which (covering
spaces) generalizes the computation of m,(S?, 1) just given. We shall also see
that ©,(X, x,) may not be abelian; indeed, given any group G, there exists a
space X with 7,(X, xo) = G.

EXERCISES

3.13. Letu: (I, ) - (S!, 1) be the closed path ¢+ exp(¢). Show that [u] is a generator
of n,(S?, 1).

*3.14. If f is a closed path in S! at 1 and if m € Z, then ¢t f(¢)" is a closed path in S*
at 1 and

deg(f™) = mdegf.

3.15. Let f: (I, 1) - (S', a) be a closed path in S! at a = exp(«). Define degree f =
degree R o f, where R: S' — S' is rotation by —2no radians. Prove that two
closed paths f and g in S* (with f(0) = a and ¢(0) = b) are homotopic (with
closed paths at every time ¢ of the homotopy) if and only if they have the same
degree. (Hint: Corollary 3.18, Exercise 1.3, and Theorem 1.6.)

3.16. Compute 7,(T, t,), where T is the torus S* x S*.
3.17. Prove that S! is not a retract of D2.

3.18. Prove the Brouwer fixed point theorem for continuous maps D? — D>,

3.19. Let f be a closed path in S* at 1.
(i) If f is not surjective, then deg f = 0.
(ii) Give an example of a surjective f with deg f = 0.

*3.20. Let X be a space with basepoint x,, and let {U;: j € J} be an open cover of X
by path connected subspaces such that:
(@) x, € U for all j;
(ii) U;N U, is path connected for all j, k.
(It follows that X is path connected.) Prove that m, (X, x,) is generated by the
subgroups im ij,, where i;: (U}, xo) & (X, x,) is the inclusion. (Hint: If f: 1> X
is a closed path in X at x,, use a Lebesgue number of the open cover
{f"Y(Up:jeJ}of1)

*321. If n > 2, prove that S" is simply connected. (Hint: Use Exercise 3.20 with the
open cover {U,, U,} of §", where U, is the complement of the north pole and
U, is the complement of the south pole.)

3.22. If n > 2, then S" and S* do not have the same homotopy type.
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Definition. A topological group is a group G whose underlying set is equipped
with a topology? such that:

(i) the multiplication map u: G x G — G, given by (x, y)+ xy, is continuous
if G x G has the product topology;

(ii) the inversion map i: G - G, given by x> x™*

, is continuous.

Both R” (under addition) and S! (under multiplication) are topological
groups.

EXERCISES

*3.23. Let G be a topological group and let H be a normal subgroup. Prove that G/H
is a topological group, where G/H is regarded as the quotient space of G by the
kernel of the natural map.

*3.24. Let G be a simply connected topological group and let H be a discrete closed
normal subgroup. Prove that =n,(G/H, 1) =~ H. (Hint: Adapt the proof of
Theorem 3.16 with exp: R — S! replaced by the natural map v: G — G/H, and
with the open neighborhood (—%, %) of 0 in R replaced by a suitable open
neighborhood of the identity element 1 in G.) (Remark: If G is T, then every
discrete subgroup of G is necessarily closed.)

3.25. Let GL(n, R) denote the multiplicative group of all n X n nonsingular real
matrices. Regard GL(n, R) as a subspace of R™, and show that it and its
subgroups are topological groups.

3.26. A discrete normal subgroup H of a connected topological group G is contained
in the center of G (i.e., each h € H commutes with every x € G), hence is abelian.
(Hint: Fix h € H and show that ¢: G — H defined by ¢(x) = xhx™1h™! is con-
stant.) Conclude that n,(G/H, 1) is abelian when G is simply connected and H
is a discrete closed normal subgroup.

The next result is a vast generalization of the conclusion of the last exercise.

Definition. A pointed space (X, x,) is called an H-space (after H. Hopf) if there
is a pointed map m: (X X X, (xq, X)) = (X, X,) such that each of the (neces-
sarily pointed) maps m(x,, ) and m( , x,) on (X, x,) is homotopic to
1, rel{x,}. One calls x, a homotopy identity.

Clearly, every topological group X with identity x, and multiplication m
is an H-space (one even has equality instead of relative homotopy).

To help us evaluate the induced map m(x,, ), let us restate the definition
of H-space so that it is phrased completely in terms of maps. If k: X — X is
the constant map at x, and (k, 1y): X - X x X is the map x> (x,, x), then
m(x,, ) is the composite m o (k, 1y). Similarly, m( , x,) is the composite

3 One often assumes as part of the definition that G has some separation property. It is known
(see [Hewitt and Ross, p. 70]) that if G is Ty, then it is completely regular.
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mo (14, k). In an H-space, therefore, each of these composites is homotopic
to 1y rel{x,}.

Recall an elementary property of direct products of groups: if x € G and
yeH,thenin G x H,

(e, DA, y) = (x, y) = 1, )(x, 1),

where 1 denotes the identity element in H and 1’ denotes the identity element
of G.

Theorem 3.20. If (X, x,) is an H-space, then (X, x,) is abelian.

Proor. In Theorem 3.7, we have proved that 6: n (X, xo) X 7,{X, x¢) =
(X X X, (X0, Xo)), defined by ([ /], [gD)—[(f, 9)1, is an isomorphism, where
(f, g)is the pathin X x X given by t+>(f(t), g(¢)). Choose [ 1], [g] € 7, (X, x,).
Now

[g] = (mo(k, 1x)),[g] (definition of H-space)

m,(k, 1x),[4] (m, is a functor)

my[(k, 1x)og] (definition of induced map)
m,[(kg, 9)]

m,0(Lkg], [g]) (definition of 8)

m,0(e, [4]),

where e = [k] is the identity element of 7,(X, x,). Similarly,
[f1=m,0(Lf],e),

because m o (1, k) =~ 15 rel{x,}. Since m,0: m,(X, xo) X 7 (X, Xo) = m1(X, x,)
is a homomorphism, we have

m,0(Lf], [g]) = m,6((e, Lg])(Lf], &)
= m,0((e, [g1))m,6((Lf], ¢)) = [41LS].

If instead one factors ([f], [g]) = ([f e)(e, [g]), one obtains m, O([ ], [g]) =
[ f1{g]). We conclude that [g][f] = [f1[g], hence =, (X, x,) is abelian.

I

O
Corollary 3.21. If G is a topological group, then n,(G, e) is abelian.

The contrapositive of this last corollary is also interesting. If X is a space
with 7,(X, x,) not abelian (eventually we shall see such X), then there is no
way to define a multiplication on X making it a topological group. Indeed
one cannot even equip such an X with the structure of an H-space.

We have seen that computing the fundamental group of a space yields
useful information, but this computation, even for S, is not routine. In other
chapters we shall develop techniques to facilitate this work.



CHAPTER 4

Singular Homology

Holes and Green’s Theorem

For each n > 0, we now construct the homology functors H,: Top — Ab that
we used in Chapter 0 to prove Brouwer’s fixed point theorem. The question
we ask is whether a union of n-simplexes in a space X that “ought” to be the
boundary of some union of (n + 1)-simplexes in X actually is such a boundary.
Consider the case n = 0; a 0-simplex in X is a point. Given two points x,,
x, € X, they “ought” to be the endpoints of a 1-simplex; that is, there ought
to be a path in X from x, to x,. Thus, Hy(X) will bear on whether or not X
is path connected. Consider the case n = 1. Let X be the punctured plane

/I
L1\

>
Y

R? — {0}, and let «, B, y be the 1-simplexes as drawn; « U fUy “ought” to
bound the triangular 2-simplex, but the absence of the origin prevents this;
loosely speaking, X has a “one-dimensional” hole in it. (Of course, xU Uy
would not bound the triangular 2-simplex if X were missing a small line seg-
ment through the origin, or even if X were missing a small neighborhood of
the origin. When we say “one-dimensional” hole, we speak not of the size of
the hole but of the size of the possible boundary. One must keep one’s eye on
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the doughnut and not upon the hole!) H, (X) will describe the presence of such
holes. We shall also see a close relation between H, (X) and #, (X, x,); after all,
the hole prevents one from deforming the closed path a * 8 *y to a constant.

Better insight into homology is provided by Green’s theorem from
advanced calculus. Let D be an open disk in R? with a finite number of points
Z1, 25, ..., Z, deleted. Assume that there are closed curves v, y;, ..., %,in D as
pictured below.

Here each v, is a simple closed curve (it does not intersect itself as does, say, a
figure 8) having z; inside and the other z’s outside; all the y, are inside y. If y is
oriented counterclockwise and each y; is oriented clockwise, then Green’s
theorem asserts, with certain differentiability hypotheses on these curves and
on functions P, Q: D — R, that

Jde+Qdy+J de+Qdy+"'+J Pdx + Qdy
Y 71

In
0Q oP
-G-8

where R is the shaded region in the picture. One is tempted to, and does, write
the sum of the line integrals more concisely as

j Pdx + @ dy.
yHy1te oy,

Moreover, instead of describing how the orientations align, one could instead
use signed coefficients to indicate this. If we no longer demand that the curves
be simple and allow each y; to wind around z; several times, we may even
admit Z-linear combinations of closed curves in D.

Green’s theorem arises when one considers whether, given two points a,
b e D, a line integral {4 P dx + Q dy is independent of the path § in D from a
to b. If a is a second pathin D fromato b,is [, P dx + Q dy = |, P dx + Q dy?
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(Such paths « and § are examples of chains.) Plainly, for y = f — « (proceed
from a to b via § and then return to a backward via «, i.e., 7 = f*o ™! in the
multiplicative notation of Chapter 3), the two line integrals have the same
value if and only if |, P dx + Q dy = 0. We are thus led to closed paths (which
are examples of cycles), and Green’s theorem tells us to consider finite unions
of oriented closed curves; algebraically, we consider formal Z-linear com-
binations of cycles. If we now restrict our attention to “exact” function pairs
(P, Q) (there exists a function F: D —» R with dF/0x = P and 0F/0y = Q,
hence dQ/dx = 0P/dy), then the theorem asserts that the line integral van-
ishes if its oriented curves form the boundary of a two-dimensional region R
in D.

One is thus led to consideration of oriented curves, closed oriented curves,
and boundary curves (certain finite unions of oriented closed curves). The
following equivalence relation on the set S;(D) = {all Z-linear combinations
of oriented curves in D} is suggested: if «, § € S;(D), define o ~ B if |, P dx +
Q dy = (3 P dx + Q dyfor all exact function pairs (P, Q). Such linear combina-
tions a and f are called homologous (agreeing); equivalence classes of such
linear combinations are called homology classes. It is known that two line
integrals [, P dx + Q dyand [, P dx + Q dy agree in value for every exact pair
(P, Q) (i.e.,« and B are homologous) precisely when « — f is a boundary. Thus
integration is independent of paths lying in the same homology class. There
are higher-dimensional analogues of this discussion: Stokes’s and Gauss’s
theorems in two and three dimensions; more generally, there is a version for
integration on differentiable manifolds.!

Free Abelian Groups

Let us proceed to the formal definitions: but first, some algebra.

Definition. Let B be a subset of an (additive) abelian group F. Then F is free
abelian with basis B if the cyclic subgroup <{b) is infinite cyclic for each b € B
and F =Y, 5 <b) (direct sum).

A free abelian group is thus a direct sum of copies of Z. A typical element
x € F has a unique expression

x =Y myb,

where m, € Z and almost all m, (all but a finite number of m,) are zero.

Bases of free abelian groups behave as bases of vector spaces; one can
construct a (unique) homomorphism if one knows its behavior on a basis;
moreover, one can “do anything” to a basis.

! Further discussion of Green’s theorem is in the first section of Chapter 12 on differential forms.
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Theorem 4.1. Let F be free abelian with basis B. If G is an abelian group and
@: B — G is a function, then there exists a unique homomorphism ¢: F — G with
@(b) = @(b) for all b € B.

(ii) Every abelian group G is isomorphic to a quotient group of the form
F/R, where F is a free abelian group.

Proor. (i) Each x € F may be written x = ) m,b; define @(x) =Y m,p(b).
Uniqueness of the expression for x shows that @ is a well defined homo-
morphism. Finally, ¢ is unique, because two homomorphisms agreeing on a
set of generators—namely, B—must be equal.

(i) For each x € G, choose an infinite cyclic group Z, having generator b,,
say. It follows that F =) cZ, is a free abelian group with basis B =
{b,: x € G}. Define a function ¢: B — G by ¢(b,) = x. Since ¢ is surjective, it
follows that the homomorphism @ is surjective. By the first isomorphism
theorem, G =~ F/R, where R = ker §. O

Definition. The construction of @ from ¢ is called extending by linearity.
Usually one abuses notation and denotes ¢ by ¢ as well.

Part (ii) of the theorem suggests a way of describing abelian groups.

Definition. An abelian group G has generators B = {x;: j € J} and relations
A = {r: ke K} if F is the free abelian group with basis B, if A c F (ie,
each r, is a linear combination of the x; with integer coefficients), and if
G = F/R, where R is the subgroup of F generated by A. We say that (B|A) is
a presentation? of the abelian group G.

Of course, an abelian group G has many presentations. The existence
question for free abelian groups is essentially settied by the definition: one can
exhibit a free abelian group with a basis of any cardinality merely by forming
the direct sum of the desired number of copies of Z. Here is a sharper version
of the existence theorem.

Theorem 4.2. Given a set T, there exists a free abelian group F having T as a
basis.

2 Later we shall define presentations of groups that may not be abelian.
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Proor. If T = (¥, define F = 0. Otherwise, for each t € T, define a group Z,
whose elements are all symbols mt with m € Z and with addition defined by
mt + nt = (m + n)t. It is easy to see that Z, is infinite cyclic with generator .
The group F = Z,GTZ, is free abelian with basis the set of all | T|-tuples b,,
where b, has all coordinates zero save for a 1 as its tth coordinate. The theorem
is proved by first using a scissors to cut out all b,’s from F and then replacing
each b, by t itself. (One can be more fussy here if one wishes.) ]

In our discussion of Green’s theorem, we formed Z-linear combinations of
curves; Theorem 4.2 allows one to add and subtract curves without fear.

There is an analogue for free abelian groups of the dimension of a vector
space.

Theorem 4.3. Any two bases of a free abelian group F have the same cardinal.

ProOF. Recall that any two bases of a vector space V (over any field) have the
same cardinal. If V is finite-dimensional, this is standard linear algebra. If V
is infinite-dimensional, one uses Zorn’s lemma to prove that bases of V exist,
and one then uses a set-theoretic fact (the family of all finite subsets of an
infinite set 4 has the same cardinal as A) to prove invariance of the cardinal
of a basis.

Now let A and B be bases of F. For a fixed prime p, it is easy to see
that the quotient group F/pF is a vector space over Z/pZ and that the
cosets {a + pF:ae A} form a basis. Thus dim F/pF = card A. Similarly,
dim F/pF = card B, hence card A = card B. d

Definition. If F is a free abelian group with basis B, then
rank F = card B.

Theorem 4.3 shows that rank F is well defined; that is, it does not depend
on the choice of basis B. Exercise 4.2 below shows that the vector space
analogy is a good one: free abelian groups are characterized by their rank as
vector spaces are characterized by their dimension.

One can now define the rank of an arbitrary abelian group G.

Definition. An abelian group G has (possibly infinite) rank r if there exists a
free abelian subgroup F of G with

(1) rank F =r;
(ii) G/F is torsion.

Such free abelian subgroups do exist. Define a subset B of G to be indepen-
dent if )’ m;b; = 0 implies each m; = 0 (where m; € Z and b, € B). It is easy to
see that the subgroup generated by an independent subset B is free abelian
with basis B. If F is the subgroup generated by a maximal independent subset
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(which exists, by Zorn’s lemma), then F is free abelian and G/F is torsion. One
can prove that the rank of F depends only on G (Exercise 9.32), so that the
rank of G is indeed well defined.

EXERCISES

4.1. Let F be free abelian with basis B. If B is the disjoint union B = | ) B;, then
F =Y F,, where F, is free abelian with basis B;. Conclude that each y € F hasa
unique expression y = ) y,, where y, € F; and almost all y, = 0.

*42. Prove that two free abelian groups are isomorphic if and only if they have the
same rank.

*4.3. For a given space X, define S, (X) to be the free abelian group with basis all paths
o: I - X, and let S,(X) be the free abelian group with basis X.
(i) Show that there is a homomorphism 9, : S;(X) - So(X) with 0,0 = (1) —
a(0) for every path ¢ in X.
(i) If x,, xo € X, show that x, — x, € im &, if and only if x,, x, lic in the same
path component of X.
(iii) If o is a path in X, then ¢ € ker &, if and only if ¢ is a closed path. Exhibit
a nonzero element of ker J, that is not a closed path.

The Singular Complex and Homology Functors

Exercise 4.3(ii) indicates that we are proceeding toward a definition that
appears to capture the informal ideas discussed at the beginning of this
chapter: x, — x, ought to be the boundary of a curve in X, but it may not be
unless x,, X, lie in the same path component of X. In preparation for the
general definition, recall that Green’s theorem suggests looking at oriented
curves.

Definition. An orientation of A" = [e,, e,, ..., ¢,] is a linear ordering of its
vertices.

An orientation thus gives a tour of the vertices. For example, the orienta-
tion e, < e, < e, of A? gives a counterclockwise tour.

€,

O

€ €y
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Itis clear that two different orderings can give the same tour; thuse, < e; < e,
and e; < e, < ey and e, < ¢, < e, all give the counterclockwise tour, while
the other three orderings (orientations) give a clockwise tour.

If n = 3, the reader should see that there are essentially only two different
tours, corresponding to the left-hand rule and right-hand rule, respectively.

Definition. Two orientations of A" are the same if, as permutations of
{eg, €15 - -, €,}, they have the same parity (i.e., both are even or both are odd);
otherwise the orientations are opposite.

Given an orientation of A", there is an induced orientation of its faces
defined by orienting the ith face in the sense (—1)'[e,, ..., é;, ..., e,], where
—[egs ..., & ..., e,] means the ith face (vertex e; deleted) with orientation
opposite to the one with the vertices ordered as displayed. For example,
assume that A? is oriented counterclockwise.

€2

O

€9 €

The Oth face of A? is [é,, e, e,] = [e;, e, ], and it is oriented from e, to e,;
the first face [e,, é;, e,] = [eo, €,] is oriented in the opposite direction:
—[eo, €51 = [e,, €o] is oriented from e, to e,; the second face is [eg, e,]. It
is plain that these orientations of the edges are “compatible” with the orienta-
tion of A2,

The boundary of A? is

[e1,e21ULeg, e;1Ueg, €11 = [éo, €5, 21U [eg, €, e,]U e, €5, &, ].
The oriented boundary of A? is
[éo, €1, e,1U —[eo, &1, e,]U[eg, €5, 8,1 = [e5,e,1U[e;, 0]U e, €;].

More generally, the boundary of A" = [e,, ..., €,] is U?=0 [egs---s6is-.-5e,]
and the oriented boundary of A" is | Ji_o (— 1)'[eq, - -, é;, .-, €,].

For the moment, denote the ith face of A by ¢;, where i = 0, 1, 2. Applying
the homomorphism 0, (see Exercise 4.3) to the oriented boundary, we see that

O1(e0 — &1 + &) =(e; —e;) —(e; —€) + (e, —e9) =0,

and ¢, — &, + &, € ker 0;; on the other hand, ¢, + ¢, + ¢, ¢ ker 0; (one thus sees
that orientations are important). At last, here are the important definitions.
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Definition. Let X be a topological space. A (singular) n-simplex in X is a
continuous map o: A" — X, where A" is the standard n-simplex.

Since Al is a closed interval (A! ~ X), a singular 1-simplex in X is essentially
a path in X; since A° is a one-point set, a singular 0-simplex may be identified
with a point in X.

Definition. Let X be a topological space. For each n > 0, define S,(X) as the
free abelian group with basis all singular n-simplexes in X; define S_,(X) = 0.
The elements of S,(X) are called (singular) n-chains in X.

Of course, S,(X) essentially agrees with the construction in Exercise 4.3
whenn=0andn= 1.

The oriented boundary of a singular n-simplex o: A" — X ought to be
Yo (—1Di(olleg, ---» éi, - ., €,]). A technical point arises: we prefer that this
be a singular (n — 1)-chain; it is not because the domain of 6|[eg, ..., &;, ..., €,]
is not the standard (n — 1)-simplex A"~. This is easily remedied. For each n
and i, define the ith face map

g=¢ AT A”

to be the affine map taking the vertices {eg,...,e,_,} to the vertices
{egs ..., & ..., e,} preserving the displayed orderings:

83: (tO’ (RS ] tn—l)H(O: to: ey tn—l);
efiltey ... bty )ty - s tiey, 0,8, ... t,_y) i1

(The superscript n indicates that the target of ¢ is A”.) For example, there are
three face maps &2: A! > A% gy: [e4, 6,1 =[5, €, ); &1 [eo, €11 — [eo, €21;
&y: [eg, e1] — [eg, €]
Definition. If 6: A” — X is continuous and n > 0, then its boundary is
0,0 = Y. (= 1foe] € 5oy (X);
if n = 0, define d,0 = 0.
Note that if X = A" and 6: A" — A" is the identity, then

a(8) = Zb (—1)er.

Theorem 4.4. For each n > 0, there is a unique homomorphism 0,: S,(X) —
S—1(X) with 8,0 = Y 1_ (— 1) a¢; for every singular n-simplex o in X.

Proor. Use the formula for d,6 and extend by linearity. O
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The homomorphisms d,: S,(X) — S,_;(X) are called boundary operators.
Strictly speaking, one ought to write 0F since these homomorphisms do
depend on X; however, this is rarely done. We have constructed, for each X,
a sequence of free abelian groups and homomorphisms

F) 8, p)
= 5, (X) — S (X) — S, (X) — So(X) —>0,

called the singular complex of X; it is denoted by (S,(X), 0) or, more simply,
by S,(X).

Lemma 4.5. If k < j, the face maps satisfy
8;'+18;? — 8£+18;_1Z An~1 - A"+1.
PRrOOF. Just evaluate these affine maps on every vertex ¢;for0 <i <n — 1.

O

For example, e3e3 maps ey~ e, e, ; e; > e, e5; and e, > e5 > ¢4 (the
image is thus the 2-face [e,, e3, e,] of A%); efed: eqgroegt—eg; e > e o e5;
and e, — e3> e,. If k < j, the image of ;¢ is the (n — 1)-face of A"*! obtained
by deleting vertices e; and e,; when k > j, the image deletes vertices e;and ;4.

Theorem 4.6. For all n > 0, we have 0,0,, = 0.

PRrOOF. Since S, (X) is generated by all (n + 1)-simplexes o, it suffices to show
that dde = O for each such o.

006 = 0 (Z (— 1)’63}'“)
J
_ 1)j+ko.£;l+1 8,:‘

— 1y kee e + Y (— 1) Foe  ep

(
k<j
(

—1)*kge e + ) (— 1) *oeptlel,, by Lemma 4.5.
k<j

J.k
=&
=&

In the second sum, change variables: set p =k and g =j — 1; it is now
Y p<q(— 1P oep*ler. Each term og] ' ef occurs twice, once in the first sum
with sign (— 1)** and once in the second sum with (opposite) sign (— 1)/*¥**,
Therefore terms cancel in pairs and ddg = 0. O

Definition. The group of (singular) n-cycles in X, denoted by Z,(X),? is ker 9,;
the group of (singular) n-boundaries in X, denoted by B,(X), is im 0,,;.

Clearly, Z,(X) and B,(X) are subgroups of S,(X) for all n > 0; but more is
true.

3 From the German Zykel.
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Corollary 4.7. For every space X and for every n > 0,

B,(X) < Z,(X) < S,(X).

Proor. If ff € B,(X), then = 0,,,« for some a € S,,;(X). But then 6,(8) =
0,0,+12 = 0, by Theorem 4.6, and § € Z,(X). O

We have now made our earlier discussion precise: an n-cycle corresponds
to those sum (unions) of oriented n-simplexes in X that ought to constitute
the boundary of some union of (n + 1)-simplexes in X. Returning to the
example of the punctured plane given at the beginning of this chapter, we see
that o + B + 7y is a 1-cycle in X. It is intuitively clear (but not so obvious to
prove) that « + § + y is not a 1-boundary (because the obvious candidate for
the two-dimensional region it should bound is not a 2-simplex in X, lacking
as it does the origin).

To detect “holes” in a space X, one should consider only cycles that are
not boundaries; boundaries are “trivial” cycles. Indeed, Green’s theorem also
suggests this, for the line integral |, P dx + Q dy (where (P, Q) is an exact pair)
is zero when 7 is a union of oriented curves comprising the boundary of a
region R in the space D. We are led to the following definition.

Definition. For each n > 0, the nth (singular) homology group of a space X is

Z,(X)  kero,

H(X)= = .
X=X " iman,

The coset z, + B,(X), where z, is an n-cycle, is called the homology class of z,,
and it is denoted by cls z,.

Our next aim is to show that each H, is actually a functor Top — Ab.
If f: X—> Y is continuous and if 6: A" > X is an n-simplex in X, then
foo:A"> Y is an n-simplex in Y. Extending by linearity gives a homo-
morphism f,: S,(X) - S,(Y), namely,

f4Q m,0) =3 m,(foo), wherem,eZ.

This notation is careless, for f, does depend on n. In fact there is one such
f4 foreveryn > 0.

Lemmad.8.1If f: X — Yis continuous,thend, f4 = f,0,; that is, for everyn > 0
there is a commutative diagram

Si(X) — s 5, (X

N

Sn(Y) — n—l(Y)'
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Remark. Not content with omitting subscripts on the maps f,, we have
omitted superscripts on the boundary maps J, as well (these maps do depend
on the spaces X and Y). This casual attitude is customary and necessary, for
a jumble of indices, aside from being cumbersome, can mask a simple idea or
a routine calculation. When the abbreviated symbol may cause confusion,
however, we shall restore decorations as required.

Proor. It suffices to evaluate each composite on a generator o of S,(X). Now
f#00 = f4 (3 (—1)oe)
=Y (= Difg(oe) = 3 (= 1) f(oe).
On the other hand,
of yo = 0(fo) = 3. (—1)(fo)e:. O

Lemma 4.9. If f: X — Y is continuous, then for every n > 0,
f#(Z(X)) = Z,(Y) and  f,(B,(X)) = B,(Y).

Proor. If a € Z,(X), then da = 0. Therefore df o = fu 000 = f4(0) =0, and
faaekerd,=Z,(Y). If e B,(X), then § =0y for some y € S,,,(X), and
J#B=f40y=0f4ye€im 0,1, = B,(Y). ([

Theorem 4.10. For each n > 0, H,: Top — Ab is a functor.

Proor. We have already defined H, on objects X: H,(X) = Z,(X)/B,(X). If
f: X — Y is continuous, define

H,(f): H,(X) > H,(Y)
by z, + B,(X)— f4(z,) + B,(Y), where z, € Z,(X); that is,

H,(f): cls z,>cls f.(z,).

There are some details to check. First, z, being an n-cycle in X implies that
f4#2,1s an n-cycle in Y, by Lemma 4.9. Second, this definition is independent
of the choice of representative because f,(B,(X)) < B,(Y): if b, € B,(X),
then f#(zn + bn) + Bn(Y) = f# (Zn) + f#(bn) + Bn(Y) = f#(zn) + Bn(Y) The
remaining details—H,(f) is a homomorphism, H,(1y) is the identity homo-
morphism, and H,(gf) = H,(g9)H,(f)—are all easy consequences of the defini-
tion of H,. O

Corollary 4.11. If X and Y are homeomorphic, then H,(X) = H,(Y) foralln = 0.
Proor. Theorem 0.5. O

Each homology group H,(X) is thus an invariant of the space X; in
particular, rank H,(X) is an invariant of X for each n > 0.
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Definition. For each n > 0, rank H,(X) is called the nth Betti number of X.

If H,(X) is free abelian, then it is characterized by its rank; otherwise, there
is more information contained in the homology group.

Dimension Axiom and Compact Supports

Before giving the first properties of the homology functors, we caution the
reader. Many proofs, even of geometrically “obvious” facts, will seem too long
(and too algebraic). One reason for this is our decision to define H, as above,
using singular theory. The advantages of this theory are the following: H,(X)
is defined for every topological space X, that is, H, is defined on all of Top;
it is very easy to define induced maps and to prove that H, is a functor. One
disadvantage, as we have just said, is that some proofs appear too fussy and
formal; another great disadvantage is that it is usually difficult to compute
H,(X) for specific X. If we limit attention to spaces X that are polyhedra or
CW complexes (these terms are defined later), then there are other definitions
of H, (the simplicial theory and the cellular theory) for which H,(X) is easier
to calculate. The disadvantages of the other two theories are that they apply
only to these special spaces and that induced maps are more complicated to
define. These theories* will be presented along with a theorem of Eilenberg
and Steenrod, which axiomatizes homology functors on the subcategory of
(compact) polyhedra and which shows that the various theories agree on this
subcategory. Once all this is known, the reader may then select the particular
theory that is most convenient for a problem at hand. We have no such
freedom of choice now, however, and so all our proofs are in singular style
until Chapter 7. Thus warned, the reader should not be discouraged as we set
forth the details of (singular) homology.

Theorem 4.12 (Dimension Axiom).® If X is a one-point space, then H(X) =0
for alln > 0.

Proor. For each n > 0, there is only one singular n-simplex o,: A" — X,
namely, the constant map. Therefore S,(X) = <g,), the infinite cyclic group
generated by g,. Let us now compute the boundary operators:

ano-n = =io (_ l)iO'"Si = |:=io (_ l)l:l Op—-15

(for o,¢; is an (n — 1)-simplex in X, and g,_, is the only such). It follows that

4 There are homology theories other than the three we have mentioned here; these three are the
most popular.

5 The reason for this name will be explained in Chapter 9.
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0 if nis odd
0,0, = e .
o,_, ifniseven and positive.

Therefore J, = 0 when n is odd, and 9, is an isomorphism when n is even and
n > 0. Assume that n > 0, and consider the sequence

E a,
Sp+1(X) — S,(X) Sy-1(X).

If n is odd, then g, = O implies that S,(X) = ker §, = Z,(X); also J,,, is an
isomorphism (n + 1 is even), hence is surjective, and so S,(X) =1im 0,,, =
B,(X). Thus H,(X) = Z,(X)/B,(X) =0. If n > 0 is even, then 0, is an iso-
morphism, hence injective, and so Z,(X) = ker d, = 0. It follows that H,(X) =
Z,(X)/B,(X) = 0 in this case as well. O

Definition. A space X is called acyclic if H,(X) = Oforalln > 1.
The dimension axiom shows that every one-point space is acyclic.

EXERCISES

*44. If X = ¢, then H,(X) = Ofor alln > 0. (Hint: The free abelian group with empty
basis is the trivial group {0}.)

4.5. If X is a one-point space, then Hy(X) =~ Z.

*4.6. For each fixed n > 0, show that S,: Top — Ab is a functor.
The next result will allow us to focus on path connected spaces.

Theorem 4.13. If {X;: A € A} is the set of path components of X, then, for every
n>0,

Hn(X) = ; Hn(X}.)

Remark. The elements of a direct sum )_ G, are those “vectors” (g;) having
only finitely many nonzero coordinates.

PrROOF. If y =) m;0; € S,(X), then Exercise 1.24 shows that each im o; is
contained in a unique path component of X; we may thus write y = _9;,
where y, is the sum of those terms in y involving a simplex o; for which
im 0; = X,. Itis easy to see that, for each n, the map y + (y,) is an isomorphism
S.(X) = Y., S.(X;). Now y is a cycle if and only if each y; is a cycle: since
0y; € S,_1(X;) (because im o = X, implies im o¢; = X,), the assumption 0 =
dy = dy, implies dy;, = 0 for all 4 (because an element in the direct sum
Y S,-1(X) is zero if and only if all its coordinates are zero). It follows that the
map 0,: H,(X) - Y H,(X,), given by cls y — (cls y,), is well defined. To see that
6, is an isomorphism, we exhibit its inverse. Define ®,: Y H,(X;) > H,(X) by
(cls y;)—cls(}_ y,); it is routine to check that both composites are identities.
O
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EXERCISES

4.7. Compute H,(S%) for alln > 0.
4.8. Compute H,(X) for all n > 0, where X is the Cantor set.

Of course, the computation of H,(X), even when X is path connected, is
usually difficult. However, one can always compute Hy(X).

Theorem 4.14.

() If X is a nonempty path connected space, then Hy(X) = Z. Moreover, if
Xo, X1 € X, then cls x, = cls x; is a generator of Hy(X).
(ii) For any space X, the group H(X) is free abelian of rank = card A, where
{X,: € A} is the family of path components.
(i) If X and Y are path connected spaces and f: X — Y is continuous, then
fi: Ho(X) > Ho(Y) takes a generator of Hy(X) to a generator of Ho(Y).

PROOF. (i) Consider the end of the singular complex
0 0
S5,(X) —— 5o(X) —— 0.

As 8, is zero, Zy(X) = ker 8, = Sy(X); therefore every O-chain in X is a
0O-cycle (in particular, cls x € Hy(X) for every x € X). A typical O-cycle is thus
Y cexm, X, where m, € Z and almost all m, = 0. We claim that

Bo(X) = {3 m,x € So(X): Y, m, = 0}

If this claim is true, then define 6: Zo(X) - Z by Y m,x+ Y m,.Itis clear that
0 is a surjection with kernel B,(X), and so the first isomorphism theorem gives
Hy(X) = Z.

Let us prove the claim. Let y = Y %_o m;x; € So(X), and assume that )’ m; =
0. Choose a point x € X (X # ¥), and choose a path ¢; in X from x to x; for
each i (X is path connected). Note that d,0; = g;(e;) — ag;(eo) = x; — x (we
have identified I = [0, 1] with A! = [e,, e;]). Now Y m;0; € S;(X), and

01(2 m;0;) = 2 m;0,(0;) = z my(x; — x) = z m;x; — (Z m)x =7,

since Y m; = 0. Therefore y =) m;x; = 0,3, m;0;) € Bo(X). Conversely, if

7 € By(X), then y = 9, n;7;), where n; € Z and 1; is a 1-simplex in X. Hence
Y= Z ni(t;(er) — ti(eo0)),

so that each coefficient n; occurs twice and with opposite sign. Thus the sum

of the coefficients is zero.

Let x4, x, € X. There is a path ¢ in X from x4 to x;, and x; — x5 =
0,0 € By(X); this says that x; + Bo(X) = xo + By(X), that is, cls x, = cls x,.
Finally, if cls y is a generator of Ho(X), where y = Y m;x;, then 8(y) =) m; =
+ 1. Replacing y by —7 if necessary, we may assume that ) m; = 1. If x5 € X,
then y = xo + (7 — Xo); since y — xq € Bo(X) (its coefficient sum is zero), we
have cls y = cls x,, as desired.
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(i) Immediate from Theorem 4.13 and part (i) of this theorem.
(i) Immediate from part (i). ]

Compare the functors n, and Hy : mo(X) is the set of path components of
X; Hy(X) carries exactly the same information and builds a free abelian group
from it.

In Theorem 4.32, we shall give a geometric characterization of 1-cycles in
a space X.

Lemma 4.15. Let A be a subspace of X with inclusion j: A & X. Then
J#: Sa(A) = S,(X) is an injection for every n > 0.

PROOF. Let y = Y m;0; € S,(A); we may assume that all o; are distinct. If
yekerj,,then0=j, Y mo, =) myjo o). Sincej o o; differs from o; only in
having its target enlarged from A to X, it follows that all j o ¢; are distinct.
But S,(X) is free abelian with basis all n-simplexes in X; it follows that every
m;=0andy =0. O

This lemma is invoked often, usually tacitly.

Definition. If { = ) m;0; € S,(X), with all m; # 0 and all ¢; distinct, then the
support of {, denoted by supp ¢, is | ) o;(A").

It is clear that supp { is a compact subset of X, since it is a finite union of
compact subsets.

Theorem 4.16 (Compact Supports). If cls { € H,(X), then there is a compact
subspace A of X with cls { e im j,, where j: A & X is the inclusion.

PrROOF. Let A4 =supp (. If { =Y m;o;, then for each i we may write o; =
joi, where o]: A" - A. Define y = Y m;0; € S,(4). Now j, 0y = 0j4y=0{=0
(because ( is an n-cycle in X); since j, is an injection, it follows that dy = 0,
that is, y is an n-cycle in 4. Therefore cls y € H,(4) and j, cls y = cls {. ]

Corollary 4.17. If X is a space for which there exists an integer n > 0 with
H,(A) = 0 for every compact subspace of X, then H,(X) = 0.

Proor. If cls { € H,(X), then the theorem provides a compact subspace A of
X (with inclusion j: 4 & X) and an element cls y € H,(A4) with j, clsy = cls {.
But H,(4) = 0, by hypothesis, hence cls y = 0, and hence cls { = 0. O

The next technical result will be used in proving the Jordan curve theorem.

Theorem 4.18. Let X = | )7, X? with X? = X?*! for all p (call the inclusion
maps AP: X? & X and ¢P: X? & XP*1). If every compact subspace A of X is
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contained in some XP, then cls { € H,(X) is zero if and only if there exist p and
cls {' e H,(X?) with

Alcls{ =cls{ and o@fcls{ =0.
Xp+1

X”——-—————»X

Proor. Sufficiency is obvious, for A?*! o ¢? = A?, hence 0 = AZ* (pE cls {) =
Abcls ' =cls{.

Conversely, assume that cls { = 0 in H,(X). Thus { =) m;0; € S,(X), and
there exists f =Y. ¢;7; € S,44(X) with 08 = {. Define 4 = supp {Usupp B.°
and choose p with 4 = X?. As in the proof of Theorem 4.16, there are
n-simplexes a}: A" — X? and (n + 1)-simplexes 1j: A" — X7 for all i, k with
0, = APg} and 1, = AP1}; moreover, if {' =) myo;, then (' is an n-cycle in
X? and AZcls{’ = cls {. On the other hand, if §' =) ¢;7}, then dp%f =
@R OB = @L{;thatis, pf cls {' = 0in H,(X?*"). O

Theorem 4.18 and Corollary 4.17 are instances of a more general result:
each homology functor H, preserves “direct limits” over a directed index set
(see [Spanier, p. 162]).

The Homotopy Axiom

Our next goal is to show that H,(f) = H,(g) for all n whenever f and g are
homotopic. First, we present a preliminary result.

Theorem 4.19. If X is a bounded convex subspace of euclidean space, then
H,(X) = 0 for all n > 1. In particular, H,(D*) = 0 for all n > 0 and all k.

Remarks. (1) If X # (7, then Theorem 4.14 shows that Hy(X) = Z
(2) This theorem will be used to prove a stronger result, Corollary 4.25,
which replaces “convex subspace of euclidean space” by “contractible space”.

Proor. Choose a point b € X. For every n-simplex o: A* —» X, consider the
“cone over ¢ with vertex b” (recall that Exercise 2.10 shows that an affine
simplex is the cone over any one of its faces with opposite vertex). Define an
(n + 1)-simplex b.o: A**! — X as follows:

6 Actually, it is easy to see that supp { < supp B, so that one may take A = supp S.
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b ifto=1

(b.0)(Eos Ly -ens byry) =

t t
tob+(1—t r .., ift, # 1
ob + ( 0)0<1—t0’ T—t, if to #

(here (to, ty, ..., L4y ) are barycentric coordinates of points in A”*1). Note that
to = 1 implies that (¢, ..., t,+1) = (1,0, ..., 0); moreover, b. ¢ is well defined
because (1 — t,)™* Y121 t; = 1 (hence the argument of ¢ lies in A") and X is
convex. A routine argument shows that b. ¢ is continuous.

Define c,: S,(X) — S,.,(X) by setting c,(6) = b. o and extending by linear-
ity. We claim that, for all n > 1 and every n-simplex ¢ in X,

an+1 C,,(O') =0 —Cp 611(6)- (*)

(If one ignores signs, formula () says that the (oriented) boundary of the cone
on ¢ is the union of ¢ with the cone on the boundary of ¢. We illustrate this
when ¢ is a 2-simplex.

€o 2

€

Here o is represented by [e,, e,, €,]; the cone b. o is the tetrahedron, and the
boundary of this tetrahedron is ¢ together with the three faces [b, e, e, ],
[b, eo, €51, and [b, e,, e, ], each of which is the cone on a face on ¢.)

If formula (%) holds, then the theorem follows easily. If y € S,(X), then
extending by linearity gives

y = dcy + coy;

if y is a cycle, that is, dy = 0, then y = dcy € B,(X). Hence Z,(X) = B,(X), and
H,(X)=0.

To verify (), let us first compute the faces of ¢,(6) = b.o.Ifn > 1 and i = 0,
then

((b.0)el* )ty ..., t,) = (b.0)0, tg, ..., L) = 6(tgy ..., Lp)
If0<i<n+1,then
((b.o)e" N(tgy...s t,) = (b.0)tos .. s ti1, 0, b1y onns by).
If, in addition, ¢, = 1, then
(b.0)(1,0,...,0) = b;
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if ty # 1, then the right side above is equal to

ti—l

t t, t
tob+(1—t L ,0,——, ..., —"
ob +( °”Q—% -t Tt 1—%)

t t
= tob + (1 - t0)68?_1< ! u >

11—ty 71—t

= cn—l(asin—l)(to’ v tn)'
In conclusion, after evaluating each side on (¢, ..., t,),
(c,0)el™t =0 and (c,0)e!* =c,_s(oel;) ifi>0.

Taking alternating sums,

n+1 n+1

Opr1Cn(0) = Z (—1Y(c,0)e; =0 + ;1 (—1Ycp—y(08i-y)

i=0

=0 — 20 (_' l)jcn—l(agj)

=06—Cyy ( i (—l)fasj>
j=o0

=0 — ¢,—10,0. il
Definition. The homomorphism ¢, is called the cone construction.
Corollary 4.20.
(i) Let X be convex and let y =Y m;0;€ S,(X). If b€ X, then
y—b.0y ifn>0
Cmb—y ifn=0.
(ii) If v is an n-cycle and n > 0, then

o(b.y) = dlcyy) = v.

Remark. Part (ii) may be regarded as an integration formula.

6(b.y)={

ProoF. (i) For n > 0, the formula has just been proved above. When n = 0,
consider first a 0-simplex o (which we identify with its image x € X). The
definition b.o: A* > X is

(b.o)®y=tb+ (1 —t)x.
Therefore, if one identifies o; with its image x;,
ab.y) =00 mb.g)=Y mdb.o)
= Z my(b — x;) = (Z m;)b — .

(ii) Immediate from part (i). O
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Lemma 4.21. Assume that f, g: X — Y are continuous maps and that there are
homomorphisms P,: S,(X) — S,+,(Y) with

f# —gx = On+1Py + P,_10,.

’l

s, XS 50— s, () —>
1

AR

> Sy (1) == 5, () — L) —>..

n+1

Then, for alln > 0, H,(f) = H,(g).

PRrOOF. By definition, H,(f): z + B,(X)+> f4(2) + B,(Y), where dz = 0. But
(fg —9g4)z2= (0P + PO)z = 0'Pz € B,(Y),

and 50 f4(2) + B,(Y) = g4(2) + B,(Y); that is, H,(f) = H,(g). ]

Remark. The equation in the statement of the lemma makes sense whenn = 0,

for S_, (X) was defined to be zero, hence P_,: S_;(X) — S,(Y) must be the zero
map.

Lemma 4.22. Let X be a space and, fori =0, 1, let A¥: X - X x I be defined
by x> (x,i). If H,(A) = H,(A}): Hy(X) > H(X x 1), then H,(f)= H,(g)
whenever f and g: X — Y are homotopic.
Proor. If F: X x I - Y is a homotopy f ~ g, then

f=FiAf and g=Fif.
Therefore

H,(f) = H(FAJ) = H,(F)H,(43)
= H(F)H,(A) = H,(FA}) = H,(g). O

Theorem 4.23 (Homotopy Axiom). If f, g: X — Y are homotopic, then
H,(f)= H,(g) foralln > 0.
ProoF. By Lemma 4.22, it suffices to prove that H,(AX) = H,(A¥) for all

n > 0; by Lemma 4.21, it suffices to construct homomorphisms PJ: S,(X) —
S,+1(X x I) with

j’f# - '1(})(# = an+1PnX + an—lan' (1)

We propose proving the existence of such homomorphisms PX for all spaces
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X by induction on n > 0. In order to prove the inductive step (and realizing
that we must define PX on a basis of the free abelian group S,(X)), we
strengthen the inductive hypothesis as follows. For all spaces X, there exist
homomorphisms PX: S,(X)— S,.,(X x I) satisfying (1) and the following
“naturality condition”: the following diagram commutes for every simplex
o: A" > X:

an

S,(A") —2s 5,,,(A" x 1)

o, (o x1),

Sn(X) T n+1(X X 1)5

that is,
(6 x 1),P¥" = PXa,. @
(Recall that ¢ x 1: A" x I - X x I is defined by (x, ) —(c(x), t).)
Let n = 0. Begin by defining PX, = 0 (there is no choice here because
S_1(X) = 0). Now A° = {e,}; given o: A®° - X, define P¥(s): A' > X x I by

t—(o(eo), 1), and then define PX: S5(X) — S;(X x I) by extending by linearity.
To check Eq. (1), it suffices to evaluate on a typical basis element o:

0, Pfo = (a(eo), 1) — (6(eo), 0) = Af 0 0 — AF 0 0 = A{4(0) — A4 (0);
that is (since PX, = 0),
alpox + Pflao = IQ.IX# b i())(#.

To check the naturality condition (2), consider the diagram
5,0 —, 5, (A% x 1)
o, (o x 1),
So(X) T Si(X xI).

There is only one O-simplex in A°, namely, the identity function § with
8(eq) = e, To check commutativity, it suffices to evaluate each composite on
8; note that each result is a map A! - X x L Identify (1 — t)e, + te, € A*
with ¢, and evaluate:

P3a4(0) = P3 (0 08) = P (0): t—(aleo), 1);
(6 x 1) P3°(3): t>(0 x 1)4(8(eo), 1) = (0 x 1)y (eo, 1) = (a(eo), 1),

as desired.
Assume that n > 0. We shall sometimes write A instead of A" for the
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remainder of this proof. Were Eq. (1) true, then (A¢4 — A5, — P~,3,)(y)
would be a cycle for every y € S,(X). This is indeed so.

an('lf# - },3# - PnA—lan) = '1?# 611 - '13# an - 6nPnA—1 an (Lemma 48)
= '1?# an - ’18# an - (llA# - '13# - PnA—2an—1)an
(by induction)
=0 (since 00 = 0).

If 6: A" > A" is the identity map, then & € S,(A"); it follows that (1%, —
A8y — PA,08,)(0) € Z,(A" x I). But A" x I is convex, so that Theorem 4.19
gives H, (A" x I) = 0 (because n > 0); therefore Z,(A" x I) = B,(A" x I), and
there exists f,,, € S,4,(A" x I) with

an+1ﬁn+1 = (i?# - '13# - PnA—l an)(a)
Define PX: §,(X) - S,.(X x I), for any space X, by
P¥(0) = (0 x 1)4(Bu+1)

(where o is an n-simplex in X), and extend by linearity.
Before checking Egs. (1) and (2), observe that, fori = 0,1 and for 6: A" - X
an n-simplex in X, we have

(6 x DA =A¥o: A" > X x 1 3)
[if y € A", then
(@ x DAF(y) = (0 x 1)(p, i) = (0(y), i) = ¥ (a(»)].
To check Eq. (1), let : A" > X be an n-simplex in X.
On+1 Py (0) = Opr1(0 X 1) (Brr1)
=(0 X 1)40p41(By+1) (Lemma 4.8)
=(0 x D)y(Aly — 484 — P2,0,)(9) (definition of B,.,)
=(0 x 1)A — (0 x 1)A§ — (0 x 1), P~,06,(8) (since A2 () = 12)
= (0 x 1)A% — (6 x 1)A5 — PX,0,0,(6) (Eq.(2)for P,_,)
= Ao — Afo — P¥,0,6,(5) (Eq.(3)and Lemma 4.8)
=(Af — A — PX,0,)(0) (since 64(5) = o).

To check the naturality equation (2), let T: A" — A" be an n-simplex in A"
Then for every o: A" - X,

(@ x D Pi(r) = (0 x Dyl x Dy(Brss) = (067 x Dy (Brsr),
while

Pfoy(t) = PY(07) = (07 X 1)4(Bus1)s
as desired. O
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Remarks. (1) If X = A" and ¢ = §, the identity map in A" then one can give
a geometric interpretation of f,,;. Recall that P}(0) = (o X 1)4(B,+,); in
particular, P(8) = (5 x 1)4(B,+1) = Bu+1, since  x 1 is the identity on A" x L.
Now B,.; = PA(d) is, in no obvious way, a linear combination of simplexes
because A" x I is a prism (hence the letter P) which is not triangulated.

bo b,

ap a

ag a;

)

IfA" = [e,, ..., e,], define a; = (e;, 0) and b; = (e;, 1) for 0 < i < n. A formula
for §,,, turns out to be

Bos1 = _;) (- 1)i[ao, ooy @ by by, oo, by, )

where the brackets denote the affine map A"*! —» A" x 1 taking the vertices
{eo, ..., €nsq } to the vertices {ay, ..., a; b;, ..., b,} preserving the displayed
orderings. Aside from signs, formula (4) does triangulate the prisms. For
example, A! x Iis divided into two triangles [a,, by, b, ] and [ay, a;, b, ].

by by

ap a;

After drawing in dotted lines in A% x I pictured above, one sees three tetra-



The Homotopy Axiom 79

hedra: [ay, by, b1, b, 1, [ag, a1, by, b, 1, and [aq, a,, a,, b,]. One thus views
P(o) as the “triangulated prism over ¢”. The geometric interpretation of
OP + PO = A 4 — Ay is: the (oriented) boundary 0P of the solid prism with-
out P0, the prism on the boundary, is the top and bottom (we ignore signs
when being descriptive).

(2) One could prove Theorem 4.23 using the explicit formula (4) for B,,,,
but the proof is no shorter and one must always be alert that signs are correct.

(3) The construction of the sequence of homomorphisms P, has been
axiomatized (and will appear again); it is called the method of acyclic models,
and we shall discuss it in Chapter 9.

We now draw the usual consequence of the homotopy axiom: the homo-
logy functors induce functors on the homotopy category; we may regard H,
as a functor hTop — Ab.

Corollary 4.24. If X and Y have the same homotopy type, then H,(X) =~ H,(Y)
for all n > 0, where the isomorphism is induced by any homotopy equivalence.

We now generalize Theorem 4.19.

Corollary 4.25. If X is contractible, then H,(X) = O for all n > 0.

ProOOF. X has the same homotopy type as a one-point space; apply Corollary
4.24 and the dimension axiom, Theorem 4.12. O

EXERCISES

49. (i) Using the explicit formula for §,,,, show that
Ops1Bur1 = (Af# - }“8# - PnA—lan)(é)

forn=0andn=1.
(i) Give an explicit formula for P{(¢), where : A —» X is a 1-simplex.
*4.10. Prove that P, is “natural™ if f: X — Y is continuous, there is a commutative
diagram

X

F
S,(X) —— S, (X x D)

f#l (f x 1y

S.(Y) —5 Spa (Y x D).

*4.11. If X is a deformation retract of Y, then H,(X) = H,(Y) for all n > 0. In fact, if
i X — Y is the inclusion, then H,(i) is an isomorphism.

4.12. Compute the homology groups of the sin(1/x) space.
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The Hurewicz Theorem
There is an intimate relation between 7, and H;.
Lemma 4.26. Let n: A — I be the homeomorphism (1 — t)ey + te, +—t. There is
a well defined function
@: (X, xo) = Hy(X)
given by
Lf1>cls fu,

where f:1— X is a closed path in X at x,.

Proor. It is plain that fi is a 1-simplex in X, so that fi € S;(X). Indeed,
fne Z,(X), for 0,(fn) = fuley) — fuleo) = f(1) — f(0) =0, because f is a
closed path; thus cls fy € H,(X). In particular, if u: 1 — S! is defined by t+—>
e?™ then un is a 1-cycle in S'. We saw in Exercise 3.2 that there is a map
f’: §' - X making the following diagram commute (f is a closed path in X):

I —% , st

f i
X;

hence f” induces a homomorphism f: H,(S*) - H,(X), namely, cls(}_ m;o;)—
s, my(f” o 6;)). It follows that

cls fp = cls f'un = f, cls un € H,(X).

Now assume that g is a closed path in X at x, with f ~ g rel I; by Exercise
3.2, we have [’ ~ g’. The homotopy axiom (Theorem 4.23) thus gives

cls fip = fy cls un = g, cls un = cls gn.
Therefore ¢ is well defined. O

Lemma 4.26 may be paraphrased: homotopic closed curves in X must be
homologous.

Definition. The function ¢: n,(X, x,) — H,(X) of Lemma 4.26 is called the
Hurewicz map.

Theorem 4.27. The Hurewicz map ¢: n,(X, xo) = H,(X) is a homomorphism.

Proor. Let f and g be closed paths in X at x,. Define a continuous map
o: A? 5 X as indicated by the following picture.
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In more detail, first define ¢ on A2: (1 — ¢, £, 0) = f(t); 6(0, 1 — 1, ) = g(t);
(1 —t,0,t) = (f *g)(t). Now define ¢ on all of A? by setting it constant on
the line segments with endpoints a =a(t)=(1 —t,¢,0) and b = b(t) =
(2 — 1)/2, 0, t/2), and constant on the line segments with endpoints ¢ = ¢(t) =
0,1 —¢t1t) and d=d(@) = (1 —1)/2,0,(1 + t)/2). It is easy to see that
o: A? > X is continuous, that is, ¢ € §,(X). Moreover, do = gg, — ¢, + 0¢,.
But o¢y(t) =0(0,1 —t,t) = g(t), oe, = f*g, and ¢, = f, so that Jo =
g — f*g + f. Therefore

o:[f1[g]l = [f*gl=cls(fxgn =cls(f + gm =clsfy + clsgn. [
EXERCISES

*4.13. Prove that the Hurewicz map ¢ is “natural”. If h: (X, x,) — (Y, y,) is a map of
pointed spaces, then the following diagram commutes:

(X, xo) L’ 7,(Y, yo)
(Pl lq’
H,(X) T» H,(Y).

*4.14. If f is a (not necessarily closed) path in X, prove that the 1-chain f is homo-
logous to —f 1. (Hint: Use Theorem 4.27 and Exercise 3.4 with the picture
below.)

feft !

7

*4.15. Let X be a space and let a, 8, y be (not necessarily closed) paths in X such that
o * B *7 is defined and is a closed path. Prove that, in H,(X),
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cls(*B*y)=cls(a + B+ ) =clsa+cls f+clsy.
(Hint: Use Theorem 4.27 and Exercise 3.4 with maps A% — X suggested by

oxp (a*f) =7y

Lemma 4.28 (Substitution Principle). Let F be a free abelian group with basis
B, let xq, X1, ..., X be a list of elements of B, possibly with repetitions, and
assume that

k
moxo = Y, mx;, wherem;eZ.
i=1

If G is any abelian group, and if yg, 1, ..., Y« € G is a list such that x; = x;
implies y; = y;, then moyo = Y =y m;y; in G.

ProoF. Define a function f: B — G by f(x;) = y;fori =0,1,...,k,and f(x) = 0
otherwise (f is well defined by hypothesis). By Theorem 4.1, there is a homo-
morphism f: F — G extending f. But

0= f(moxo - Z mx;) = meyo — Z m;y;. U

A key ingredient in the next proof is that if ¢: A - X is a 2-simplex, then
o|A? is nullhomotopic (Theorem 1.6), and hence o|A? =~ (gey) * (0¢,) ™! *(0¢5)
is nullhomotopic (Exercise 3.4).

Theorem 4.29 (Hurewicz’ Theorem). If X is path connected, then the Hurewicz
map ¢: n,(X, xo) = H,(X) is a surjection with kernel 7,(X, x,), the commu-
tator subgroup of n,(X, x,). Hence

7y (X, Xo)/m (X, Xo) = Hy(X).

ProOF. To see that ¢ is a surjection, consider a 1-cycle { = ) m;o;in X; hence

0=0,(0)= Z my(o;(e;) — oi(eo))

an equation among the basis elements X of the free abelian group Sy(X). Now
X path connected implies that, for each i, there are paths in X, say, y; from x,
to a,(e,) and ¢, from x, to o;(e,).

7 Although this result is due to Poincaré, there is a more general theorem of Hurewicz relating
homotopy groups and homology groups.
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o;(eq)

o;(ey)

Choose y; = y;if a,(e;) = gj(e,); choose §; = §; if 5;(ey) = aj(e,); choose y; = §;
if ,(e;) = gj(eo). The substitution principle (for the list a,(e,), 5,(e,), 52(e1),
a,(ep), ... in the free abelian group S,(X) and for the list y,1, 4,1, y,1, o1, - ..
in S;(X)) gives the equation 0 = Y m;(6;n — y,m) in S;(X). Hence

Z my(6;n + o; — yin) = Z m;o; = {. 1

! is a closed path in X at x,, so that Exercise 4.14 and

But §;x o "+,
Exercise 4.15 give

e([] [Bixoin™ %y ™) =Y mp[di*x o™ %y 1]
=Y m;cls(6n + 6; — y;m) =cls {.

We now compute ker ¢. For the remainder of this proof, abbreviate
7,(X, xo) to m. Since H,(X) is abelian, n’ < ker ¢. For the reverse inclusion,
assume that 7y is a closed path in X at x, with [y] € ker ¢; there are thus
2-simplexes 1;: A> > X with yn = 9,3 n;7;) for n; € Z. If 7,¢; is denoted by ©
then 0,(z;) = 1,0 — t11 + Ti2, and

m= Z ni(tio — T + Tiz)s )]

an equation among the basis elements of the free abelian group S,(X). It
follows that yn = 1, for some p = iand g € {0, 1, 2} (because y also is a basis
element). As in the first part of the proof, we use path connectedness to
construct auxiliary paths to make loops at x,. For each i, choose paths 4, y;,
v; from x,, to 7;9(eg), T;1(e1), Ti2(€o), rEspectively.

ijo»

Should any of the ends 7;4(eo), T;1(e1), Ti2(€o) b€ X, choose the corresponding
A, p, v to be the constant path at x,; also, should 7,4(eo) = Tjo(€p), choose
A; = A; (and similarly for u, v). Assemble paths to obtain elements of = =
7,(X, xo). Define
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Ly = ['11'*‘51‘0’7_1 *I‘ti_l];
L, = ["i*'fu”l_1 *.ui_l:|§
L= [Vi"‘Tiz’?_1 *)“i-l]'

The substitution principle when applied to Eq. (2) in S, (X) and the multiplica-
tive abelian group zn/n’ gives an equation

qu =11 (LioLi* Lip)™,
where bar denotes coset mod 7. Now L,, = [a* 1, ' % §], where a and f
are appropriate 4, y, v. Since 7,, = y7 is a closed path at x,, the choice of

auxiliary paths shows that o and f are constant paths at x,; therefore L,, =
[tpqn '] = [7]. Finally, we have in = that
LioLii' Liy = [Ai# tion ™ # i gy (T ™) Th v vy o e A1)
=[Aixtion ety ™) T rTn T x4 ] = 1,
by Exercise 3.4(). It follows that L,, = [T(LioL;i'Li,)" = 1 in /', hence
[Y]l = L,, = linn/n’; thatis, [y] e 7. O

As we mentioned earlier, two homotopic closed curves in a space X are
necessarily homologous (this is the statement that the Hurewicz map is well
defined). One can show that the converse is not true by giving a space X whose
fundamental group is not abelian (so that ¢ is not injective). An example of
such a space X is the figure 8.

Xg

The closed paths a*f and f*a at x, are homologous, but they are not
homotopic(i.c.,a* f*a™! * B! is not nullhomotopicin X ; see Corollary 7.42.

Corollary 4.30. H,(S}) = Z.
Corollary 4.31. If X is simply connected, then H(X) = 0.

EXERCISE

4.16. If f: S* — S' is continuous, define degree f = m if the induced map f,: H,(S*) >
H,(S!) is multiplication by m. Show that this definition of degree coincides with
the degree of a pointed map (S!, 1) - (S!, 1) defined in terms of = (S*, 1).



The Hurewicz Theorem 85

The last result in this chapter is a geometric characterization of Z, (X).

Definition. A polygon in a space X is a 1-chain n = ) %_, 0;, where o;(e;) =
0;.1(eo) for all i (indices are read mod(k + 1)).

Theorem 4.32. Let X be a space. A 1-chainy =Y m;o; € S;(X) is a cycle if and
only if y is homologous to a linear combination of polygons.

Proor. Sufficiency is clear, for every polygon = is a cycle:

on = 6(2 0;) = Z (di(e;) — oi(eo)) = 0.

Conversely, let y = ), m;0; be a cycle. If some m; < 0, then Exercise 4.14
says that m;o; is homologous to (—m;)s;!. We may thus assume that each
m; > 0. The proof proceeds by induction on ) m; > 0; the induction does begin
when ) m; = 0, for now y = 0. For the inductive step, we may assume each
m; > 0. Define E; = {o,(e,), 0,(¢;)} and define E = | J E;. Since every closed
path ¢ is itself a polygon, we may assume that no o; is closed (otherwise, apply
induction to y — ;). Denote g,(e,) by x, and og,(e,) by x,, so that dg, =
x, — x,.Since dy = 0 and all m; > 0, there must be some ¢; occurring in y with
o,(eg) = x, [and so x, occurs with a negative sign in do; = g;(ey) — oi(eo)].
Define x5 = o,(e, ). Iterate this procedure to obtain a sequence X, X, X3, ...
of points in E. Because E is a finite set, there exists a “loop” x,, X,41, -+ Xp»
Xn+1 = X,; that is, there is a polygon n = 7, 0, Thus y — m is a 1-cycle to
which the inductive hypothesis applies. Therefore y — = and hence y is (homo-
logous to) a linear combination of polygons. O

Just as one may regard =, (X, x,) as (pointed) maps of S* into X, one can
define higher homotopy groups =, (X, x,) as pointed maps of $” into X. There
is a Hurewicz map =,(X) — H,(X), and the question whether there is an analog
of Theorem 4.32 is related to the image of this map.

There are two more fundamental properties (axioms) of homology functors:
the long exact sequence and excision. Once we know these, we shall be able to
compute some homology groups and give interesting applications of this
computation. These properties, along with properties we already know, serve
to characterize the homology functors as well.



CHAPTER 5

Long Exact Sequences

The homology groups of a space X are defined in two stages: (1) construction
of the singular complex (S, (X), 0) and (2) formation of the groups H,(X) =
ker d,/im 0,,,. The first stage involves the topology of X in an essential way,
for one needs to know the n-simplexes in X; the second stage is purely
algebraic. Let us now acquaint ourselves with the algebraic half of the defini-
tion in order to establish the existence of certain long exact sequences; these
are very useful for calculation because they display connections between the
homology of a space and the homology of its subspaces.

The Category Comp

Definition. A (chain) complex is a sequence of abelian groups and homo-
morphisms

a’l all
.t Sn ’Sn—l R nEZ,

-

n+1
such that §,0,,,; = 0 for each ne Z. The homomorphism 0, is called the
differentiation of degree n, and S, is called the term of degree n.
The complex above is denoted by (S,,, J) or, more simply, by S,.. Observe
that the condition J,0,,, = 0 is equivalent to

imd,,, < ker d,.

Of course, the singular complex (S, (X), 0} is an example of a complex (in which
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all terms with negative subscripts are zero). We shall see examples of com-
plexes with negative subscripts in Chapter 12.

Definition. A sequence of two homomorphisms (of groups) A—{B S¢cis
exact at Bifim f = ker g. A sequence of abelian groups and homomorphisms

an+1 611
Sn+1 > Sn — Sn-1

is exact if it is exact at each S,, that is, im J,,, = ker g, for all n € Z.

Itis clear that every exact sequence is a complex: equality (im = ker) implies
inclusion (im < ker).

EXERCISES

*5.1. (1) Ifo-4 A B is exact, then fis injective (there is no need to label the only
possible homomorphism 0 — A).
(i) If B Sc-ois exact, then g is surjective (there is no need to label the only
possible homomorphism C — 0).
(iii) If0 - A > B — 0 is exact, then f is an isomorphism.
(iv) If0 » A — O is exact, then A = 0.

*52. If A EA B5chpis exact, then f is surjective if and only if h is injective.

*5.3. A short exact sequence is an exact sequence of the form
04 LBh C-0.
In this case, show that i4 =~ 4 and B/iA =~ C via b + iA+> pb.

h By
*54.1f -0 — n+1 —’An_n_'Bn_’Cn—_'An—l #’Bn—l —> Ly
is exact and every third arrow h,: A, — B, is an isomorphism, then C, = 0 for
all n.

*55. (i) f 0> A4—>B—C—0is a short exact sequence of abelian groups, then
rank B = rank 4 + rank C. (Hint: Extend a maximal independent subset of
A to a maximal independent subset of B.)
(i) f0->4,-4,,—- > A, - A,—~0 is an exact sequence of (finitely
generated) abelian groups, then Y ., (— 1)’ rank 4; = 0.

Definition. If (S,, 0) is a complex, then ker 9, is called the group of n-cycles
and is denoted by Z,(S,,, 0); im J,,, is called the group of n-boundaries and is
denoted by B,(S,,, 0). The nth homology group of this complex is

H,(S,, 0) = Z,(S, 0)/B,(S,, ).
Of course, we shall abbreviate this notation if no confusion ensues. If

z, € Z,, then z, + B, € H,, is called the homology class of z, and it is denoted
by cls z,,.
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Theorem 5.1. A complex (S,,, 0) is an exact sequence if and only if H,(S,, d) = 0
for every n.

Proor. Z, = B, if and only if ker ¢, = im 0,,,. O

Thus the homology groups “measure” the deviation of a complex from
being an exact sequence. Because of this theorem, an exact sequence is also
called an acyclic complex.

Definition. If (S}, ¢’y and (S, ) are complexes, a chainmap f: (S}, ') = (S, 9)
is a sequence of homomorphisms {f,: S, - S,} such that the following dia-
gram commutes:

7 ’
an+ 1 an

> S > Sy -1
Jora Lf.. }fm
I n+1 e Sn 2, Sn—l >t

that is, 8,f, = f,_10, for all ne Z. If f = {f,}, then one calls f, the term of
degree n.

If f: X - Yis continuous, then we saw in Lemma 4.8 that f induces a chain
map fu: S,(X) = S, (Y).

Definition. All complexes and chain maps form a category, denoted by Comp,
when one defines composition of chain maps coordinatewise: {g,} ° {f,} =

{gno f}.

The category Comp has the feature that, for every pair of complexes S, and
S,, Hom(S}, S,) is an abelian group: if f = {f,} and g = {g,} € Hom(S}, S,),
then f + g is the chain map whose term of degree n is f, + g,.

The reader may now show that there is a functor S,.: Top - Comp with
X —(S,(X), d)and f— f,. Also for each n € Z, there is a functor H,: Comp —
Ab with S, — H,(S,) = Z,(S,)/B,(S,) and with H,(f):cls z,+>cls f,(z,) for
every chain map f: S, — S, (one proves that H,(f) is well defined, as in
Lemma 4.9, and one proves that H, is a functor, as in Theorem 4.10). One
usually writes f, instead of H,(f), again omitting the subscript n unless it
is needed for clarity. Obviously, each homology functor H,: Top — Ab (for
n > 0) is the composite of these functors Top — Comp — Ab; we have made
precise the observation that our original construction of H,(X) involves a
topological step followed by an algebraic one.

Theorem 5.2. For each n € Z, the functor H,: Comp — Ab is additive; that is, if
/., g € Hom(S,, S,), then H,(f + g) = H,(f) + H,(9).
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PROOF. A routine exercise. ]

It follows easily that H,(0) = 0, where (the first) O denotes either the zero
complex (all terms S, zero) or the zero chain map (all terms f, zero).

The category Comp strongly resembles the category Ab in the sense that
one has analogues in Comp of the familiar notions of subgroup, quotient group,
first isomorphism theorem, and so on. It is important that the reader feel
as comfortable with a complex as with an abelian group. Here are the
constructions.

Subcomplex. Define (S, 0') to be a subcomplex of (S,,, 0) if each S is a
subgroup of S, and if each J, = J,|S,. Here are two other descriptions: (1) the
following diagram commutes for all n:

7
’ n ’
Sn Sn—l

i

n In—1

Sn — Sn—l s
where i,: S, & S, is the inclusion map; (2) if i = {i,}, then i: S, — S, is a chain
map. (That all three descriptions are equivalent is left as an exercise.)
Quotient. If (S,,, &') is a subcomplex of (S,,, 0), then the quotient complex is
the complex

7
s 58, Sy S —

where d,: s, + S, 8,(s,) + S._, (0, is well defined because 6,(S,) = S,_,).
Kernel and Image. If f: (S, 0) - (S,, 0”) is a chain map, then ker fis the
subcomplex of S,

/

6’!
«-—sker f,—kerf,_,— -,

where 8, is (necessarily) the restriction d,|ker f,; im fis the subcomplex of S,

"

o —im f, —>im f,_, — -,
where A, is (necessarily) the restriction J, |im f,.
Exactness. A sequence of complexes and chain maps

S Je -
» Al > AL

*

oo A?:l
is exact if im f9*! = ker f for every q. A short exact sequence of complexes
is an exact sequence of the form

i
05,55, 58,50,

where 0 denotes the zero complex.

Here is the picture of a short exact sequence of complexes in unabbreviated
form.
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. | l
’ tnt1 Pn+1
0 —— Sn > Sp+1 T St+1 > 0
Ona Ont1 [ar,:-#l
’ i'l Pu ”
0 —— &§ S, S’ —— 0
o, G, 4
7 tn-1 Pn—1 "
0 ——b Sn—l Sn—l - Sn—l — 0

This is a commutative diagram whose columns are complexes. By Exercise
5.8 below, its rows are short exact sequence of groups.

Intersection and Sum. Let S, and S, be subcomplexes of S,. Then S, N S,
is the subcomplex of S, whose nth term is S,NS;, and S, + S} is the sub-
complex of S, whose nth term is S, + S;.

Direct Sum. Let {(SZ, 0*): 1€ A} be a family of complexes, indexed by a
set A. Their direct sum is the complex

an+ arl
'”—’ZAS:+1 : ZAS: *Zz L
where 8, =Y ,0 Y, st Y, 0}sH for s} € S}. Note the special case A =
{1,2}.

An important example of a subcomplex arises from a subspace A of a space
X.If j: A & X is the inclusion, we saw in Lemma 4.15 that j,: S,(4) = S,(X)
is injective for every n. There is thus a short exact sequence of complexes

0 S,(4) > S, (X) = S,(X)/S,(4) -0

that will be very useful. It is convenient to regard S, (A) as being a subcomplex
of S,(X) (instead of being isomorphic to im j,). This is accomplished by
regarding every n-simplex o: A" — A as an n-simplex in X whose image
happens to be contained in 4, that is, by identifying ¢ with jo.

One cannot form the intersection of two arbitrary sets; one can only form
the intersection of two subsets of a set. Let A, and A, be subspaces of a space
X. As above, regard S,(4,) and S,(A4,) as subcomplexes of S, (X). We claim
that S, (4;) N S,(4;) = S,(4, N A4,). If Y m;0; € S,(4,) N §,(A,), then each o; is
an n-simplex in X with im o; = 4, and with im ¢; = A4,; hence each g; is an
n-simplex in X with im o; = 4, N A4,, that is, ) m;0; € S,(4, N A,). For the
reverse inclusion, each n-simplex ¢ in X withim g; = A, N 4, may be regarded
as an n-simplex in either A, or 4,, and so g € S,(A4,) N S,(4,).
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Our last example here involves the decomposition of a space X into the
disjoint union of its path components: X = ( ) X,. As above, each subspace
X, gives a subcomplex S, (X;) of S,(X). Each n-simplex ¢: A" — X actually
takes values in some X,; therefore a linear combination of n-simplexes in
X can be written, after collecting like terms, as a linear combination of
n-simplexes in various X;. It follows (with routine details left to the reader)
that S, (X) = Y, S,.(X,).

EXERCISES

*5.6. If (S, 0) is a complex with d, = O for every n € Z, then H,(S,) = §, for every
neZ.

5.7. Prove that a chain map f is an equivalence in Comp if and only if each f, is an

isomorphism (one calls f an isomorphism).
*5.8. A sequence S, LS*—“Z»S,’; is exact in Comp if and only if S{,é'»Sng'iS,’,’ is
exact in Ab for every n e Z.

5.9. (i) Recall that the natural map v: G — G/K (in Ab) is defined by v(g) = g + K.
If S, is a subcomplex of S,, show that v: S, — §,/S,, defined by v =
{vs: S, = S,/S;: v, is the natural map}, is a chain map whose kernel is S,
(v is also called the natural map).
(i) Prove that the first isomorphism theorem holds in Comp. If f: S, —» S} isa
chain map, then there is an isomorphism

0: 8, /ker f X im f
making the following diagram commute (v is the natural map):

S, —L— imfes

N
S,/ker f.

5.10. If S;, and Sy are subcomplexes of S, prove that the second isomorphism theorem
holds in Comp:

S /(S, N 8Y) = (S, + 8,)/S%.

(Hint: Adapt the usual proof from group theory deriving the second isomor-
phism theorem from the first.)

*5.11. Prove that the third isomorphism theorem holds in Comp. If U, = T, S, are
subcomplexes, then there is a short exact sequence of complexes

0-T,/U,>S,/U,58,/T, -0,
where i,: t, + U,—t, + U, (inclusion) and p,(s, + U,) = s, + T,.

*5.12. For every n, H,(Y', 8}) = ¥, H,(S2). (See the proof of Theorem 4.13.)
* *.

The next definition comes from Lemma 4.21.
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Definition. If f, g: (S, ') — (S, 0) are chain maps, then f and g are (chain)
homotopic, denoted by f ~ g, if there is a sequence of homomorphisms
{P,: S, = S,+1} such that, forallne Z,

Ops1 Py + Po_y 0y = fo — Gn-

The sequence P = {P,} is called a chain homotopy.

A chain map f: (S, &') = (S, 0) is called a chain equivalence if there exists
a chain map g: (S, 0) = (S, &) such that go f ~ 15, and fog=1s. Two
chain complexes are cailed chain equivalent if there exists a chain equivalence
between them.

The relation of homotopy is an equivalence relation on the set of all chain
maps S, = S,.
Theorem 5.3.
(i) If f, g: S, — S, are chain maps with f ~ g, then, for all n,
H,(f) = H,(g): H,(S}) = H,(S,).
(ii)* If f: S, — S, is a chain equivalence, then, for all n,
H,(f): Hy(Sy) = H,(S,)

is an isomorphism.

PRrOOF. (i) See the proof of Lemma 4.21.
(i) An immediate consequence of part (i) and the definitions. O

The next definition recalls the cone construction of Theorem 4.19.

Definition. A contracting hometopy of a complex (S,, J) is a sequence of
homomorphisms ¢ = {c,: S, = S,+ } such that for all n € Z,

an+lcn + cn—lan = 1S,,'

Plainly, a contracting homotopy is a chain homotopy between the identity
map of S, (namely, {15 }) and the zero map on S,.

Corollary 5.4.% If a complex S, has a contracting homotopy, then S, is acyclic
(i.e, H(S,) =0 for all n, i.e., S, is an exact sequence).

! The converse is almost true. In Theorem 9.8, we shall prove that if S}, and S, are chain complexes
each of whose terms is free abelian and if f: S, — S, is a chain map with every H,(f) an
isomorphism, then f is a chain equivalence.

2 The converse is true if each term S, of S, is free abelian (Theorem 9.4).
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Proor. If 1 denotes the identity on S,, then Theorem 5.3 gives H,(1) =
H,(0) = 0 for all n. Since H, is a functor, H,(1) is the identity on H,(S,); it
follows that H,(S,) = 0. O

Indeed it is easy to see that a complex with a contracting homotopy is chain
equivalent to the zero complex.

Exact Homology Sequences

A fundamental property of the homology functors H, is that they are con-
nected to one another. To see this, let us first see how H, affects exactness.

Lemma 5.5. If 0 —(S,, ) N Sy, 0) LA (Sy, 0") = 0 is a short exact sequence
of complexes, then for each n there is a homomorphism

d,: H,(S%) > H,—(Sy)
given by

cls z/ —cls i, 2, 0,p7 z0.

PROOF.® Because i and p are chain maps, the following diagram commutes;
moreover, the rows are exact, by Exercise 5.8.

s, ! s, —2—~g 0
9’ 0 9"
, 1 p "
0 Sn-] Sn—l - SnAI

Suppose that z” € Z, so 0"z" = 0. Since p is surjective, we may lift z” to s, € S,
and then push down to Js, € S,—;. By commutativity,

0s, e ker(S,_y » S,_;) =im i
It follows that i~!ds, makes sense; that is, there is a unique (i is injective)
Sy—1 € S, with is,_, = 0s,,.

Suppose that we had lifted z” to o, € S,. Then the construction above yields
0,1 € S,_, with io,_; = do,. We also know that

3 This method of proof is called diagram chasing. It is really a simple technique, for each step is
essentially dictated, and so one proceeds without having to make any decisions.
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s, — 0, € ker p = im(S, — S,),

so there is x, € S, with s,_; — a,_, = 0'x,, € B,_,. There is thus a well defined
homomorphism

Z, > 8,-1/B,-.
It is easy to see that this map sends B, into 0 and that s,_; =i 'dp~'z" is

a cycle. Therefore the formula does give a map H,(S;) — H,—,(S%), as desired.
O

Definition. The maps d, of Lemma 5.5 are called connecting homomorphisms.

Theorem 5.6 (Exact Triangle). If 0 — (S, J') 4, (Sy> 0) L& Sy, 0")—>0 is a
short exact sequence of complexes, then there is an exact sequence

g iy Py " d ’ i P "
o Ho(Sy) = Hy(S,) = Hy(S3) = Ho—y (Sy) > Hyoy(S) = Ho -y (S) =+

Proor. The argument is routine, but we give the details anyway. The notation
below is self-explanatory and subscripts are omitted.

(1) im i, < ker p,.

This follows from p,,i, = (pi), =0, = 0.

(2) ker p, cim .

Ifp,(z + B) = pz + B" = B", then pz = 0"s". But p surjective gives s” = ps,
so that pz = @"ps = pds and p(z — ds) = 0. By exactness, there exists s’ with
is' = z — ds. Note that s’ € Z', for i?'s’ = 0is’ = 0z — 0ds = 0 (z is a cycle).
Since i is injective, d's’ = 0. Therefore

is"+B)=is"+B=z—0s+B=z+B.
(3) im p, — ker d.
dp,(z+ By=d(pz + B")=i"'0p™'(pz) + B'.

As the definition of d is independent of the choice of lifting, we may choose
z=p }(pz), hence i *dp~Y(pz) = i"10z = 0.

4) kerd cim p,.

If dz"+ B")= B/, then x' =i '0p™ 'z’ e B’ and x' = &'s’. Now ix' =
i0's’ = 0is’ = 0p~'z",so that d(p*z" —is’) = 0,and p~'z" — is’ € Z. Therefore

p*(p—lz// _ is/ + B) — pp—lzlr . pl-sl + BN = Z" + B!I'
(5) imd < ker i,.
i,d(z" + B"y=i,/(i"'ép'z" + B)=0p'z" + B=B.

6) keri, cimd.
If i (z’ + B') = B, then iz’ = 0s, and 0"ps = pds = piz’ =0 and pse Z".
Butd(ps+ B")=i'0p 'ps+ B =i"t'0s+B =itiz +B=z+B. []
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Theorem 5.6 is called the Exact Triangle because of the mnemonic diagram,

H(S,) —2— H(S,)

N A

H(Sy)

Theorem 5.7 (Naturality of the Connecting Homomorphism). Assume that
there is a commutative diagram of complexes with exact rows:

0 y S, — 5, —2 5 > 0
s ]f I

0 T » T, » TY 0.
* _I * q *

Then there is a commutative diagram of abelian groups with exact rows:

C— Hy(S,) —% H,(S,) I HS) 5 H,_(S)) —

jf.i }f* lf;’ in

* *

Proor. Exactness of the rows is Theorem 5.6. The first two squares commute
because H, is a functor (e.g., fi = jf’ implies that f,i, = j, f,).

To see commutativity of the last square, we first set up notation: let
S, = (S, 0) and let T, = (T, A). If cls z” € H,(S,), then p surjective implies
that cls z” = cls ps for some s. But now

fidclsz” = fldcls ps = f, cls i1 0s
=cls f'i"'0s =cls j71fds (since jf’ = fi)

cls j"'Afs (fis a chain map)
=d' clsqfs (sinced’ cls{" =clsj*Aq~'(")
=d'cls f'ps=d'f,/ clsps=d'f, cls z". d
As we remarked earlier, a subspace 4 of a topological space X gives rise
to a short exact sequence of complexes:
0 5,(4) > 5,(X) = S, (X)/S,(4) - .

We have already dubbed H,(S,(A4)) and H,(S,(X)) as H,(A) and H,(X),
respectively; we now give a name to the homology of the quotient complex.
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Definition. If 4 is a subspace of X, the nth relative homology group H,(X, A)
is defined to be H,(S,(X)/S,(A)).

Theorem 5.8 (Exact Sequence of the Pair (X, A)). If A is a subspace of X, there
is an exact sequence
o Hy(A4) > H(X) > H(X, 4) 5 H,(4) >+

Moreover, if f: (X, A) —> (Y, B) (i.e., f: X — Y is continuous with f(A) c B), then
there is a commutative diagram

- —— H(4) — H,(X) — H,(X,4) — H,,(4) — "

N

+—— H,(B) — H(Y) — H,(Y,B) — H,,(B) — -,

where the vertical maps are induced by f.
Proor. Immediate from Theorems 5.6 and 5.7. O

One now sees that the homology of a subspace 4 of X influences the
homology of X, because Exercises 5.1-5.4 may be invoked when applicable.

A tower of subspaces gives a long exact sequence of relative homology
groups.

Theorem 5.9 (Exact Sequence of the Triple (X, 4, A')). If A/ < A< X are
subspaces, there is an exact sequence

o Hy(A, A') > Hy(X, A) > Hy(X, A)S H,_ (4, ) > .
Moreover, if there is a commutative diagram of pairs of spaces

(4, 4) — (X, 4) — (X, 4)

L

(B,B) —— (Y,B) —— (Y, B),
then there is a commutative diagram with exact rows
i Hn(A’ AI) - Hn(X5 A/) I Hn(Xa A) I n—l(A’ AI) -

R S

i Hn(B’ Bl) - Hn(Y" B') i Hn(x B) I n—l(B, BI) - .

ProoF. Apply Theorems 5.6 and 5.7 to the short exact sequences of complexes
given by the third isomorphism theorem (Exercise 5.11):

0 — 5, (A4)/8,(A') > S (X)/S4(A) = 5,(X)/S4(A) = 0
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and
0> S, (B)/S(B) = S,(Y)/S,(B’) = S, (Y)/S,(B) — 0. |

Remarks. (1) If 4 = ¢, then we saw in Exercise 4.4 that S, (A4) = 0. It follows
that H,(X, &) = H,(X); that is, absolute homology groups are particular
relative homology groups. Thus Theorem 5.8 is a special case of Theorem 5.9.

(2) We claim that, except for connecting homomorphisms, all homo-
morphisms in Theorems 5.8 and 5.9 are induced by inclusions.

Recall that Top? is the category whose objects are pairs (X, A) (where A4 is
a subspace of X), whose morphisms f: (X, A)— (Y, B) are continuous
functions f: X — Y with f(A4) < B, and whose composition is ordinary com-
position of functions. Define a functor S,: Top? > Comp as follows. On an
object (X, A), define S (X, A) = S,(X)/S,(A). To define S, on a morphism
f:(X, A) - (Y, B),note that the induced chain map f,: S, (X) — S,(Y) satisfies
f#(8,(4)) = S,(B). It follows that finduces a chain map S, (f): S,(X)/S,(4) >
S4(Y)/S(B), namely,

Tn + Sn(A)Hf# (yn) + S,,(B),

where 7, € §,(X). One usually denotes S,(f) by f,. That S, is a functor is
routine.
In Top?, there are inclusions

A, @) (X, ) (X, 4y

there are thus chain maps i, and j, that give a short exact sequence of com-
plexes (j, is the natural map!):

0— S,(4, @)~ S, (X, &) L5 5, (X, 4) — 0.

Theorem 5.8 is the result of applying the exact triangle to this short exact
sequence of complexes. In a similar way, using the third isomorphism theorem,
one sees that Theorem 5.9 arises from the inclusions (in Top?)

(4, A) & (X, A') & (X, A).

(3) One can show that Theorem 5.8 implies Theorem 5.9. The proof is a
long diagram chase using the following commutative diagram.

H,(A) H,(X)

| l

H,(A,B) — H,(X,B) — H,(X, A)

T }

Hn—l(B)_’ Hn-l(A) _’H"_I(X)

T

H, (A4,B)—/=H,_,X,B)
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All maps are either connecting homomorphisms or are induced by inclusions;
the map H,(X, A) —» H,_,(A, B) is defined as the composite i, d: H (X, 4A) —
H,_,(A) - H,_,(A, B). Full details can be found in [Eilenberg and Steenrod,
pp. 25-28]. One should note that this proof applies to any sequence of func-
tors T,: Top? — Ab that satisfies Theorem 5.8; that is, there is a long exact
sequence of a pair that has natural connecting homomorphisms.

(4) The following special case of Theorem 5.9 will be used in Chapter 8.

If (X, A, B) is a triple of topological spaces, then there is a commutative
diagram

H,(X, 4) —'— H, ()
d i
Hn—-l(A’ B)
where i: (4, &) — (A4, B) is the inclusion, where d is the connecting homo-
morphism of the pair (X, 4), and where d’ is the connecting homomorphism
of the triple (X, A4, B).

To see this, just apply Theorem 5.9 to the following commutative diagram
of pairs and inclusions:

|

With Theorem 5.9 in mind, the reader can believe that the following
theorem will be useful.

Theorem 5.10 (Five Lemma). Consider the commutative diagram with exact
rows

A4 » A, » A3 Ay - A;
jfl jfz lfa }fA |fs
B, > B, > B, > B, Bs.

(i) If f, and f, are surjective and f5 is injective, then f5 is surjective.
(i) If f, and f, are injective and f, is surjective, then fy is injective.
(i) If f,, 3, fa, f5 are isomorphisms, then f, is an isomorphism.

PROOF. Parts (i) and (ii) are proved by diagram chasing; part (iii) follows from
the first two parts. [

Having seen the proof of the exact triangle and having supplied the proof
of the five lemma, the reader should now be comfortable with proofs by
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diagram chasing. Although such proofs may be long, they are not difficult; at
each step, there is only one reasonable way to proceed, and so such proofs
almost write themselves.
The definition of the relative homology group H,(X, 4) as H,(S,(X)/S,(4))
is perhaps too concise. Let us put this group in a more convenient form.
Recall the definition of the quotient complex

Sp1(X) G SiX) G, Sp-i(X)

Seea(4) SA Sa@
where, for y € S,(X),
0y + Su(A)) = 8,7 + S,-4(A).
Now
ker 3, = {7 + 5,(4): 9,7 € S,-1(4)}
and

im 5n+1 = {y + Sn(A) Y€ im an+1 = Bn(X)}

Definition. The group of relative n-cycles mod A is
Z,(X, A) = {y € 5,(X): 3,7 € 5,,(A)}.
The group of relative n-boundaries mod A is
B,(X, A) = {y € S,(X):y — ¥' € B,(X) for some y’ € S,(4)}
= B,(X) + S,(A).
It is easy to check that S,(4) = B,(X, A) < Z,(X, A4) = S,(X).

Theorem 5.11. For alln > 0,
H,(X, A) = Z,(X, A)/B,(X, A).

Proor. By definition,
H,(X, A) = ker 9,/im J,,,.
But it is easy to see from our remarks above that
ker 0, = Z,(X, A)/S,(A)
and
im 3,y = By(X, A)/S,(A).

The result now follows from the third isomorphism theorem (for groups). [J

EXERCISES

*5.13. If A is a subspace of X, then for every n > 0, S,(X)/S,(A) is a free abelian group
with basis all (cosets of) n-simplexes ¢ in X for which im o & A.
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*5.14. (i) Consider an exact sequence of abelian groups

in Pn In- Pn-
n+1 An Bn Cn An—l > Bn-l > n—1 e

in which every third map i, is injective. Then

0— A, - B e, —0

is exact for all n. (Hint: Exercise 5.2.)
(ii) If A is a retract of X, prove that for alln > 0,

H,(X) = H,(4) ® H,(X, A).

(1ii) If 4 is a deformation retract of X , then H,(X, A) = 0 for all n > 0. (Note:
G =~ H® K and G = H do not imply that K = 0.)

5.15. Assume that 0 —» S, —» S, — S, — 0 is a short exact sequence of complexes. If
two of the complexes are acyclic, then so is the third one.

516. If f:(X, A)> (X', A), then f,:S,(X)—S,(X') satisfies f,(Z,(X, A)) =
Z,(X', A') and £, (B,(X, A)) < B,(X", A').

5.17. If f: (X, A) —» (X', A’), then the induced map f,: H, (X, A) » H, (X', A") is given
by

f*: y + Bn(X5 A)Hf#(Y) + Bn(Xls Al)s

where y € Z,(X, A). (The original definition of f, is not in terms of relative cycles
and relative boundaries.)

*5.18. If every face o¢; of an n-simplex o: A" — X has its values in 4 < X, then o
represents an element of Z (X, A).

Exercise 5.18 gives a picture.

For example, a path ¢ in X is a 1-cycle if it is a closed path; it is a relative
1-cycle if it begins and ends in A. Observe, in this example, that if 4 = {x,},
then “cycle” and “relative cycle” coincide. This is actually true (almost) always.
First, we do a small computation.

Theorem 5.12. If X is path connected and A is a nonempty subspace, then
Hy(X, A) =0.

ProOF. Choose x € 4, and lety = Y m, x € Z,(X, A) = So(X). Since X is path
connected, for each x € X there is a “path” o,: A’ > X with o,(e,) = x, and



Exact Homology Sequences 101

o,(e;) = x. Then Y m,o, € §;(X), and

51(2 me'x) = mex - (Z mx)xo =7 - (Z mx)x0~
But y’ defined as () m,)x, lies in So(A); hence y — 3" = 9(}_ m,0,) € By(X), and
$0 y € By(X, A). Therefore By(X, A) = Z,(X, A) and Hy(X, A) = 0. O
Theorem 5.13. If {X,;: 4 € A} is the family of path components of X, then, for
eachn >0,

H,(X, A) =) H,/(X;, ANX,).
)

Proor. Use Exercise 5.12 and Theorem 4.13. O

Corollary 5.14. H,(X, A) is free abelian and
rank Hy(X, A) = card{Ae A: AN X, = &}
(where {X;: A € A} is the family of path components of X).
PrOOF. By Theorem 5.13, Hy(X, A) = Y Ho(X;, ANX,). If AN X, = &, then
Ho(X,;, ANX,) = Hy(X;) = Z (by Theorem 4.14(i)). If, on the other hand,

ANX, # &, then Hy(X,;, ANX,)=0 (by Theorem 5.12, for X, is path
connected). 0O

Corollary 5.15. If X is a space with basepoint x, then Hy(X, x,) is a free abelian
group of (possibly infinite) rank r, where X has exactly r + 1 path components.

PROOF. Since path components are pairwise disjoint, the path component X
containing x, is unique, and so {x,}NX, = for all 1+ 4,. Hence
Hy(X;, {xo} N X;) = Z for all 2 # Ay, while Hy(X,, x,) = 0. O
Theorem 5.16. Let X be a space with basepoint x,. Then

Hn(X’ xo) = Hn(X)

foralln > 1.

Proor. By Theorem 5.8, there is an exact sequence
o Hn({xo}) - Hn(X) - Hn(X’ xO) - Hn*l({xo}) -t

If n>2, then n— 1> 1, and the dimension axiom (Theorem 4.12) gives

H,({x0}) = 0= H,_{({x0}); hence H,(X)= H,(X,x,) for all n>2. To

examine the remaining case n = 1, let us look at the tail of the exact sequence:
9 h k

o> Hi({x0}) = Hy(X) > H{ (X, xo) = Ho({x0}) = Ho(X) = Ho(X, x0) = 0.

Since H,({x,}) = 0, the map g is injective; by Exercise 5.2, g is surjective (hence
is an isomorphism) if and only if h is injective. The map h has domain
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Hy({xo}) = Z and target the free abelian group Hy(X). If h # 0, then h must
be injective (if ker h # 0, then Hy(X) would contain a nontrivial finite sub-
group isomorphic to Z/ker h). Now im h = ker k, so that ker k # 0 implies
that im h # 0, hence h # 0, as desired. But k, being induced by inclusion, is
the map So(X)/Bo(X) — So(X)/Bo(X) + So(%0) [So(X) = Zo(X) = Zo(X, Xo)]
given by 7 + By(X)— 7y + Bo(X) + So(xo), and so ker k = (By(X) + Sp(x0))/
B,(X). The proof of Theorem 4.14 describes By(X) as all Y’ m, x with )" m, = 0;
hence ker k # 0, and the proof is complete. |

For each n > 1, one may thus regard H, as a functor with domain Top,,
the category of pointed spaces.

Reduced Homology

The coming construction of reduced homology groups will allow us to avoid
the fussy algebra at the end of the proof of Theorem 5.16.

Definition. Let (S, (X), J) be the singular complex of a space X. Define 5.,
to be the infinite cyclic group with generator the symbol [ ], and define
0o So(X) = 8_;(X) by Y m,x+— (Y. m,)[ ]. The augmented singular complex
of X is s s 3

S,(X): > S,(X) 3 51(X) 5 S,(X) 3 8_,(X) 0.

It is a quick calculation that 3,0, = 0, so that the augmented singular
complex is in fact a complex (having S_; (X) = Z as a nonzero term of negative
degree).

There are several remarks to be made. First, the map J, has already
appeared (in the proof of Theorem 4.14(i)). Second, suppose that one defines
the empty set ¥ as the standard (— 1)-simplex. For any space X, there is a
unique (inclusion) function & — X, and so §_,(X) as defined above is rea-
sonable. Moreover, if one regards the boundary of a point x € X as empty,
then d, is obtained from d,x = [ ] by extending by linearity.

Definition. The reduced homology groups of X are

A,X)=H,5,(X),0, foralln>0.
Theorem 5.17. For alln > 0,
gn(X) = Hn(X, xO)'

Proor. If n > 1, H,(X) = ker 8,/im 8,,, = H,(X), so the result follows from
Theorem 5.16. If n = 0, the end of §,(X) gives a short exact sequence

~ O ~
0 — ker 6, & So(X) = S_;(X)—0.
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If o € Sy(X) satisfies 50~(cx) = 1, then it is easy to see* that Sy(X) = ker ~50 ® (o)
and (o) @ Z. But 0,0, =0 implies that By(X)=im , < ker 0,. Since
So(X) = Zy(X), we have’

Ho(X) = So(X)/By(X) = (ker &, ® <ay)/Bo(X)
= (ker Jo/Bo(X)) ® Z = H,(X) ® Z.

Since Hy(X) is free abelian, the result follows from Corollary 5.15. d

One can squeeze a bit more from this proof to improve Theorem 5.17 by
exhibiting a basis of H,(X).

Corollary 5.18. Let {X,: A € A} be the family of path components of X, and let
x; € X, be a choice of points, one from each path component. If x, € X lies in
X, then Hy(X) is free abelian with basis {cls(x; — x): 4 # Ao }.

ProoFr. We saw in the last proof that
So(X) = ker G, ® (o,

where o is any 0-chain with 6,(x) = 1; let us choose o = Xo. Since X is a basis
of §4(X), we see that {x,} U Y is also a basis, where Y = {x — xq: x # X, }.
We claim that Y is a basis of ker d,, for which it now suffices to prove that
Y generates ker 6,. As Jy(x — X,) = 0, we see that Y < ker Jy; furthermore, if
Y. m;x; € So(X) and Y m; = 0, then

zmixi = Zmixi - (Z m;)x, = Zmi(xi — Xo)
(of course, we may delete x; — x, from the sum if x; = x,).

Hy(X) = ker 6,/B,(X) is a direct summand of Hy(X) = So(X)/By(X) =
(ker G, + (X, ))/Bo(X). By Theorem 4.14, {clsx;: A # Ao} U {cls x4} is a basis
of Hy(X). As above, {cls(x; — x,): 4 # A} U {cls x,} is also a basis of Hy(X);
since {cls(x; — x,): 4 # 4,} generates Hy(X), it is a basis. O

We shall see that reduced homology has other uses than allowing us to
avoid algebraic arguments as in the proof of Theorem 5.16. For example, look
at Theorem 6.5 and its proof.

“ This is a special case of a more general result (Corollary 9.2):if 0 » K & G — F — 0 is exact and
F is free abelian, then G = K @ F’, where F’ = F. Here we present a proof of this special case.
If x e ker 50 N<a), then x = mo and dy(x) = 0 = m, hence x = 0; if y € Sy(X), then 50())) =k,
say, and so y = (y — ka) + ko € ker 50 + o).

*If B;< A; for i =1, 2, then (4, ® 4,)/(B, ® B,) = (4,/B,) ® (4,/B,) (indeed the analogous
statement for any index set is true): define a map 6: A, ® A, — (4,/B,) ® (4,/B,) by (a,, a,;)—
(a, + By, a, + B,). Then 6 is surjective and ker 6 = B, ® B,; now apply the first isomorphism
theorem.
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EXERCISES
*5.19. If A = X, then there is an exact sequence
o Hy(A) > B(X) - H(X, A) - H, (4)—> -,
which ends
o Ho(A) » Hy(X) » Hy(X, A) - 0.
(Hint: 8,(X)/5,(4) = S,(X)/S,(A4))
5.20. Show that H,(D?, S') = 0.

5.21. Assume that X has five path components. If CX is the cone on X, what is
H,(CX, X)?

5.22. What is H,(S!, S°)?
5.23. Show that H,(X, X) =0 foralln > 0.

There is a geometric interpretation of relative homology groups other than
Theorem S5.11. Recall that the quotient space X/A is obtained from X by
collapsing A4 to a point. For a large class of pairs, for example, for 4 a “nice”
subset of a polyhedron X, one can prove that H_(X, A) = ﬁ*(X /A) (see
Theorem 8.41). In this case, the exact sequence of Exercise 5.19 is

v Hy(4) > Hy(X) > H(X/A) > B, (A) >

It turns out that the importance of relative homology groups is such that
the category of pairs, Top?, is more convenient than Top. Let us therefore give
the obvious version of homotopy in Top?.

Definition. If f, g: (X, 4A) — (Y, B), then f ~ g mod A4 if there is a continuous
F:(X xLAxI)—>(Y,B)with Fy = fand F, = g.

This notion of homotopy mod A is weaker than the previous notion of
homotopy rel A, which requires that f|4 = g|A and also that F(a, t) remain
fixed for all a € 4 during the homotopy (i.e., for every time ). Now we require
only that F(a, t) € Bfor all a € A and all ¢ € L. Of course, the notions coincide
when B is a one-point space.

Here is the appropriate version of the homotopy axiom in Top?.

Theorem 5.19 (Homotopy Axiom for Pairs). If f, g:(X, A)— (Y, B) and
f ~gmod A, then for alln > 0,

H,(f) = H,(9): H/(X, A) > H,(Y, B).

ProoF. If j: A & X is the inclusion, then Exercise 4.10 gives a commutative
diagram
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S,(4) —s Sn(A xT)

j#J [(] x 1),

Sn(X) T’ n+1(X X I)’

where P, is the nth term of the chain homotopy of Theorem 4.23. It follows
that P, induces a homomorphism P,: S,(X)/S,(A) = S,+1(X x 1)/S,,1(4 x T),
that is, P,: S,(X, A) = S,.,(X x I, 4 x I). The proof now proceeds exactly as
that of Theorem 4.23; it is left to the reader to show that the maps P, satisfy
0P + Pd = 1,4 — A4 and hence comprise a chain homotopy. O



CHAPTER 6

Excision and Applications

Excision and Mayer—Vietoris

The last fundamental property (or axiom) of homology is excision. We state
two versions. If 4 is a subspace of X, then A denotes its closure and A° denotes
its interior.

Excision L. Assume that U = A = X are subspaces with U < A°. Then the
inclusion i: (X — U, A — U) & (X, A) induces isomorphisms

e H(X —U,A—-U)s H(X, A)
for all n.

Stated in this way, we see that one may excise (cut out) U without changing
relative homology groups.

A

@« >

e

Excision IL. Let X, and X, be subspaces of X with X = X;U X3. Then the
inclusion j: (X,, X, N X,) o (X, UX,, X,) = (X, X,) induces isomorphisms

Jut Ho(Xy, X1 N X5) 3 Hy(X, X3)
for all n.
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The second form is reminiscent of the second isomorphism theorem. Note
that both forms involve two subspaces of X.

Theorem 6.1. Excision I is equivalent to Excision I1.

Proor. Assume Excision I, and let X = X; U X3. Define 4 = X, and U =
X — X,. First, we claim that U c 4°: X{ c X, implies X — X, < X — X?,
hence U = (X — X,) = X — X? (for the last set is closed); but X — X7 =
XUXD)—Xi=X;—-X;cX5=4°Second, X —U=X—-(X—-X,)=
X, and A-U=X,—-(X - X,)=X,N(X{) (where X{=X — X,, the
complement of X). Thus the pair (X — U, A — U) is the pair (X,, X; N X,).
Finally, the pair (X, A) is the pair (X, X,). The inclusions coincide and hence
induce the same map in homology.

Assume Excision II, and let U = A°. Define X, = 4 and X, = X — U.
Now U c U = A°implies X — U > X — U > X — A°. Since X — U is open,
X —-U=(X—-U)>X — A° Hence

XoUX;=(X —UPUA° > (X —U)PUA > (X — A°)UA° = X.

Finally, it is easy to see that (X;, X;NX,)=(X — U, 4 — U)and (X, X,) =
X, A4). O

Before we prove excision, let us see some of its consequences. We begin
with a general diagram lemma.

Lemma 6.2 (Barratt-Whitehead). Consider the commutative diagram with exact
rows

i d
— 4, — B s -4, .-
j;l lgn ‘hn ‘f;l—l
> A, — B, G > A,y > e
‘]n q'l A’l

in which every third vertical map h, is an isomorphism. Then there is an exact
sequence

(in> f2)

; 9n— jn dnh;lqn
n ' Bn @ An v 4

> A

Brll An—l

Proor. The map (i,, f,) is defined by a,+ (i,a,, f,a,), and the map g, — j, is
defined by (b,, a,)— g,b, — j.a,. The proof of exactness is a diagram chase.
O

Theorem 6.3 (Mayer-Vietoris). If X,, X, are subspaces of X with X =
X1 U X3, then there is an exact sequence

s B, 1 X) 22 g oy @ B ) T8 B — 2 H (N X — e
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with iy, iy, g, j inclusions and D = dh_'q,, where h, q are inclusions and d is
the connecting homomorphism of the pair (X, X, N X,).

Proor. The following diagram of pairs of spaces commutes when all maps are
inclusions:

X, NX,, @) — (X, @) —E— (X,, X, NX,)

lil lg th
(XZs g) '—_]—__’ (X: Q) T (Xa XZ)

By Theorem 5.9, there is a commutative diagram with exact rows:

e Hy(X,NX;) — H (X)) —2 H(X,, X, N X,) —%s H, (X, NX;) ——

S

o H(X)) T'HH(X)T' H(X,X;) —— h-1(X3) ——
* *

Excision II asserts that each h, is an isomorphism, so that Lemma 6.2 gives
the result at once. I

ExaMPLE 6.1. Here is an example of a space X = X, U X,, where X, and X,
are (closed) subspaces of X (but where X # X7 U X3) in which the Mayer—
Vietoris theorem, and hence excision, fails.

Let X be the closed vertical strip in R? lying between the y-axis and the
line x = 1/2%. Define

X, ={(0,y): —1 <y} U{(x,y): 0 < x < 1/2r and sin(1/x) < y};
define
X, ={0,y):y <1}U{(x,y):0 < x < 1/2n and sin(1/x) > y}.

Note that X, UX, = X and that X, NX, is the sin(1/x) space. Were the
Mayer—Vietoris theorem true here, there would be an exact sequence

H{(X)— Ho(X; NX,) > Hy(X;) D Ho(X,) > Hy(X) - 0.

Since X, X,, and X, are contractible, H,(X) = 0 and Hy(X) = Z = Hy(X;) for
i = 1, 2. There is thus an exact sequence of the form

0ZPZ->Z0Z->7Z-0,
and this contradicts Exercise 5.5.

Corollary 6.4 (Mayer—Vietoris Theorem for Reduced Homology). If X, X,
are subspaces of X with X = X; U X5 and X, N X, # J, then there is an exact
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sequence
o H(X N X5) - H(X,) @ H(X,) » H(X) - H, (X, N X))~
with induced maps as in Theorem 6.3. This sequence ends
+++ = Ho(X,) @ Ho(X) —» Ho(X) - 0.
PRrOOF. If x4, € X; N X,, proceed as in Theorem 6.3 from the commutative
diagram of inclusions of pairs

X NX,, x5) — (X5, %) — (X1, X;NX,)

(X25 xo) — (X’ xo) E— (Xa XZ) D

EXERCISES

*6.1. Assume that X = AU B is a disconnection (4 and B are nonempty open sets and
ANB = ). Then H,(X) = H,(4) ® H,(B) for all n > 0. (Hint: The inclusion
A & X is an excision here; or, use Theorem 4.13.)

6.2. If X = AU B is a disconnection, then H,(X, A) = H,(B) foralln > 0.
*6.3. Assume that X = X;U X3 and Y = YU Y;; assume further that f: X —» Y is

continuous with f(X;) c Y, fori = 1, 2. Then the following diagram commutes:

H,(X) — H, (X, NX,)

1

Hn(Y) T n—l(Yl n Y2)>
where g is the restriction of f and D, D’ are connecting homomorphisms of
Mayer—Vietoris sequences.

*6.4. Assume that X = X, U X, U X;, where each X; is open. If all X;, all three X;N X,
and X, N X, N X are either contractible or empty, then H,(X) = 0foralln > 2.
(Hint: Tterate Mayer—Vietoris.) (For a generalization to any open cover of X, see
[K. S. Brown, p. 166]. Also, see Corollary 7.27.)

Homology of Spheres and Some Applications

Theorem 6.5. Let S" be the n-sphere, where n > 0. Then

Z®Z ifp=0

if n> 0, then
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Z ifp=0orp=n
H,(S") =
o5 {0 otherwise.
Remark. Using reduced homology, we can state these formulas more concisely:
- Z fp=n
H,(S") =
»(5") {0 ifp #n.

Proor. We do an induction on n > 0 that FII,(S") is as claimed for all p > 0.
The formula holds if n = 0, by the dimension axiom (Theorem 4.12) and
Theorem 4.13; one can also use Exercise 6.1.

Assume that n > 0. Let a and b be the north and south poles of S", let
X, = 8" — {a}, and let X, = S" — {b}. Note that §" = X7 U X; (because X,
and X, are open), that X; and X, are contractible, and that X; N X, = §" —
{a, b} has the same homotopy type as the equator S"! (by Exercise 1.31).
Applying the Mayer—Vietoris sequence for reduced homology, we obtain an
exact sequence

Hp(Xl) @ Hp(XZ) - ﬁp(S") - ﬁp—l(Xl n XZ) g Hp—l(Xl) @ ﬁp—l(XZ)'
Contractibility of X, and X, shows that the flanking (direct sum) terms are
both zero, and so

ﬁp(sn) = ﬁp—l(Xl sz) = ﬁp—l(sn_l)a
by Corollary 4.24 (note that we are using n > 0 as well). By induction,

A, ,(S"")=Zif p—1=n—1 and 0 otherwise; therefore H,(S") = Z if
p = n and 0 otherwise. O

This theorem illustrates the value of reduced homology. Not only is the
“reduced” statement better, but the proof is shorter. Without reduced homo-
logy, the inductive step would divide into two cases: p — 1 > 0 (which would
proceed as above) and p — 1 = 0 (which would require an extra argument
involving free abelian groups as in the proof of Theorem 5.16).

We may now draw some conclusions.

Theorem 6.6. If n > 0, then S" is not a retract of D"**.

PrOOF. We have verified all the requirements for the proof of Lemma 0.2.
O

Theorem 6.7 (Brouwer Fixed Point Theorem). If f: D" — D" is continuous, then
there is x € D" with f(x) = x.

Proor. Theorem 0.3. O

Theorem 6.8. If m # n, then S™ and S" are not homeomorphic. Indeed they do
not have the same homotopy type.
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PRrOOF. If S™ and S” had the same homotopy type, then H,(S™) = H,(S") for
all p. O

Theorem 6.9. If m # n, then R™ and R" are not homeomorphic.

Proor. If there is a homeomorphism f: R™ — R”", choose x, € R™ and obtain
a homeomorphism R™ — {x,} % R" — {f(xo)}. But R™ — {x,} has the same
homotopy type as S™ ! (Exercise 1.29), which leads to a contradiction of
Theorem 6.8. O

Theorem 6.10. If n > 0, then S" is not contractible.
Proofr. Otherwise S” would have the same homology groups as a point. [J

Using Exercise 3.21, we now have examples, namely, S" for n > 2, of simply
connected spaces that are not contractible.

Barycentric Subdivision and the Proof of Excision

The applications of Theorem 6.5 are not exhausted, but let us get on with the
proof of excision (more precisely, of Excision II); we begin with an algebraic
lemma.

If X, is a subspace of X, regard S, (X,) as the subcomplex of S, (X) whose
term of degree n is generated by all n-simplexes o: A" - X for which
o(A™) < X,.

Lemma 6.11. Let X, and X, be subspaces of X. If the inclusion S,(X,) +
S.(X3) & S,(X) induces isomorphisms in homology, then excision holds for
the subspaces X, and X, of X.

ProoF. Applying the exact triangle to the short exact sequence
0= 5,(X1) + S4(X3) > S, (X) > S (X)/(Sx(Xy) + S,(X3)) 0,

we obtain a long exact sequence in which every third arrow H,(i) is
an isomorphism (by hypothesis); it follows easily (Exercise 5.4) that
H, (S, (X)/(S4(X) + S,(X3,))) = O for all n.

Now consider the short exact sequence of complexes

SeX) +8,(X) J S,X)  S,X)
S*(Xz) S*(XZ) S*(Xl) + S*(XZ)

0—-

The corresponding long exact sequence has every third term zero, so that H,( )
is an isomorphism for every n.
Finally, consider the commutative diagram of complexes



112 6. Excision and Applications

Sy (X1) ko 5(X)
S,(X,NX;) S,(X3)°
¢ J

S*(Xl) + S*(XZ)
S*(XZ)

where k is induced by the inclusion (X, X; NX,) o (X, X,) and ¢ is the
isomorphism of the second isomorphism theorem (recall that S, (X, N X,) =
S, (X;)N S,(X,)). Now j¢ = k implies H,(j)H,(/) = H,(k). We have just seen
that H,(j) is an isomorphism, while H,(/) is an isomorphism because ¢ is. It
follows that H,(k) is an isomorphism for all n, which is the statement of
Excision IL O

It thus remains to show that the inclusion S,(X;) + S.(X;) o S,(X)
induces isomorphisms in homology whenever X = X7U X3. This would
appear reasonable if every n-cycle in X were a sum of chains in X and chains
in X,. However, an n-simplex ¢ in X may have its image in neither X, nor
X,. The idea is to subdivide A" into small pieces so that the restrictions of o
to these pieces do have images in either X; or X,. The forthcoming construc-
tion, barycentric subdivision, is important in other contexts as well; let us
therefore consider it leisurely.

We begin by examining (geometric) subdivisions of A" for small n. With an
understanding of these low-dimensional examples, we shall see how to define
(inductively) subdivisions of every A"; this definition will then be transferred
to subdivisions of n-simplexes in an arbitrary space X.

Now A? is a one-point set; we admit it cannot be divided further and define
A° to be its own subdivision. Consider the more interesting A' = [e,, €,]. A
reasonable way to subdivide A' is to cut it in half: let b be the midpoint of the
interval [e,, e, ], that is, b is the barycenter of A'. Define the barycentric
subdivision of A! to be the 1-simplexes [ey, b] and [b, e, ] and their faces. Let
us now subdivide the standard 2-simplex A2

€

ey €
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Subdivide the triangle A2 as follows: first, subdivide each face (which is a
1-simplex) as above, using new vertices the barycenters b,, b;, b,; second, let
b be the barycenter of A?; finally, draw the six new triangles illustrated above.
Here is one way to view this construction. We have adjoined new vertices b,
b,, b,, b to the original vertices. Which triangles do we form using these seven
vertices? Note that each vertex is a barycenter of a face of A%: the original
vertices ey, e,, €, are barycenters of O-faces (themselves); b,, b;, b, are bary-
centers of 1-faces; b is the barycenter of A? itself. Each vertex may thus be
denoted by b°, where ¢ denotes a face of A% and {b%, b°, b*} is a triangle
precisely when 7 < ¢ (t is a proper face of 6) and ¢ < p. There are thus 3!
triangles.

Definition. The barycentric subdivision of an affine n-simplex X", denoted by

Sd X", is a family of affine n-simplexes defined inductively for n > 0:

(i) Sdx° =9

(i) if @g, @1, ..., @,4, are the n-faces of ! and if b is the barycenter of
>n*1 then Sd =" consists of all the (n + 1)-simplexes spanned by b and
n-simplexes in Sd ¢;, i =0, ...,n + 1.

It is plain that X" is the union of the n-simplexes in Sd Z".

EXERCISES
6.5. Prove that Sd X" consists of exactly (n + 1)! n-simplexes.

*6.6. (i) Every vertex b of Sd X" is the barycenter of a unique face o of " (denoted by
b =b°).
(i) Every n-simplex in Sd " has the form [b°°, b°:, ..., b°], where each o; is an
i-face of " and 0, < 0, < *** < g,

Observe that even though an affine n-simplex may not be given with an
orientation (i.e., an ordering of its vertices), Exercise 6.6(ii) shows that each
n-simplex of Sd X" comes equipped with an orientation.

Here is one last remark before we subdivide an arbitrary n-simplex
o: A" - X. Recall that we saw in Exercise 2.10 that an (affine) n-simplex
[po>---» P.] is the cone over its ith face [py, ..., b;, .-, Po] With vertex p;.
This observation suggested the singular version, in a convex set, of the cone
b.o over a singular n-simplex ¢ with vertex b (see Theorem 4.19).

Definition. Let E be a convex set. Then barycentric subdivision is a homo-
morphism Sd,: S,(E) — S,(E) defined inductively on generators 7: A" — E as
follows:

(i) If n = 0, then Sd, (1) = 7;
(i) if n > 0, then Sd,(z) = t(b,). Sd,_,(01), where b, is the barycenter of A".
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If X is any space, then the nth barycentric subdivision, for n > 0, is the
homomorphism Sd,: S,(X) — S,(X) defined on generators : A" — X by

Sd,(6) = o4 Sd,(6"),
where 6": A" —» A" is the identity map.

Observe that : A" — X induces g4: S,(A") = S,(X), so that Sd,(0) =
o, Sd,(6") does make sense and does lie in S,(X). It is easy to see that both
definitions of Sd,(c) agree when X is convex. If Sd,(6") = Zm,1;, then 8d,(¢) =
04(Em;1;) = Zm,o7;; thus one may view the n-simplexes t; as the smaller

simplexes subdividing A", and one may view the n-simplexes o7; as “restric-
tions” of ¢ to the 7, that subdivide the image of .

EXERCISES

6.7. (i) Give explicit formulas for Sd,(6") when n =1 and n = 2.
(ii) Give explicit formulas for Sd,(¢) whenever ¢ is an n-simplex in X and n = 1
and n = 2.

*6.8. If f: X - Y is continuous, prove that Sd f, = S Sd, that is, the following
diagram commutes for every n > O:

5,(X) — 5,(X)
f# f#

Lemma 6.12. Sd: S, (X) — S,(X) is a chain map.

Proor. The proof is in two stages, according to the definition of Sd. Assume
first that X is convex and that 7: A" —» X is an n-simplex. We prove, by
induction on n > 0, that

Sd,_,0,t=0,8d, 1.

Since Sd_; =0 (because S_;(X)=0) and J, =0, the base step n =0 is
obvious. If n > 0, then

9, Sd, © = 8,(z(b,)-Sd,_,(d,7)) (definition of Sd)
= 8d,—10,T — 7(by) . (851 Sdy-1)3,7)
(Corollary 4.20(i): é(b.y) =y — b.0y)
=Sd,_,8,T — t(b,).((Sd,-,0,-1)0,7) (induction)
=8d,_,0,t (80 =0).

Now let X be any space, not necessarily convex. If g: A" —> X is an
n-simplex, then



Barycentric Subdivision and the Proof of Excision 115

0 Sd(c) = dg 4, Sd(6") (definition of Sd)
=0,08d(0") (04 isa chain map)
=0, Sd d(6") (A"is convex)
=S8do,0(0") (Exercise 6.8)
= 8d 06 4(0") (04 is a chain map)
= Sd do (04(0") = o). O

What is z + B,(X)+— Sd z + B,(X), the homomorphism induced by Sd in
homology?

Lemma 6.13. For each n > 0, H,(Sd): H,(X) —» H,(X) is the identity.

Proor. It suffices (Theorem 5.3) to construct a chain homotopy between the
chain maps Sd and 1, the identity on S,(X): we want homomorphisms
T,: S,(X) - S,4,(X) such that 8,,, T, + T,_, 0, = 1, — Sd,.

Again the proof is in two steps. Assume first that X is convex; let us do an
induction on n. If n = 0, define Ty: So(X) — S;(X) as the zero map. If g is a
0-simplex, then

0=0Tyc and 6—Sdo=0—0=0.
Assume that n > 0. If y € S,(X), then T,y should satisfy
0T,y=y—Sdy— T, ,0y.
Now the right-hand side is a cycle, because, using induction,
oy—Sdy—T, ,0y)=0y—0Sdy—(1—S8d - T,_,0)dy =0.
Since X is convex, the “integration formula”, Corollary 4.20(ii), applies; define
Ty=b.(p —Sdy— T,_,0y),

and note that 0T,y =y — Sd y — T,_, 0v.

The remainder of the proof proceeds as the second stage of the preced-

ing lemma. Let X be any space, not necessarily convex. If 6: A" —» X is an
n-simplex, define

T,(0) = 04 T,(0") € §,.41(X),

where 6" is the identity on A", and extend by linearity. We leave as an exercise
that the T,’s constitute the desired chain homotopy. As a hint, one should
show first that if f: X — Y, then there is a commutative diagram

5,(X) —2 5,1
T, T,

Sp+1(X) T’ w1 (Y).

#
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Corollary 6.14. If g > 0 is an integer and if z € Z,(X), then
cls z = cls(Sd? z).

Proor. Since Sd induces the identity on H_(X), so does every composite
Sd?: z + B,(X)— Sd? z + B,(X). O

If E is a subspace of a euclidean space, then a continuous map o: A" - E
was called affine (in Chapter 2) if a(} t;e) =Y t;a(e;), where t; > 0 and
Y t; = 1. Clearly, the identity 6": A" — A" is affine.

Definition. If E is a subspace of euclidean space, then an n-chain y =
Y m;o; € S,(E) is affine if each g, is affine.

EXERCISES

6.9. If ¢ is affine, then so is its ith face g¢;; moreover, the vertex set of o¢;, the set of
all images of e, ¢, ..., e,, is contained in the vertex set of . Conclude that do
is affine whenever ¢ is affine.

6.10. If E is convex and ¢ is affine, then so is the cone b. o, where b € E; moreover,
the vertex set of b.o is the union of {b} and the vertex set of . Conclude that
Sd ¢ is affine whenever o is affine.

Definition. If E is a subspace of some ecuclidean space, and if y=
Y mjo; € S,(E), where all m; # 0, then

mesh y = sup {diam o;(A")}
j
(note that 6;(A") is compact (because A" is) and hence has finite diameter).

Using Theorem 2.9, the reader may show that if E is a subspace of some
euclidean space and y is an affine n-chain in E, then mesh(Sdy) <
[n/(n + 1)] mesh y. Iteration gives the next result.

Theorem 6.15. If E is a subspace of some euclidean space and y is an affine
n-chain in E, then for all integers q > 1,

mesh Sd?y < (n/n + 1)? mesh y.

This last theorem is fundamental; it says that the mesh of an affine chain,
for example, 6": A" - A", can be made arbitrarily small by repeated barycen-
tric subdivision (lim,_, , (n/n + 1) = 0 because n/n + 1 < 1).

After this discussion of various features of barycentric subdivision, let us
return to the proof of excision. Recall that we have only to show that the
inclusion S, (X;) + S,(X;) © S,(X) induces isomorphisms in homology when-
ever X = X7 U Xj.
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Lemma 6.16. If X, and X, are subspaces of X with X = XU X3, and if o is
an n-simplex in X, then there exists an integer q > 1 with

Sd? g € §,(X,) + S,(X,).

PROOF. Since ¢: A" - X is continuous, {¢7}(X7), 0 *(X3)} is an open cover of
A". Since A" is compact metric, this open cover has a Lebesgue number A > 0:
whenever x, y € A" satisfy || x — y|| < 4, then thereis an i = 1, 2 with ¢ }(X7?)
containing both x and y. Choose q > 1 with (n/n + 1)? diam A" < A. Since the
identity 8": A" — A" is an affine n-simplex in A", Theorem 6.15 says that such
a choice of g forces

mesh Sd4(6") < A.

If Sd%(6") = Y m;1;, then diam 7;(A") < A for every j; hence 7;,(A") < 67 (X7)
for some i=i(t;) e {1,2}. Now Sd?o = o, Sd%d") = 6,Zm;T; = ) m;o1;;
therefore 07;(A") « X7 = X;(wherei = i(t;)) for every j. After collecting terms,
Sd? ¢ can be written y, + y,, where y; € S,(X)). O

Theorem 6.17 (Excision). If X = X7 U X3, then the inclusion j: (X,, X; N X,) &
(X, X,) induces isomorphisms, for all n > 0,

Hn(Xl, Xl n XZ) 3 Hn(Xa XZ)

Proor. By Lemma 6.11, it suffices to show that the maps
On: Hy(S4(X1) + S4(X3)) = H,(S4(X)) = H,(X)

induced by the inclusion S, (X,)+ S,(X;) & S,(X) are isomorphisms. If
y; € S,(X;) for i = 1, 2, and if y, + y, is a cycle in the subcomplex (hence in
S, (X)), then

0: [y + y21—=cls(y, + 72),

where we denote the homology class in the subcomplex by [ ]

0 is surjective. Let cls z € H,(X). By Lemma 6.16, there is an integer g > 1
with Sd?z =y, + y,, where y, € S,(X;) for i =1, 2. Since z is a cycle and
Sd? is a chain map, it follows that Sd?z =7y, + y, is a cycle. Therefore
[y: + y.] is an element of the nth homology group of the subcomplex, and
0([y, + v,]) = cls(y; + y,) = cls(Sd? z) = cls z, by Corollary 6.14.

0 is injective. Suppose that [y; + y,] € ker 6; then cls(y; + y,) = 0, so there
is p € S,4,(X) with 08 =y, + 7,. By Lemma 6.16, there is an integer ¢ > 1
with Sd? § = B, + B,, where ;€ S, ,(X;) for i =1, 2. Hence d(B;, + B,) =
0Sd? = Sd? éf = Sd¥(y, + y,) (because Sd? is a chain map). It follows
that [Sdi(y, + y,)] = 0. However, we know only that cls Sd%(y, + y,) =
cls(y; + 7,); we do not yet know that [Sd%(y, + v,)] = [y, + 7.1

By Exercise 6.8 applied to the inclusion map X; < X, one sees that
Sd: §,(X) — S,.(X) carries S, (X;) into S,(X;) for i = 1, 2; hence Sd carries the
subcomplex S, (X,) + S,(X,)into itself. Moreover, the contracting homotopy
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{T,: S,(X)— S,+1(X)} of Lemma 6.13 restricts to contracting homotopies T
and T" of S,(X,) and S,(X,), respectively (inspect the definition). Therefore
7. —Sd?y, =(T'0 + éT')y, and y, — Sd? p, = (T"8 + O0T")y,, hence

Y1+ 72— SAUy +y2) = T'0y, + T"0y, + 0(T'yy + T77,).
T' 0y, + T" 8y, = To(y; +7v,), because T' and T" are restrictions of T, and so it is
0, since y, + 7, is a cycle. Because o(T"y, + T"7,) € B,(S,(X1) + S,(X5)), it fol-

lows that [y, + 7,1 = [Sd*(y; + 7,)]. But [Sd%(y; + ;)] = [2(B, + B2)] = 0.
O

Having completed the proof of excision, we may now accept the Mayer—
Vietoris theorem and the calculation of the homology groups of the spheres.
We record two useful facts before giving more applications.

Lemma 6.18. Let X = X;U X3, let i: X, NX, & X; be inclusions for j=
1,2, and let cls ze H(X, N X,). If H,,,(X) =0, then cls z = 0 if and only if
ijxclsz=0and i, clsz=0.

Proor. Consider the portion of the Mayer—Vietoris sequence
(. > i *)
s Hy oy (X) —— Hy(X, N X,) =25 H(X,) @ H, (X)),

Since H,.{(X) = 0, the map (i, i,,) is injective. Thus cls z = 0 if and only if
i1, clsz=0in H,(X;)and i,, cls z = 0 in H,(X,). O

Lemma 6.19. Assume that X = X} U X3. Then each n-cycle z in X is homologous
to a cycle of the form vy, + v,, where y; € S,(X;). Moreover, if D: H,(X)—
H,_(X;NX,) is the connecting homomorphism in the Mayer—Vietoris
sequence, then

D(cls z) = D(clIs(y; + y,)) = cls(dy,).
Remark. Of course, one may interchange X, and X,.
Proor. That cls z = cls(y, + y,) has already been proved (in Theorem 6.17).

To see the last assertion, consider the diagram

Si(X1)/SH(X1 N X5)

h

#

Su(X) —2 S,(X,) + 5,(X2)/S,(X>),

where g, sends y; + y, into its coset mod S,(X,), and h is the isomorphism
of the second isomorphism theorem; hence h3' sends the coset y; + y, +
S.(X;) to vy, + S,(X;NX,). The formula for D in Theorem 6.3 is D =
dh;'q,,sothat D cls(y; + y;)isd(y, + S,(X; N X,)), where d is the connecting
homomorphism from the exact sequence

0—> S, (X, NX,) -5 S,(X,) L 5, (X,)/S, (X, N X,) — 0.
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Now d = i dj;' (Lemma 5.5); thus one lifts y; + S,(X,; N X;) to y;, pushes
down to dy,, and regards dy, as being in X; N X,. Hence D cls(y; + y,) =
cls(dy,) in H,_1(X; N X,). Ol

More Applications to Euclidean Space

Recall that if h: Z — Z is a homomorphism, then 4 is multiplication by some
integer m: h(n) = mn for all n € Z (indeed m = h(1)).

Definition. A continuous map f: S" — S" (where n > 0) has degree m, denoted
by d(f) = m,if f,: H,(S") - H,(S") is multiplication by m.

Recall that we discussed a notion of degree for maps f: S — S* (denoted
by deg f) in terms of fundamental groups.

Theorem 6.20. If f: St — S!, then deg(f) = d(f).
Proor. By Exercise 4.13, there is a commutative diagram
m (81, 1) —Ls my (8%, A1)
® @
H,(S") -T’ A,(S"),

where ¢ is the Hurewicz map. Since n,(S?) = Z is abelian, we know that ¢ is
an isomorphism (Theorem 4.29). Finally, use Exercise 3.14, which says that
one may view f,: m,(S, 1) > =, (S*, f(1)) as multiplication by deg(f). O

Lemma 6.21. Let f, g: S" — S" be continuous maps.

(i) d(g o f)=d(g)d(f)
(i) d(1gn) = 1.
(iii) If f is constant, then d(f) = 0.
(iv) If f ~ g, then d(f) = d(g).!
(v) If f is a homotopy equivalence, then d(f) = +1.

Proor. All parts follows from the fact that H, is a functor defined on hTop
(and that H,(S") = Z); in particular, (iii) follows from the existence of a com-

! The converse is also true, and it is a theorem of Brouwer (see [Spanier, p. 398]). We know the
converse when n = 1 (Corollary 3.18). A theorem of Hopf (see [Hu (1959), p. 53]) generalizes this
by classifying all homotopy classes of maps X — S, where X is an n-dimensional polyhedron, in
terms of the cohomology H"(X; Z).
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mutative diagram

where {*} is a one-point space. O

Using degrees, one may give another proof of Theorem 6.10: S" is not
contractible. Otherwise, 15, ~ ¢, where ¢: S” — S" is some constant map, and
these two maps would have the same degree, by Lemma 6.21(iv); but Lemma
6.21, parts (ii) and (iii), show that this is not so.

Computation of the degree of a map is facilitated if one has an explicit
generator of H,(S"). The next result exhibits a generator when n = 1.

Theorem 6.22. Let x = (—1,0) and y = (1, 0) € S%, let o be the (northerly) path
in St from y to x, and let T be the (southerly) path in S* from x to y. Then
6 + 1 is a 1-cycle in St whose homology class generates H,(S*).

Proor. First, ¢ + 7 is a 1-cycle, because
do+t)=0do+0t=(x—y)+(y—x)=0.

Let n=(0,1) and s = (0, —1) be the north and south poles; let X, =
S' — {n} and X, = S* — {s}. Note that S* = Xj U X3, each X; is contractible,
and X; N X, = S' — {n, s} consists of two disjoint open arcs L and R with
x € Land y € R. The Mayer—Vietoris theorem for reduced homology provides
exactness of

B,(X,)® B,(X,) ~ H,(5") 3 Hy(X, N X,) > Hy(X,) ® Hy(X,).

Now D is an isomorphism, because contractibility of X; and X, forces
both direct sums to be zero. Since X; N X, = LUR, Corollary 5.18 gives
H,(X, N X,) infinite cyclic with generator cls(x — y). But Lemma 6.19 shows
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that D cls(o + 1) = cls do = cls(x — y); it follows that cls(c + t) generates
H1(Sl):H1(Sl)- ]

Remark. One can show that a (simple) closed path generates H,(S'), but we
need Theorem 6.22 as stated.

Definition. If x = (x,, ..., x,+,) € §%, its antipode is —x = (— X, ..., —Xp41)-
The antipodal map a = a™: §" - §" is defined by x+— —x.

Note that the distance from x to —x is 2, the diameter of S”, so that —x is
indeed antipodal to x.

Theorem 6.23. If n > 1, then the antipodal map a": 8" — S” has degree (— 1)"*1.

PrOOF. As a preliminary step, we show, by induction on n, that the map
f:8"— 8" given by f(xy, ..., Xu41) = (—X1, X3, ..., X,41) has degree —1.
Recall that the north pole of §" is (0,0, ..., 0, 1) and that the south pole is
0,0,..., —1).

Let n=1. Set X, = S* — {north pole} and X, = S* — {south pole}. By
Exercise 6.3, there is a commutative diagram from Mayer—Vietoris

H,(SY) —2 Ho(X,NX,)

S G«

H,(SY) —2 Hy(X,NX,),

where ¢ is the restriction of f (note that f(X;) = X, fori = 1, 2). Observe that
D is injective, for the preceding term in the Mayer—Vietoris sequence is
H (X,)® H,(X,) =0. By Theorem 6.22 and Lemma 6.19, cls(c + 1) is a
generator of H,(S!), and D(cls(s + 7)) = cls d6 = cls(x — y). Hence com-
mutativity of the diagram above gives

Df, cls(o + 1) = g, D cls(o + 1) = g, cls(x — y) = cls(g(x) — g(¥))
= cls(y — x),
because f (and hence g) interchanges x and y. But
cls(y — x) = —D cls(o + 1) = D cls(— (0 + 7)).

Since D is injective, we have f, cls(g + 1) = —cls(o + 1), and d(f) = — 1.

For the inductive step, we may assume that n > 2. Let X; = §" — {north
pole}, let X, = S" — {south pole}, and let i: $"™' & X, N X, be the inclusion
of the equator. Since "' is a deformation retract of X, N X,, we know that
iy: H, (S"™) > H,_,(X; N X,) is an isomorphism. If /" is the restriction of f
to S"71, there is a commutative diagram
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Hy(S") —2— H,_(X,NX;) «*— H,_(s"")

f*{ ’n {faé

H(S") —2 H, (X,NX,) «*— H, (s),

Since n > 2, we know that D is an isomorphism (for the flanking terms in the
Mayer—Vietoris sequence are 0 because X, and X, are contractible). We thus
have f, = D7'i, f,i,'D. By induction, d(f’') = — 1, so that f is multiplication
by — 1; the other factors cancel each other and so f, is also multiplication by
—1, thatis, d(f) = —1.

The next step shows that there is nothing magical about changing the
sign of the first coordinate: if f;: S" — S" is defined by fi(x;, ..., X441) =
(Xgs -oes —Xi +ovr Xup1), We claim that d(f;) = —1 also. If h: $* — §" is the
homeomorphism of S" interchanging the first and ith coordinates, then f; =
hfh. Using Lemma 6.21, we see that

d(f}) = d(hfh) = (d(R))*d(f) = (@d(r)*(—1).

As d(h) = +1 (since h is a homeomorphism), we have d(f;) = —1.
Finally, observe that the antipodal map a” is the composite

a"= fiofs  farss
so that d(a") = (—1)**1, as desired. O

Another proof of this theorem is given as Corollary 9.24.

Theorem 6.24.

(i) If f: S* > S™ has no fixed points, then f is homotopic to the antipodal map
a=a".
(i) If g: 8" — S™ is nullhomotopic, then g has a fixed point.

PROOF. (i) We can give a homotopy explicitly. Define F: " x I - 8" by

_ (1 —dax) + tf(x)
I = alx) + tf Gl

The right-hand side is a unit vector (hence lies in S") as long as (1 — t)a(x) +
tf(x) # 0. Were this zero, then we would have

fx¥) = (=1 = »/t)alx).

Taking the norm of each side, noting that | f(x)]| = 1 = |la(x)|, we see that

(1 — )/t = 1; therefore f(x) = —a(x). But, by definition, a(x) = —x, so that
f(x) = x, a contradiction.

(ii) If g has no fixed points, then g ~ a, by part (i), and so d(g) = d(a) =

+ 1 (Lemma 6.21). But g nullhomotopic implies that d(g) = 0, a contradiction.

O

F(x,t)
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Theorem 6.25. If f: S*" — §2", then either f has a fixed point or some point is
sent to its antipode.

PROOF. Assume that f has no fixed points. By Theorem 6.24, f ~ a2"; by
Theorem 6.23,d(f) = (—1)*"** = — 1. Suppose that f(x) # —x forall x € $2".
If we define g(x) = — f(x), we see that g has no fixed points, and so —f =
g ~ a". It follows that f ~ —a?" = 1. and d(f) = 1, a contradiction. []

This result is false for odd-dimensional spheres; for example, rotation
p: S — St about the origin through almost any angle has neither fixed points
nor points sent into antipodes. More generally, regard a point x € $2" ! as an
n-tuple (z,, ..., z,) of complex numbers, and define f: "1 - §2"~! by

(215 T Zn)H(pzla PZ25---> pzn)’

where p: S — §! is a suitable rotation.

Theorem 6.26. There is no continuous f: S** — S2" such that x and f(x) are
orthogonal for every x.

PrOOF. If f(x,) = — x, for some x, then their inner product (x4, f(x0)) = —1,
contradicting the hypothesis that (x,, f(x,)) = 0. Hence f sends no point to
its antipode, so that f must have a fixed point, say, x,. But then x, is
orthogonal to itself, contradicting ||x, || = 1. 0

Theorem 6.26 is false for S'; indeed it is false for every odd-dimensional
sphere. If x € $2"1, then x = (X1, X5, ..., X215, X2,); define f: §2"71 — §2n~1
by

f: XH(—XZ, X1, 7 Xgq5 X35 .05 T X2y x2n—1)'

Definition. A vector field on S™ is a continuous map f: S™ - R™*! with f(x)
tangent to S™ at x for every x € S™; one says that f is nonzero if f(x) # O for
all x.

Corollary 6.27 (Hairy Ball Theorem). There exists no nonzero vector field on
527,

Proor. If f: 82" — R?"*! is a nonzero vector field, then g: $2" — $?" defined
by x> f(x)/|| f| is a continuous map with g(x) tangent to S" at x for every x.
(|

A function f: S™ — R™*! may be viewed as a family of vectors with f(x)
attached to S™ at x (thus S™ is a “hairy ball”). If we say that a hair is “combed”
if it lies flat, that is, if it is tangent to the sphere, then Theorem 6.27 can be
interpreted as saying that one cannot comb the hair on an even-dimensional
sphere.
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Definition. A continuous map g: S™ — §" is called antipodal if ga™ = a"g, that
is, if g(—x) = —g(x) for all x e S™.

An antipodal map g thus carries the antipode of x to the antipode of g(x).
Hence, if y = —x, then g(y) = —g(—y), that is, g maps antipodal pairs into
antipodal pairs. Note that the antipodal map a": $* — S" is antipodal.

EXERCISES

*6.11. If y: A' — S" is a “path” with y(e;) = —7(eo), then (1 + a%)y is a l-cycle in S".
(Note: By “path” we mean that ¢ has domain A* = [ —1, 1] instead of L)

*6.12. If y is a 1-chain in S", then
1+ a})1 —al)y=0.
*6.13. If B is a 1-chain in S”, then
(1 +a3)(A +a})B = 2(1 + a%)B.

*6.14. If o is the northerly path in §! from y = (1, 0) to a*(y) = (— 1, 0), then (1 + ak)o
is a 1-cycle whose homology class generates H,(S"). (Hint: Theorem 6.22.)

Theorem 6.28. If m > 1, there exists no antipodal map g: S™ — S*.

ProoF (after J. W. Walker). Assume that such a map g exists. Let
y=(1,0)eS! and let ¢ be the northerly path in S! from y to al(y) =
{(—1, 0). Choose a point x, € S™, and let A be a path in S™ from x, to
— X,. Finally, choose a path fin S! from g(x,) to y. Now

6—gur+f—af
is a 1-cycle in S?, for its boundary is
@y =y = (g(=x0) — g(x0)) + (¥ — g(x0)) — (a'y — a'g(x,)) = 0

(because g is antipodal). Let 6 =1 + aX. Since cls f5 is a generator of
H,(SY), by Exercise 6.14, there is some integer m with

cls(c — g4d + f — a'f) = mcls Oo.
On the other hand, applying 6 to this equation gives
cls(0o — 094 A) = 2mcls o
(using Exercises 6.12 and 6.13). Therefore
cls(8o) = cls(Bg 4 4) in H,(S')/2H,(S")

(where bar denotes coset mod 2H,(S')). As cls(fs) is a generator
of H,(S'), it follows that cls(fs) and cls(fg,A) are nonzero in
H,(S)/2H,(S"); therefore cls(fg 4 4) # 0 in H,(S'). But g is antipodal, so that
0g A= (1 + al)guA=g,(1+a%)A Since (1 +a%)l is a l-cycle in S™,
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Exercise 6.11, we must have cls((1 + a%)4) # 0 in H,(S™). As m > 1, this
contradicts H,(S™) = 0. O

Corollary 6.29 (Borsuk—Ulam). Given a continuous f: S* — R?, there exists
x € 82 with f(x) = f(—x).

PROOF. If no such x exists, define g: S — S! by

g(x) = (f(x) = f(=x))/1/(x) = f(=x)I.

Clearly, g is an antipodal map, and this contradicts the theorem. O

Remark. In Chapter 12, we shall prove the more general version of Theorem
6.28 and its corollary: if m > n, then there is no antipodal map S™ — S"; if
f: 8™ - R™ then there exists x € S™ with f(x) = f(—x).

EXERCISES

6.15. Prove directly that if f: S! - R is continuous, then there exists x € S! with

&) = f(=x).

6.16. Prove that there is no homeomorphic copy of §2 in the plane R2, This result says
that a map of the earth cannot be drawn (homeomorphically) on a page of an

66 99,

atlas. (Remark: This result remains true if “2” is replaced by “n”; it follows from
the general Borsuk—Ulam theorem.)

Corollary 6.30 (Lusternik—Schnirelmann). If S2 = F,; UF, U F;, where each F,
is closed, then some F; contains a pair of antipodal points.

ProoF. If a?: S? — S$? is the antipodal map x — — x, then we may assume that
a*(F))NF, = & = a*(F,) N F,, or we are done. By the Urysohn lemma, there
are continuous maps g;: §> —» I, for i = 1, 2, with g;(F,) = 0 and g;(a®F)) = 1.
Define f: S - R? by

J(x) = (91(x), g2(x)).

By Corollary 6.29, there exists x, € 2 with f(x,) = f(—x,), that is, g;(xo) =
gi(—x,) for i = 1, 2. It follows that x, ¢ F; for i = 1, 2, because x € F; implies
that g;(xo) =0 and gi(—x,) =1 (for —x, = a*(x,) € a*F;). Since $* =
F,UF,UF;, we must have x,eF;. A similar argument shows that
—Xxo ¢ F; UF,, hence —x, € F3, as desired. O

EXERCISES

6.17. If f: S? - R? satisfies f(—x) = — f(x) for all x, then there exists x, € S with
Slxo) =0.

6.18. Assume that there is no antipodal map S™— S" for m > n. Prove that if
f: 8" = R” then there exists x, € S” with f(xq) = f(—X,)-

6.19. Assume that there is no antipodal map S™ — S" for m > n. Prove that if " is the
union of n + 1 closed subsets F,, F,, ..., F,,,, then at least one F; contains a pair
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of antipodal points. Prove that this conclusion is false if one replaces n + 1 by
n+ 2.

We now prepare for the Jordan—Brouwer separation theorem.

Definition. If r > 0, a (closed) r-cell ¢, is a homeomorphic copy of I’, the
cartesian product of r copies of I. In particular, e, is a point.

Theorem 6.31. If S" contains an r-cell e,, then S" — e, is acyclic:
ﬁq(S" —e)=0 forallg.

Proor. We prove the theorem by induction on r > 0. If r =0, then ¢, is a
point, S" — e, ~ R” (stereographic projection), and so S" — e, is contractible;
the result follows.

Suppose that r > 0, let B=T"", and let h:I"= B x I > ¢, be a homeo-
morphism. Define e’ = h(B x [0,4]) and e” = h(B x [4, 1]). Then e, =¢'U
e” while e'Ne” = h(B x {3}) is an (r — 1)-cell. By induction, (S" — e’)U
(8" —e") = 8" — (e’Ne") is acyclic. Since §" — e’ and §” — e” are open sub-
sets, Mayer—Vietoris for reduced homology gives exactness of

H,,,(8" — (¢’ Ne") > B(S" — (' Ue")) » Hy(S" — ) ® H(S" — e”) ~ H,(S" — (' Ne)).
The outside terms being zero and S* — (e’ Ue”) = S" — e, give an isomorphism
A,(5"—e) 3 H(S"— e')® H(S" — e").

Assume that cls { € ﬁq(S" — ¢e,) and cls { # 0; we shall reach a contradiction.
Now Lemma 6.18 gives either iy cls { # O or iy cls { # 0, where i": §" — e, &
S* —e'and i”: S" — e, & S" — ¢” are inclusions. Assume that i}, cls { # 0, and
define E! = ¢’. We have thus constructed an r-cell E! < e, such that the
inclusion i: " — e, & S" — E! satisfies i, cls { # 0. Repeat this construction
with B x I replaced by B x [0, 1] and with [0, 4] bisected. Iterating, we see
that there is a descending sequence of r-cells

erDElDEZD"'DEPDEP+ID"',

with E? = h(B x JP) (where J? = JP7! is a subinterval of length 277), with
iZ cls { # 0 (where i*: S" — e, & S" — E” is inclusion), and with () E? an
(r — 1)-cell, namely, h(B x {point}).

We are going to apply Theorem 4.18. There is a commutative diagram with
all arrows inclusions:

Sn _ Ep+1
iy N‘
S"— e e s" — () E?
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Since if cls { # 0 for all p, it follows that @2(iZ cls {) # O for all p. Now
assume that 4 is a compact subset of S — () E? = | J(S" — EP), an ascending
union of open sets in S”. This open cover of A has a finite subcover, that is,
A < S" — EP for some p. Theorem 4.18 now applies to give ALi% cls { # 0 in
H,(S" — () E?) for all k. But H,(S" — (") E?) = 0, by induction, because () E?
is an (r — 1)-cell, and we have reached a contradiction. Therefore cls { = 0,
that is, H,(S" — e,) = 0, and S" — e, is acyclic. |

Corollary 6.32. If e, is a closed r-cell in S", then S" — e, is path connected.
PROOF. H(S" — ¢,) = 0, and so Corollary 5.15 applies. O

Theorem 6.33. Let s, be a homeomorphic copy of S" in S", where n > 0. Then

Z ifgqg=n—r—1
0 otherwise.

H(S"—s,) = {

Proor. We do an induction on r. If r = 0, then s, consists of two points and
S" — s, has the same homotopy type as $"~! (think of s, as the north and
south poles, and deform S” — s, to the equator). Hence

A,(S" — 50) = H(S™™),

and thisis O for ¢ # n — 1, and Z for g = n — 1, as desired.

Assume that r > 0, and let ¢: S" — s, be a homeomorphism. Write S" =
E*UE™, where E* is the closed northern hemisphere and E~ is the closed
southern hemisphere. Note that E*¥ NE™ = §"71, the equator. If ¢’ = @(E")
and e¢” = @(E7), then it is an easy exercise to show that ¢’ and e” are closed
r-cells in S".

Define X, = §" — ¢’ and X, = §" — ¢”; then X, and X, are open subsets
of 8", hence X, U X, = XU X5. Furthermore,

X, UX,=8"—e)US"—e")=8"—(e'Ne")=8S"—s,;.
We also have
X, NX,=8"—-€e)NES"—e")=8"—(e'Ue")=S"—5,.
There is an exact Mayer—Vietoris sequence
Ay (8" — )@ oy (8" — ") = Hyu (8" — 5,1) = H(S" — 5,) = H(S" ~ &) ® A" — ¢”).
By Theorem 6.31, the flanking (direct sum) terms are 0, so that
H (S — s,-y) = Hy(S" —s,).
By induction,

Z fg+l=n—(r-1)-1

H (8" —s,_y) =
ar Sr-1) {0 otherwise,
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and this gives

- Z ifg=n—r-—1
H(S" —s,) =

ol ) {O otherwise. |
Corollary 6.34. Let s, be contained in S™. If r #n — 1, then S" — s, is path
connected; if r = n — 1, then 8" — s, has exactly two path components.

Proor. Compute Hy(S" — s,) by the theorem, and apply Corollary 5.15. [

We have shown that one cannot disconnect S” by removing a homeomorph
of a sphere of dimension < n — 2. Since S" is the one-point compactification
of R*, it follows that one cannot disconnect R” by removing s, withr < n — 2.

Definition. Let U be a subspace of a space X. An element x € X is a boundary
point of U if every neighborhood of x meets both U and X — U. The boundary
of U (or the frontier of U), denoted by U, is the set of all boundary points of U.

Clearly, U depends on the ambient space X ; moreover, the closure UofU
is just U U U, while U open implies that U = U — U.

Theorem 6.35 (Jordan—Brouwer? Separation Theorem). If s, is a subspace
of S" that is homeomorphic to S*™*, then S* — s,_, has exactly two components,
and s,_, is their common boundary.

Proor. Denote s,_; by s. By Corollary 6.34, S" — s has exactly two path
components, say, U and V. By Exercise 1.28, $* — s is locally path connected,
and so Corollary 1.20 shows that U and V are components; by Theorem 1.18,
U and V are open sets of S* — s and hence are open in S".

Since V is open in 8", S — V = U Us is a closed set containing U; hence
UcUUs, and so U =U — U c s. A similar argument shows that V c s.
For the reverse inclusion, let x € s and let N be an open neighborhood of x.
Clearly, N meets S" — U = V' Us; to show that x € U, it remains to prove that
N meets U. Now every nonempty open subset of $”~! contains an (open) subset
D whose complement is an (n — 1)-cell (because every open set contains a
homeomorph of R"™!); since s ~ §", there exists a subset A of NN s with
s — A a closed (n — 1)-cell. By Theorem 6.31, H,(S" — (s — 4)) = 0, hence
S* — (s — A) is path connected. If u e U and v € V, there exists a path f in
S" — (s — A)from u to v. Since u and v lie in distinct path components of S* — s,
wemust have f(IDN A # &.But fI)N A = f(DNs: fHNA < f(I)N s because
A < s; for the reverse inclusion,

2 The special case n = 2 is called the Jordan curve theorem; it was conjectured by Jordan but
proved by Veblen; Theorem 6.35 was later proved by Brouwer.
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fMNsc fIHNES"— (s — A)Ns < fANA.

Hence, if t, = inf{t € I f(t) € s}, then t, = inf{t e I f(t) e A}. Thus f(t,) €
fMNAc< N.If J =[O0, t,), then f(J) is a connected set containing u = f(0)
and with f(J) = f)NS" — s = fI)N(U U V); it follows that f(J) = U. There-
fore any open neighborhood of f(t,) in N meets U, as desired. A similar
argument using ¢, = sup{t € I: f(t) € s} shows that N meets V as well. O

If we regard S" =R"U {0}, and if oo ¢ s,_;, then that component of
S" — s,-, containing oo is called the outside of s,_,, and the other component
is called the inside. Is the inside of s,_; homeomorphic to an open ball (i.e.,
the interior of D")? When n = 2, then s, is called a Jordan curve, and the
Schoenflies theorem gives an affirmative answer: the inside of a Jordan curve
is homeomorphic to the interior of D2. However, for n = 3, Alexander gave
an example (the “horned sphere”) showing that the inside need not be homeo-
morphic to an open ball (the interior of D) (see [Hocking and Young, p. 176]).
Alexander’s example can be modified to show the same phenomenon of bad
insides can occur for all n > 3.

Let us mention a famous example (the lakes of Wada), which comes very
close to the Jordan curve theorem. There exists a compact connected subset
K of R? whose complement R? — K has three components U,, U,, U; and
K=U, for i=1, 2, 3. Of course, K is not a Jordan curve, otherwise its
complement would have two components. (See [Kosniowski, p. 100] for
details of this example.)

Here is another important theorem of Brouwer.

Theorem 6.36 (Invariance of Domain). Let U and V be subsets of S" having a
homeomorphism h: U — V. If U is open, then V is open.

Proor. Let y € V and let h(x) = y. Take a closed neighborhood N of x in U
with N & I" and N &~ §"1; of course, h(N) = V. Now N and h(N) are closed
n-cells, so that Theorem 6.31 says that $" — h(N) is connected. On the other
hand, $* — h(N) has two components, by Theorem 6.35. Since

§" — h(N) = (8" — h(N)) U (h(N) — h(N))

and the two terms on the right are disjoint, nonempty, and connected, they
must be the components of * — h(N). It follows that each is open in §* — h(N);
in particular, h(N) — h(N) is open in S* — h(N) and hence is open in S". But
y € h(N) — h(N) c V;since h(N)is the boundary of each component, it follows
that y is an interior point of V. Therefore, V is open in S". O

For more applications to euclidean space, we recommend [FEilenberg and
Steenrod, Chap. XI7.
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EXERCISES

6.20. Show that S" is not homeomorphic to any proper subspace of itself. (Hint: Use
compactness of $” and invariance of domain.)
*6.21. Prove invariance of domain if the ambient space S" is replaced by R".
*6.22. If invariance of domain holds with ambient space X, then show it holds with
any ambient space homeomorphic to X.
6.23. Show that invariance of domain does not hold with ambient space D".



CHAPTER 7

Simplicial Complexes

Definitions

We have been studying arbitrary spaces X using fundamental groups and
homology groups, and we have been rewarded with interesting applications
in the few cases in which we could compute these groups. At this point,
however, we would have difficulty computing the homology groups of a space
as simple as the torus T = S! x S?; indeed S,(T) is uncountable for every
n > 0, so it is conceivable that H,(T) is uncountable for every n (we shall soon
see that this is not so). Many interesting spaces, as the torus, can be “tri-
angulated”, and we shall see that this (strong) condition greatly facilitates
calculation of homology groups. Moreover, we shall also be able to give a
presentation of the fundamental groups of such spaces.

In contrast to the singular theory, a g-simplex will once again be an honest
space (and not a continuous map with domain A?). Recall that if {v,, ..., v,}
is an affine independent subset of some euclidean space, then it spans the
g-simplex s = [v,, ..., v,] consisting of all convex combinations of these
vertices.

Definition. If s = [v,, ..., v,] is a g-simplex, then we denote its vertex set by
Vert(s) = {vg, ..., 0 }.

Definition. If s is a simplex, then a face of s is a simplex s’ with Vert(s')
Vert(s); one writes s’ < s. If s’ < s (i.e., Vert(s') & Vert(s)), then s’ is called a
proper face of s.

Definition. A finite simplicial complex K is a finite collection of simplexes in
some euclidean space such that:
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(i) if s € K, then every face of s also belongs to K;
(i) if s, t € K, then s Nt is either empty or a common face of s and of t.

We write Vert(K) to denote the vertex set of K, namely, the set of all
O-simplexes in K.

Definition. If K is a simplicial complex, its underlying space | K| is the subspace
(of the ambient euclidean space)

K= s,

seK

the union of all the simplexes in K.

Clearly, |K| is a compact subspace of some euclidean space. Note that if s
is a simplex in K, then |s| = s.

Definition. A topological space X is a polyhedron if there exists a simplicial
complex K and a homemorphism k: | K| — X. The ordered pair (K, h) is called
a triangulation of X.

ExampLE 7.1. The standard 2-simplex A? is contained in euclidean space R>.
Define K to be the family of all vertices and 1-simplexes of A? (i.e., K is the
family of all proper faces of A%). Then K is a simplicial complex whose
underlying space | K | is the perimeter of the triangle A?in R3. If X = S*, choose
distinct points a,, a,, a, € S, and define a homemorphism h: |K| — S* with
h(e;) = a; for i =0, 1, 2, and with h taking each 1-simplex [e;, ;. ] (read
indices mod 3) onto the arc joining q; to a;,,. Then (K, h) is a triangulation
of S1, and so S! is a polyhedron.

EXAMPLE 7.2. If K is the family of all proper faces of an n-simplex s, then there
is a triangulation (K, h) of S"™'. Denote this simplicial complex K by s.
(Note that | K| is the boundary § & S"™%, so that our two dot notations are
compatible.)

ExampPLE 7.3. It is easy to give examples of finite collections of simplexes
satisfying condition (i) of the definition of simplicial complexes but not condi-
tion (ii).
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The simplexes s = [a, b, ¢] and t = [d, e, f] (and all their faces) do not com-
prise a simplicial complex because s Nt, though a face of ¢, is not a face of s.
The space X = |s|U]t| is a polyhedron, but one needs another simplicial
complex to triangulate it; for example, K = {[a, b, d], [a, d, c], [d, e,f], and
all their faces} will serve.

ExAMPLE 7.4. Every g-simplex s determines a simplicial complex K, namely,
the family of all (not necessarily proper) faces of s. Clearly, |K| = s. If h: |[K| — s
is the identity map, then s is a polyhedron (as it ought to be!).

ExaMpLE 7.5. Consider the square I x I with sides identified as indicated.

In detail, (¢, 0) is identified with (¢, 1) for each ¢ € I, giving a cylinder, and (0, s)
is identified with (1, s) for each s € I, giving a torus. A triangulation of I x I
(e.g., insertion of the diagonal bd) may not give a triangulation of the torus
because, after the identification, the two distinct triangles (2-simplexes) abd
and bcd have the same vertex set. The following triangulation of I x I does
lead to a triangulation of the torus, hence the torus is a polyhedron.

This triangulation of the torus has 18 triangles (2-simplexes), 27 edges
(1-simplexes), and 9 vertices; it is known that the minimum number of tri-
angles in a triangulation of the torus is 14 (see [Massey (1967), p. 34, Exercise
2] for an inequality implying this result).
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ExaMPLE 7.6.1 Other identifications of the boundary points of I x I lead to
other polyhedra.

Figure (i) Figure (ii)

The space obtained from Fig. (i) by identifying (¢, 0) with (1 — ¢, 1) and (0, ?)
with (1, 1 — ¢) for all t eI is called the real projective plane RP?; the space
obtained from Fig. (ii) is called the Klein bottle. If one identifies all the
boundary to a common point, one obtains the sphere S2.

EXERCISES

7.1. Show that RP? is homemorphic to the quotient space of the disk D? after
identifying antipodal points.

7.2. Exhibit a compact connected subset of R? that is not a polyhedron.

7.3. Why does the following triangulation of I x I not give a triangulation of the
torus?

Definition. Let s be a g-simplex. If g = 0, define s° = s; if ¢ > 0, define s° =
s — § (see Example 7.2). One calls s° an open g-simplex.

Observe that a simplicial complex is the disjoint union of its open
simplexes.

It is plain that an open g-simplex s° is an open subset of s (it is its interior),
but if s lies in a simplicial complex K, then s° may not be an open subset of

! 1t will be shown that the homology groups obtained from I x I by “twisting”, for example, RP?
and the Klein bottle, have homology groups with elements of finite order. This is probably the
reason that torsion groups are so called. An etymology of twisting also appears in the discussion
of lens spaces in [Seifert and Threlfall, p. 220].
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|K|. For example, an open 1-simplex s° is an open interval; its endpoints are
open 0-simplexes that are not open subsets of the (closed) 1-simplex spanned
by the endpoints. Similarly, an open 1-simplex is not an open subset of a
2-simplex.

Definition. Let K be a simplicial complex and let p € Vert(K). Then the star
of p, denoted by st(p), is defined by

stip)= |J  s° <Kl
seK
peVert(s)

In the figure, st(p) consists of the open shaded region. One sees that st(p)
consists of all the open simplexes of which p is a neighbor.

EXERCISES

*74. (i) If K is a simplicial complex and F is a subset of | K|, then F is closed if and
only if FNsis closed in s for every s € K.
(i) If sis a simplex in K of largest dimension, then s° = s — § is an open subset
of |K].

7.5. If K is a simplicial complex, then | K| is the disjoint union of all the open simplexes
s° with s € K. Conclude that each x € |K]| lies in a unique open simplex.

7.6. Let K be a simplicial complex, let x € | K|, and let s° be the (unique) open simplex
with x e s°. If Vert(s) = {po, ..., p,}, then x € st(p) if and only if p = p; for some
i=01..,q

*7.7. (1) For each vertex p € Vert(K), prove that st(p) is an open subset of |K| and
that the family of all such stars is an open cover of |K]|.
(i) If x € st(p), then the line segment with endpoints x and p is contained in st(p).

*7.8. Let po, Py, - -, Py € Vert(K). Prove that {p,, ..., p,} spans a simplex of K if and
only if (\}_o st(p;,) # &

Definition. If K is a simplicial complex, define its dimension, denoted by dim K,
to be
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dim K = sup {dim s}

seK

(of course, a g-simplex has dimension g).

The construction of polyhedra as quotient spaces of I x I raises an interest-
ing question. It is plain that there exists a simplicial complex—indeed a
collection of triangles in R3—which can be assembled to form a space home-
omorphic to the torus. It is less obvious, though not difficult, that such a
simplicial complex with fourteen 2-simplexes exists in R*. Now the Klein
bottle exists in R4, but it cannot be imbedded in R3. There is a general existence
theorem (see [ Hurewicz and Wallman, p. 56]) that a finite simplicial complex
of dimension d always triangulates a subspace of R%4*; moreover, this result
is best possible: if K consists of all the faces of A2¢*2 having dimension < d,
then dim K = d and K cannot be imbedded in R?“ (see [Flores]) (whend = 1,
this says that the complete pentagon cannot be imbedded in the plane, as one
knows from Kuratowski’s theorem characterizing planar graphs).

Theorem 7.1 (Invariance of Dimension). If K and L are simplicial complexes
and if there exists a homeomorphism f: |K| — |L|, then dim K = dim L.

Remark. It follows that one can define the dimension of a polyhedron X as
the common dimension of the simplicial complexes involved in triangulations
of X.

PRrOOF. Assume, on the contrary, that m = dim K > dim L = n (replacing f
by f~! handles the reverse inequality). Take an m-simplex ¢ in K, and let
¢° = g — ¢ be its interior. Now ¢° is an open set in [K|, by Exercise 7.4(ii).
Since f is a homeomorphism, f(¢°) is open in |L|. There thus exists some p-
simplex tin L (of course, p < n < m)with f(¢°) N 1° = W, a nonempty open set
in | L] (for the stars of vertices form an open cover of |L|, by Exercise 7.7(i)).
Choose a homeomorphism ¢: A™ - ¢ with ¢(A™) = ¢; then U, defined by
U = ¢ f 7{(W), is an open subset of (A™)°. Since p < m, there exists an
imbedding g: A? — (A™)° such that im g contains no nonempty open subsets
of (A™)°. Both U and g(W) are homeomorphic subsets of (A™)°; as U is open
and g(W) is not, this contradicts invariance of domain (Theorem 6.36) as
modified by Exercises 6.21 and 6.22. |

Simplicial Approximation

If we want a category whose objects are simplicial complexes (and we do),
what are the morphisms?

Definition. Let K and L be simplicial complexes. A simplicial map ¢: K - L
is a function ¢: Vert(K) — Vert(L) such that whenever {p, p;, ..., p,} spans
a simplex of K, then {¢(po), @(p1), ..., ¢(p,)} spans a simplex of L.
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Of course, repetitions among @(po), ..., ¢(p,) are allowed.

Theorem 7.2. If A~ consists of all simplicial complexes and all simplicial maps
(with usual composition), then A is a category, and underlying defines a functor
| |: A — Top.

Proor. It is routine to check that 4" is a category; let us construct | |. On
objects, assign the space |K| to K. If ¢: K — L is a simplicial map, define
|o|: | K| — | L] as follows. For each s € K, define f;: s - |L| as the affine map
determined by ¢|Vert(s) (Theorem 2.10). Condition (ii) of the definition of
simplicial complex implies that the functions f; agree on overlaps, so that the
gluing lemma 1.1 assembles them into a unique continuous function | K| — |L|,
denoted by |¢|. That we have defined a functor is left as an exercise. O

Definition. A map of the form |¢|: |K| — |L|, where ¢: K — L is a simplicial
map, is called piecewise linear.

There is no obvious functor Top — 2, even if we confine our attention to
the subcategory of polyhedra. Given a continuous f: |K| — |L|, it may not be
true that f = |¢| for some simplicial map ¢: after all, there are only finitely
many ¢’s. But we are flexible. Is it true that f ~ |¢]| for some ¢? The answer
is still “no”: if K = L = {all proper faces of [po, p;, p»1}, then |K| ~ S* ~ |L|.
Since 7, (S') = Z, there are infinitely many nonhomotopic maps f: §* - §*,
while there are still only finitely many simplicial maps ¢: K — L. We shall
subdivide K (the same process as in the proof of excision) to obtain more (and
better) approximations by simplicial maps.

Definition. Let K and L be simplicial complexes, let ¢: K — L be a simplicial
map, and let f: |K| — | L| be continuous. Then ¢ is a simplicial approximation
to f if, for every vertex p of K,

fst(p) = st(e(p)).

It is easy to see that |@|(st(p)) < st(¢(p)). Thus we are saying that f behaves
like || in that it carries neighboring simplexes of p inside the union of the
simplexes near ¢(p).

EXERCISES

7.9. Let K and K' be simplicial complexes, and let ¢: Vert(K) — Vert(K’) be a
function. Prove that ¢ is a simplicial map if and only if, whenever () st(p;) # &,
then () st(pp,) # &. (Hint: Use Exercise 7.8.)

*7.10. Prove that a simplicial map ¢: K — L is a simplicial approximation to f: |K| —
|L| if and only if, whenever x € |K| and f(x) € s° (where s is a simplex of L), then
lel(x) €s.

*7.11. If ¢: K — L is a simplicial approximation to f: |K|— |L|, then || ~ f.
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Our remarks about =,(S*) show that, for a given triangulation, a con-
tinuous map need not have a simplicial approximation. Let us therefore
change the triangulation.

Definition. If s is a simplex, let b* denote its barycenter. If K is a simplicial
complex, define Sd K, the barycentric subdivision of K, to be the simplicial
complex with

Vert(Sd K) = {b*: s € K}
and with simplexes [b%, b*1, ..., b%¢], where the s; are simplexes in K with

SO<S1<"'<Sq.

Recall that if s is a vertex of K, that is, s is a O-simplex, then b* = s; therefore
Vert(K) < Vert(Sd K). It is easy to check axioms (i) and (ii) in the definition
of simplicial complex; using Exercise 7.13 below, one shows that [b%, ..., b*]
is a g-simplex.

EXAMPLE 7.7. I1f ¢ = [Po, P1» P, then Vert(Sd 6) = {po, P1, P2 bo, by, by, b°}.

14

b, by

Do Dy
b,

Examples of 1-simplexes in Sd ¢ are [pq, b,] and [p,, b7]; an example of a
2-simplex in Sd o is [ po, by, b?]. Thus this is precisely the earlier construction
of Chapter 6.

EXERCISES

*7.12. (i) For every simplicial complex K, prove that |Sd K| = |K]|.
(ii) Prove that there exists a simplicial map ¢: Sd K — K that is a simplicial
approximation to the identity |Sd K| — |K|. (Hint: Define ¢: Vert(Sd K) —»
Vert(K) so that ¢(b°) € Vert(s).)
(iif) If X is a polyhedron and x € X, there exists a triangulation (K, h) of X with
x = h(v) for some vertex v of K.

*7.13. If sy < 's; < -** < s, are simplexes in some euclidean space, then {b%, b*, ..., b%}
is affine independent.

7.14. Every open simplex of Sd K is contained in a unique open simplex of K.
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Definition. If K is a simplicial complex, then

mesh K = sup {diam(s)},
seK
where diam(s) denotes the diameter of s.

EXERCISES

*7.15. If mesh K = p and p € Vert(K), then diam(st(p)) < 2u.

*7.16. If dim K = n, then
mesh Sd K < (n/n + 1) mesh K.

(Hint: Theorem 2.9.) Conclude that, for g > 1,
mesh Sd? K < (n/n + 1)? mesh K.

Theorem 7.3 (Simplicial Approximation Theorem). If K and L are simplicial
complexes and if f: |K| — |L| is continuous, then there is an integer ¢ > 1 and a
simplicial approximation ¢: Sd? K — L to f.

PRrOOF. Let Vert(L) = {w;: j € J} and let {st(w;)} be the open cover of | L| by its
stars. Since f is continuous, { f 7! st(w;)} is an open cover of |K|. Since |K]| is
compact metric, this cover has a Lebesgue number 4 > 0. By Exercise 7.16, we
can choose g large enough so that mesh Sd? K < 11; it follows from Exercise
7.15 that diam(st(p)) < A for every p € Vert(Sd? K).

Define ¢: Vert(Sd? K) — Vert(L) by ¢(p) = w;, where w; is some vertex with
st(p) = £~ (st(w;)) (w; exists, by definition of Lebesgue number; if there are
several choices, pick any one). It follows that f(st(p)) = st(w;) = st(e(p)), so
that we are done if we can show that ¢ is a simplicial map: if {po, ..., Pm}
spans a simplex in Sd? K, does {¢(pq); - - -, ¢(P)} span a simplex in L? Now
Exercise 7.8 gives (7L, st(p;) # &, so that

@ # f(() st(p) = () f6t(p)) < () st(e(py))-
Exercise 7.8 thus shows that {¢(p,), - ., @(p,)} spans a simplex of L. d

Corollary 7.4. Let K and L be simplicial complexes, and let f:|K|— |L| be
continuous. Assume that K' is a simplicial complex such that
(i) IK'| = |K];
(i) Vert(K) = Vert(K');
(iii) mesh K’ is “small”.
Then there exists a simplicial approximation ¢: K' — L to f.

Proor. The listed properties are the only properties of Sd? K used in the proof
of the theorem. O

Definition. A subcomplex L of a simplicial complex K is a simplicial complex
contained in K (i.e., s € L implies that s € K) with Vert(L) = Vert(K).
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Note that Sd K is not a subcomplex of K (nor is K a subcomplex of Sd K).

Definition. For any g > —1, the g-skeleton of K, denoted by K@, is the
subcomplex of K consisting of all simplexes s € K with dim(s) < g.

EXERCISES

*7.17. If ¢: K — L is a simplicial map, then (K@) = L@ for every 4. Conclude that
dim K = n implies that im|e| = |L®).

7.18. If K is the n-skeleton of an (n + 1)-simplex, then |K| =~ S".

Theorem 7.5. If m < n, then every continuous map f: S™ — S" is nullhomotopic.

PrOOF. Let K be the m-skeleton of an (m + 1)-simplex, and let L be the
n-skeleton of an (n 4+ 1)-simplex; we may regard f as a continuous map from
|K| into |L|. Let ¢:Sd? K — L be a simplicial approximation to f. Since
dim Sd? K = dim K = m, Exercise 7.17 gives im|¢@| = |L™)|, and so |¢| is not
surjective. Hence im|¢@| = |L| — {point}, which is contractible, and so |¢| is
nullhomotopic. But || =~ f, hence f is nullhomotopic. [

Corollary 7.6. If n > 2, then S" is simply connected.

ProoF. The theorem shows that every continuous map f: S' — S* is null-
homotopic, and so the result follows from Theorem 1.6. O

We have already sketched a proof of this corollary in Exercises 3.20 and
3.21. The result does not follow, however, from the Hurewicz theorem and the
fact that H,(S") = O for n > 2 (one can conclude from these data only that
7,(S", 1)is its own commutator subgroup, and such groups do exist; e.g., every
nonabelian simple group is such a group).

Let us mention a famous problem. The Poincaré conjecture asks whether
a simply connected compact n-manifold having the same homology groups
as §” is homeomorphic to S”. It is not too difficult to show that the conjecture
is true when n = 2; for n > 5, the conjecture was solved affirmatively by
Smale in the 1960s; the case n = 4 was solved (affirmatively) in the 1980s by
Freedman. The familiar dimension 3 is thus the only open case.

Abstract Simplicial Complexes

We are going to define homology groups of a simplicial complex K (which
will turn out to be isomorphic to the homology groups of the space X = |K|
as defined in Chapter 4). This construction works in a simpler setting, which
we now describe.
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Definition.2 Let V be a finite set. An abstract simplicial complex K is a family
of nonempty subsets of V, called simplexes, such that

(i) if v e V, then {v} € K;
(i) if se Kand s’ = s, then s’ € K.

One calls V the vertex set of K and denotes it by Vert(K); a simplex s € K
having q + 1 distinct vertices is called a g-simplex.

Definition. If K and L are abstract simplicial complexes, then a simplicial map
¢: K - L is a function ¢: Vert(K) — Vert(L) such that whenever {v,, ..., v}
is a simplex in K, then {@v,, ..., ¢v,} is a simplex in L (of course, it is possible
that the latter list of vertices has repetitions).

Theorem 7.7. All abstract simplicial complexes and simplicial maps determine a
category, denoted by A

PROOF. A routine check. O

Equivalences in the category 2™ and in the category 4 are called
isomorphisms.

ExampLE 7.8. Every simplicial complex K determines an abstract simplicial
complex K® with the same vertex set: let each simplex s € K determine its
vertex set Vert(s) = Vert(K).

ExampLE 7.9. Let X be a topological space, and let % be a finite open cover
of X. Define an abstract simplicial complex having vertices the open sets
in % and declare that open sets Uy, Uj, ..., U, in % form a simplex if

o U, # . This simplicial complex is called the nerve of the open cover #
and is denoted by N(%).

ExampLE 7.10. Let G be a finite group. Define an abstract simplicial complex
Q,(G) whose vertex set consists of all nontrivial p-subgroups (for some fixed
prime divisor p of |G|) and with subgroups P,, Py, ..., P, forming a simplex if

Nio P # {1}.

ExaMpLE 7.11. If K is an abstract simplicial complex, we construct its bary-
centric subdivision Sd K as follows (here Sd K is also an abstract simplicial
complex): define Vert(Sd K) = {simplexes o: 0 € K}; define a simplex in
Sd(K) to be a set {0y, 74, ..., 0,} with gy < 6y < *- < g, (where ¢ < ¢’ means
o Ead)

2 Here is the definition of a possibly infinite abstract simplicial complex K; let V be any set and
define K as a family of finite nonempty subsets of V satisfying properties (i) and (i).
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The construction K — K*® in Example 7.8 defines a functor o — ™. The
next theorem says that there is a good way to reverse the procedure, obtaining
a simplicial complex from an abstract one.

Theorem 7.8. There is a functor u: A™— A" such that K = u(K*®) for all
K € obj A and L = (uL)* for every L € obj A™.

ProOF. Let L be an abstract simplicial complex, and let V = Vert(L) =
{vo, V15 ..., U,}. Recall that the standard n-simplex A" has vertices
{eo, e15..., €.} s = {vy, ..., v; }isag-simplexin L,define|s| = [e;;, ..., e ],
the g-simplex in A" spanned by the displayed vertices. Finally, define u(L) as
the family of all |s| for s € L. It is plain that u(L})is a simplicial complex; indeed
u(L) is a subcomplex of A”.

It is easy to see that a simplicial map ¢: L — L' in 2™ (which is a certain
function ¢: Vert(L) — Vert(L')) corresponds to the obvious simplicial map

u(p): u(L) » u(L’) (which is a certain function {ey,..., e,} = {€g, ..., €n})-
Moreover, one verifies quickly that u: 2#™® — 4" is a functor and that the
isomorphisms mentioned in the statement do exist. O

Definition. If L is an abstract simplicial complex, then a geometric realization
of L is a space homeomorphic to |u(L)|.?

Corollary 7.9. Isomorphic abstract simplicial complexes have homeomorphic
geometric realizations.

Proor. Every functor (in particular, the composite #™ — S — Top) preserves
equivalences. |

As a result of Theorem 7.8, one usually does not emphasize the distinction
between simplicial complexes and abstract simplicial complexes. Henceforth,
we drop the adjective “abstract”, although we shall usually be thinking of the
simpler notion of abstract simplicial complex. We shall also not distinguish
between the categories " and °%; either will be denoted by ". Indeed some
authors do not bother to distinguish simplicial complexes from polyhedral!

Simplicial Homology

Definition. An oriented simplicial complex K is a simplicial complex and a
partial order on Vert(K) whose restriction to the vertices of any simplex in K
is a linear order.

3 The geometric realization of an infinite abstract simplicial complex can also be defined (see
Example 8.11); in general, it does not lie in any (finite-dimensional) euclidean space.
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Every linear ordering of Vert(K) makes K into an oriented simplicial
complex. For every simplicial complex K, the barycentric subdivision Sd K
is always oriented (see Exercise 6.6 (ii)).

We shall define homology groups of oriented simplicial complexes K;
eventually, we shall see that they coincide with the homology groups of | K|
(hence are independent of the partial order on Vert(K)).

Definition. If K is an oriented simplicial complex and g > 0, let C,(K) be the
abelian group having the following presentation.

Generators: all (q + 1)-tuples (py, ..., p,) with p; e Vert(K) such that
{Po» .-, Py} spans a simplex in K.
Relations: (i) (po, ..., P,) = 0 if some vertex is repeated,

(11) (pOs cees pq) = (Sgn n)(pn09 Dr1s>--+> pnq)a where 7 is a per-
mutation of {0, 1, ..., q}.

Denote the element of C,(K) corresponding to (po, ..., Pg) bY {Pos ---» Py)-
Of course, sgn = = + 1 (depending on the parity of =).

Lemma 7.10. Let K be an oriented simplicial complex of dimension m.

(1) C,(K) is a free abelian group with basis all symbols {p,, ..., p,>, where
q q
Pos ---» Pq} Spans a g-simplex in K and p, < p, <--* < p,. Moreover,
q q

<p1|:0’ AR pnq> = (Sgn TC)<p0, AR} pq>
(i) C,(K)=0 forallqg > m.

PRoOF. (i) Define F, to be the free abelian group with basis all (g + 1)-tuples
(Pos - - -» pg) Of vertices of K such that {p,, ..., p,} spans a simplex in K. If R,
is the subgroup of relations (as in the definition above), then F,/R, = C,(K).
But it is easy to see that there is a new basis of F, of the form B, U B, U B;,
where B, consists of all (7 + 1)-tuples in F, with a repeated vertex, B, consists
of all (p, ..., py) With py < p; <--- < p,, and B; consists of all terms of the
form (p, ..., p;) — (sg0 @) (Pro> - - - » Pny), Where mis a nonidentity permutation
of {0, 1, ..., g}. It is now clear that R, (with basis B, U B;)is a direct summand
of F,. Therefore C,(K) = F,/R, is free abelian as claimed.
(ii) If g > m, then every (q + 1)-tuple (po, ..., p,) of vertices, which spans a
simplex of K, must have a repeated vertex; hence {py, ..., p,> = 0in C,(K).
]

The reason for not defining C,(K) as described in the lemma will soon be
clear.

Definition. Define 0,: C,(K) — C,_(K) by setting

O<Por-s D)= 3 (<1 P Biea )

(where p; means delete the vertex p;) and extending by linearity.
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Theorem 7.11. If K is an oriented simplicial complex of dimension m, then
Co(K) = 0> Cu(K) S+ = C1(K) S Co(K) -0

is a chain complex.

Proor. The argument of Theorem 4.6 can be used here to show that 60 = 0.
l
Definition.* If K is an oriented simplicial complex, then

Z(K) = ker d,, the group of simplicial g-cycles,

B,(K) = im 0,,,, the group of simplicial g-boundaries,
and

H,(K) = Z,(K)/B,(K), the gth simplicial homology group.

We now associate an induced homomorphism to every simplicial map.

Definition. Let K and L be oriented simplicial complexes. If ¢: K - L is a
simplicial map, define ¢ ,: C,(K) = C,(L), for each g > 0, by

©4(Pos > Pe)) = L@(Do), - @(Pg))-

Of course, if some vertex ¢(p;) is repeated, then the term on the right is
zero. Furthermore, the ordering of the vertices on the right side may not be
compatible with the orientation of L; our fussy definition of C,(K) (and C,(L))
thus allows @ to be defined. Better, it allows the next result to be proved.

Lemma 7.12. If ¢: K — L is a simplicial map, then ¢4: C,(K)—> C.(L) is a
chain map; that is, 9 4, 0 = 0@ 4.

Proor. The usual calculation, as in Lemma 4.8. O
Theorem 7.13. For each q > 0, H;: A" — Ab is a functor.

ProOF. Hy(K) has already been defined on objects K. On morphisms ¢: K — L,
that is, on simplicial maps, define ¢,: H(K) - H,(L) by
@, 2 + B(K)— ¢ 4(2) + By(L).
That H, is a functor is routine. O
One wants to promote the definition of simplicial homology functors to

the subcategory of Top of polyhedra. One problem is the definition of f, when
f is a continuous map. Plainly, the simplicial approximation theorem will be

4 This definition also makes sense for infinite oriented simplicial complexes.
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useful, and this will force comparison of H,(K) and H,(Sd K). This complica-
tion is one reason that we presented the singular theory first.

Theorem 7.14. Let K be a ( finite) oriented simplicial complex of dimension m.

(i) H,/(K) is f.g. (finitely generated) for every q > 0.
(i) H,(K) =0 for allq > m.
(iii) H,(K) is free abelian, possibly zero.

Proor. (i) C,(K) is f.g., hence its subgroup Z,(K) is f.g. (Theorem 9.3), and,
finally, its quotient H,(K) is f.g.

(ii) Immediate from Lemma 7.10(i).

(iii) Since C,,,(K) = 0, we have B,,(K) = 0 and so H,(K) = Z,(K). But a
subgroup of a free abelian group is also free abelian (Theorem 9.3). O

Remark. If dim K = m, we do not assert that H,(K) # 0 (this may be false).
Moreover, if there are a, g-simplexes in K, then H,(K) needs at most a,
generators.

We have just defined “absolute” simplicial homology groups. If K is an
oriented simplicial complex and L is a subcomplex, then L is also oriented in
the induced orientation, namely, the partial order on Vert(L) inherited from
that on Vert K. It is easy to see that each C,(L) is a subgroup of C,(K) and
that C,, (L) is a subcomplex of C,(K).

Definition. If L is a subcomplex of an oriented simplicial complex K, then the
gqth relative simplicial homology group is

H,(K, L) = H(Cy(K)/Cy(L))-

Let (K, f) be any triangulation of S?; let ¥ be the number of vertices, let E
be the number of edges (1-simplexes), and let F be the number of faces
(2-simplexes) in K. Euler’s famous formula is

V—E+F=2

this formula is a key ingredient in showing that the five Platonic solids
(tetrahedron, cube, octahedron, dodecahedron, and icosahedron) are the only
regular solids in R3. Let us now generalize Euler’s formula.

Definition. Let K be a simplicial complex of dimension m, and for each g > 0,

let o, be the number of g-simplexes in K. The Euler—Poincaré characteristic
of K, denoted by y(K), is defined by

1K) = 5 (1),
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Theorem 7.15. If K is an oriented simplicial complex of dimension m, then
x(K) =Y, (—1)? rank H,(K).
q=0

Remark. The Euler—Poincaré characteristic is the alternating sum of the Betti
numbers (once we show that H (K) = H,(|K|) for all g).

Proor. Consider the chain complex C, (K):
0, 0,
0 — Cu(K) — Cpyy(K) —> - —> C1(K) — Co(K) — 0.

Each C,(K) is a (free abelian) group of rank o«,. Of course, H,(K)=
Z,(K)/B,(K) = ker d,/im d,,,; Exercise 5.5 thus gives

rank H,(K) = rank Z(K) — rank B,(K).

Note that rank B,,(K) = O (in fact B,,(K) = 0). For each g > 0, there is an exact
sequence

0,
0 —> Z,(K) — C,(K) — B,_,(K) —;
again Exercise 5.5 applies, and
a, = rank C,(K) = rank Z,(K) + rank B,_,(K).

Hence

1K) = go (— e, = :) (= 1)(rank Z,(K) + rank B,_,(K))

L)
|

M=

(—1)4 rank Z,(K) + i (—1)? rank B, (K).
q=0

q=0

Changing index of summation in the last sum and using the fact that
rank B_,(K) = 0 = rank B,(K), we have

2(K) = io (— 1) rank Z,(K) + 20 (—1y**! rank B,(K)

M=

(— 1)i(rank Z,(K) — rank B,(K))

1l
[=]

q

M=

(—1)? rank H,(K). O

q=0

Remark. We have actually proved a more general result. If
d d
C,=0—C,—5 " —C,—C,—0

is a chain complex in which each C; is a f.g. free abelian group of rank «;, then

N

(=1fo; = ¥ (~1) rank H(C,).

[0}

Il

i
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EXERCISES

7.19. Prove that

2 ifniseven
§") =
1S {o if n is odd.

7.20. Compute y(T), where T is the torus (see Example 7.5 above).

*7.21. If Bis a set, let F(B) denote the free abelian group with basis B.If B= B; UB,,
show there is an exact sequence

0 F(B,NB,) > F(B,) ® F(B,) > F(B)— 0,

where i is the “diagonal” map x+(x, x) and p is the “subtraction” map
p:(x, y)r—x —y.

Theorem 7.16 (Excision). If K, and K, are subcomplexes of a simplicial complex
K with K, UK, = K, then the inclusion (K, K; N K,) & (K, K,) induces iso-
morphisms, for all ¢ > 0,

Hq(Kl’ Kl n KZ) :/) Hq(Ka KZ)

Proor. By Lemma 6.11, it suffices to show that the inclusion C,(K;)+
C.(K;) & C,(K) induces isomorphisms in homology. But this map is the
identity: C,(K,) + C,(K;) = C,(K). If Y m;0; € C,(K), where o; denotes a
g-simplex in K, then g, € K = K, UK,; that is, g; € K; or g; € K,. One may
thus collect terms and write ) m;0; = y; + y,, where y, is the sum of all those
terms involving g; in K, and y, is the sum of the other terms involving g;
necessarily in K,. O

Corollary 7.17 (Mayer—Vietoris). If K, and K , are subcomplexes of a simplicial
complex K with K, UK, = K, then there is an exact sequence
= Hyy (K) > Hy(K{ NK,) - Hy(K,) @ Hy(K ) > Hy(K) » Hy - (Ky NKp) —o-.

Proor. Use the proof of Theorem 6.3; even the induced maps are the same.

O

Comparison with Singular Homology

We are now going to compare H,(K) with H,(|K]). To facilitate our work,
we introduce reduced simplicial homology groups by augmenting C,(K),
because it is more convenient to compare H, (K) (defined below) with H, (| K|).

Definition. If K is an oriented simplicial complex, define C_,(K) to be the
infinite cyclic group generated by the symbol { >, define 9,: Co(K) - C_;(K)
by Y m,{p>+—(d.m,){ ), and define the augmented complex

CL(K) = 0= Co(K) 3 Cpy (K) =+ — CL(K) B Co(K) B C_y(K) — 0.
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Finally, define reduced simplicial homology groups by
ﬁq(K) = H,(C,(K)).

Essentially, reduced simplicial homology differs from ordinary simplicial
homology in that it recognizes JJ as the (unique) (— 1)-simplex.

EXERCISES
7.22. Forall g > 1, A(K) = H,(K); Hy(K) = Hy(K) @ Z. (Hint: See Theorem 5.17.)
7.23. Show that A_,(C,(K)) = 0.

Corollary 7.18. Let K be the simplicial complex consisting of all the faces of an
n-simplex whose vertex set is linearly ordered (so that |\K| ~ A"). Then

ﬁq(K) =0 forallg>0.

Proor. The statement is that the augmented complex C*(K) is an exact
sequence; we prove this by appealing to Corollary 5.4. Thus it suffices to
exhibit a contracting homotopy,

{hy: C,(K)—> C,yy(K),allg > —1}
so that
Ogs1hy + hy—y0, = 1,, the identity on C,(K). (*)

The construction of i is patterned after the cone construction in Theorem 4.19.
Let v, be the smallest vertex in the orientation. For ¢ = —1, define
h_;: C_;(K) = Co(K) by { >r><vo) and extending by linearity. For g > 0,
define h,: C,(K) = C,11(K) by {po, ..., Pg> > Vo, Dos - --» P, and extending
by linearity. Note that the last value is O if v, = p,. It remains to verify Eq. (*).
If g= —1, the desired formula is éoh_l = 1; this is clear because

Goh_1({ D) =08,(Kvod) =< ».Iq=>0,

i .
hq—16q<p09 e pq> = hq—l ;) (— 1)l<p03 (AR ﬁi? et pq>

1

Il
M=

. (_1)i<l)0’ Dos - ﬁia LRRE) pq>

On the other hand,

aq+1hq<p07"" pq> = q+1<UOD Po’---,Pq>
q .
= <p03"'qu> - ‘Z:O(_1)l<UOap07‘--api,-'-’pq>

Therefore (hd + 0h)({po, .., Pg>) = {Pos+--» Pg)- O
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Remarks. (1) If K is any oriented simplicial complex and if s is a simplex in
K, then the induced orientation on s is a linear ordering of Vert(s).

(2) Note how much simpler this proof is than the corresponding result for
singular homology. The next result is also simpler than its singular version,
and so we present it; however, we do not use it in the proof of Theorem 7.22.

Corollary 7.19. Let K consist of all the faces of an oriented n-simplex (so that
Vert(K) is linearly ordered), and let L be the subcomplex of all the proper faces
(so that |L| =~ S*™1). Then

. 0 ifg#n—1

H/(L) =

(L) {Z ifg=n—1.

PROOF. Since L is a subcomplex of K, C, (L) is a subcomplex of C,(K), and so
there is a commutative diagram

0— 0 — G (L) —  — G) — C(L) — 0

| ] |

0 — G(K) — Cua(K) — = —> CylK) —> C,(K) — 0,
n n—1

where the vertical maps (for —1 < g < n — 1) are identities. Now the bottom
row is an exact sequence, by Corollary 7.18. It follows easily that ﬁq(L) =
H(K)=0 for all g <n— 1; moreover, H(L)=0 for all ¢>n—1, by
Theorem 7.14(ii).

Note that C,(K) = Z because K has only one n-simplex. Exactness of the
bottom row of the diagram thus gives

Z=C,K)=~imd, = ker 0,_;.

On the other hand, H,_,(L) = ker 6,_; (because C,(L)=0 implies that
B,_,(L) = im 8, = 0). We conclude that H,_, (L) = Z, as desired. O

The reader can readily construct an example of a simplicial complex K hav-
ing subcomplexes K, and K, with K=K, UK, such that |K|#|K,|°U|K,|°.
Nevertheless, excision and Mayer—Vietoris do hold for |K]|, |K,|, and |K,|;
this will follows from Theorem 7.16 and Corollary 7.18 once we prove that
H,(K, K,) = H,(IK|, |[K,[). The next lemma is a special case of this extended
(singular) Mayer—Vietoris theorem that will be used to establish the general
case.

Lemma 7.20. Let K be a finite simplicial complex, and let s be a simplex of
highest dimension; define K, = K — {s} and K, = {s and all its proper faces}.
Then there is an exact Mayer—Vietoris sequence in singular homology

= HyIK [N K |) = H(1KL ) @ Hy(IK;[) = H(IK) = Hy - (|KL [N K ]) =
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PrOOF. It suffices to prove excision here. Define ¥V = s — {x}, where x is an
interior point of 5. Then V is an open subset of |K,| (because s has highest
dimension), and |K; N K,| = |K;|N|K,| = |§] is a deformation retract of V
(deform along radii from x). There is a commutative diagram with exact rows
and with vertical arrows induced by inclusions:

— Hq(|Kan2|) I Hq(|K2|) E— Hq(|K2|,|K1ﬂK2|) _—
1

Since |K; N K,]| is a deformation retract of ¥, the inclusion is a homotopy
equivalence, hence it induces isomorphisms for all g. The five lemma now
shows that inclusion induces an isomorphism for all g

Hq(IK?.I’ |K1| n |K2|) = Hq(|K2I9 V)

Let X, = |K,|UV.Note that X, N1K,| = (| K;|UVN|K,| = (IK,|N|K,])U
(VN |K,) =V because |[K,|N|K,|=|K;NK,| <V < |K,|. Furthermore,
|K,| = X} and, since |[K,| — |K,| is an open subset of |K,|, it follows that
IK,| —|K| = |K,|°. Therefore X;U|K,|°=|K| and (singular) excision
holds: inclusion induces isomorphisms for all g

Hq(]KZL V) = Hq(|K|7 |K1')'
Composing with the earlier isomorphisms gives the desired isomorphisms
Hq(|K2|,|K1|n|K2|)§Hq(lKLlKll) fOX' all q. D

Lemma 7.21. For each oriented simplicial complex K, there is a chain map
j=j% C.(K)— §,(K|) with each j, an injection. For every simplicial map
¢@: K — K/, there is a commutative diagram

C(K) —2 &K
j j
S(K}) —— S(K')).
[0l

Moreover, if K, and K, are subcomplexes of K as in Lemma 7.20, then there is
a commutative diagram

Hq(K) - q—l(KanZ)

Hq(lKD —— Hq—l(lKl nKZ')a

where the horizontal maps are connecting homomorphisms of Mayer—Vietoris
sequences.
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ProOF. Define j_;: C_;(K) - S_;(]K|) by ¢ >+—[ ] and extending by lin-
earity. If ¢ > 0, define j: C,(K) — S,(|K]) by

jq(<p09 ceeo pq>) =0,

where o: A? - |K]| is the affine map )_t;e;— . t;p;. The routine verifications
of the stated properties of j are left to the reader. O

Theorem 7.22. For every oriented finite simplicial complex K, the chain map
j: Co(K) = 8,(IK|) (of Lemma 7.21) induces isomorphisms,® for all g > 0,

A,(K) = A,(K)).

Proor. We do an induction on the number N of simplexes in K. If N =1,
then K = & and |K| = ¢J (reduced homology recognizes ¢ as a simplex),
and A,(K) = 0 = H,(|K|) in this case.

Assume that N > 1 and choose a simplex s € K of highest dimension.
As in Lemma 7.20, define

K, =K —{s} and K, = {sand all of its proper faces}.

Thus K, UK, = K and K, N K, = {all proper faces of s}. Note that the vertex
sets of K, and of K; N K, are each linearly ordered in the induced orientation.
Since each of K, and K; N K, have fewer than N simplexes (the alternative
is that K, = K — {s} = ¢J and K =s, which must now be a 0-simplex),
the inductive hypothesis says that the respective chain maps j induce iso-
morphisms for each g > 0:

gq(Kl):ﬁq(lKll) and Hq(K1nK2):;ﬁq(|K1mK2|)-

There are two Mayer—Vietoris sequences, from Corollary 7.17 and Lemma
7.20, and the maps j between them give a commutative diagram with exact
rows, by Lemma 7.21.

ﬁq(Kan2) g Hq(K1)®ﬁq(K2) - ﬁq(K) - ~(;—1(K1mK2) - Hqﬂ(Kl)@Hq—l(Kz)
! ! 1 ! I
H,(K,NK,|)>H,( K @ H,(| K, )~ (1K) H, 1 (IK,NK )= H, (1K O A, (1K)
By Corollary 7.18
H,(K,)® H,(K,) = B(K,);
similarly, since |K,| = s is contractible,

A,(K, ) ® A(K) = H(K, ).

Since all vertical maps are now induced by j, all save the middle one are known
to be are isomorphisms. But the five lemma (Theorem 5.10) applies to show
that the middle map j,: ﬁq(K) - ﬁq(lK [) is also an isomorphism. O

5 jis actually a chain equivalence; this follows from Theorem 9.8.
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Corollary 7.23 (Alexander—Veblen). Let X be a polyhedron having triangula-
tions (K, h) and (K', i'). Then H,(K) = H,(K') for all ¢ = 0.

Proor. By hypothesis, |K|= |K'|. But H/(K)=~ H,/(|K|) and H(K') =
H,(|K'|), by Theorem 7.22. O

Corollary 7.24. If X is a polyhedron of dimension m, then

(i) Hy(X)isf.g. for every q = 0;
(i) H(X) =0 forallq > m;
(i) H,(X) is free abelian.

Proor. Immediate from Theorems 7.22 and 7.14. |

Corollary 7.25. (i) If K is an oriented simplicial complex, then H (K) is inde-
pendent of the orientation.

(i) If X is a polyhedron with triangulation (K, h), then the Euler—Poincaré
characteristic is independent of the triangulation.

Proor. (i) Hy(|K ) is independent of any ordering of Vert(K).
(ii) Combine Theorems 7.22 and 7.15. |

One can now define y(X), the Euler—Poincaré characteristic of a poly-
hedron X as y(K), where there is a triangulation (K, k) of X.

One last comment before proceeding. First attempts to prove Corollary
7.23 were aimed at the polyhedron itself. For many years, one tried to prove
the Hauptvermutung (principie conjecture): if (K, h) and (L, g) are triangula-
tions of a polyhedron X, then there are subdivisions (not necessarily bary-
centric) K’ of K and L’ of L with K’ = L’. Were this true, there would be an
easy proof of the topological invariance of H,(K). The Hauptvermutung was
proved for n = 3 by Moise (in the 1950s), but in 1961 Milnor constructed
counterexamples to it for every n > 6.

The following notion is a substitute for homotopy in 4.

Definition. Let ¢, y: K — L be simplicial maps. Then ¢ is contiguous to y,
denoted by ¢ ~ ¥, if, for each simplex s = {p,, ..., p,} of K, there exists a
simplex s’ of L with both {@p,, ..., ¢p,} and {Ypo, ..., Yp,} faces of s".

EXERCISES

7.24. Let ¢, Y: K — L be contiguous.
(i) Prove that |@| ~ |¥|.
(i) ¢, = W,: H(K) - H, (L) for all ¢ = 0 (Hint: Theorem 7.22.)

7.25. Give an example showing that contiguity may not be a transitive relation.
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Definition. Let (X, x,) and (Y, y,) be pointed spaces. Their wedge X v Y is
the quotient space of their disjoint union, X || Y in which the basepoints are
identified.

X0 =Yg

It is easy to see that if X and Y are polyhedra, thensois X v Y.

EXERCISES

*7.26. (i) Show that wedge is associative; thatis,(X v Y) v Zand X v (Y v Z) are
homeomorphic pointed spaces.
(i) If K, and K, are polyhedra, then for all n > 1,

H,(K; v K;) = H,(K,) ® H,(K,).
(Hint: Mayer—Vietoris, Corollary 7.17.)

(iii) Letm,,..., m, be asequence of nonnegative integers. Prove that there exists
a connected polyhedron X of dimension n with H,(X) free abelian of
rank m, foreveryg=1,...,n.

7.27. (i) If L is a subcomplex of K, prove that for all g > 0,
H/(K, L) = H/(IK|, |L)).
(Hint: Five lemma and Theorem 7.22.)

(i) There is an exact Mayer—Vietoris sequence in singular homology corre-
sponding to any pair of subcomplexes K, K, of a simplicial complex K for
which K = K; UK ,, namely,

= H(IKINTK,|) » H(IK4 ) @ H(IK,[) - Hy(IK|) > Hp—y (1K, [N KR[) - -0

*7.28. Let K be a simplicial complex and let p € Vert(K). Define the closed star of p
to be the subcomplex of K consisting of all the faces of those o in the star st(p).
Prove that the closed star of p is contractible. (Hint: Exercise 7.7(ii).).

The next result considers the question, generalizing the Mayer— Vietoris theo-
rem, of relating the homology of K to the homology of subcomplexes whose
union is K (also see [K. S. Brown, p. 166]).

Definition. A cover of a simplicial complex K is a family of subcomplexes
¥ ={L;oe A} withK =)L,
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Definition. Let ¥ = {L,: « € A} be a cover of a simplicial complex K. The
nerve of %, denoted by N(Z¥), is the simplicial complex having vertices
Vert(N(Z)) = A and with {«y,...,a,} a simplex if (| L, # & (sece Example
79.)

Theorem 7.26 (Leray).® Assume that & = {L,: a € A} is a cover of a simplicial
complex K such that each L, and every finite intersection L, N L,,N---NL,,
is acyclic. Then

H(K) = H/(N(£))
forall g > 0.

Proor. It suffices to construct a simplicial map f: Sd K — N(%) that induces
isomorphisms H,(Sd K) —» H,(N (%)) (because H,(K) = H,(Sd K) since |K| =
ISd K|). We view Sd K as an abstract simplicial complex, as in Example 7.11.
Linearly order the index set 4, say, A = {«,, ..., a,}. Define f: Vert(Sd K) —»
Vert(N(%)) = A as follows: for each simplex ¢ € K, there exists L, witho € L,
(for # is a cover of K); define f(g) = o;, where «; is the first « for which o € L,.
We claim that f is a simplicial map. If {,, ..., 6,} is a simplex in Sd K, then
0o < 0, <+ < 0, thus 0, < o; for every i < g, hence o, € L,, for every i < q.
Therefore { fay, ..., fa,} is a simplex in N(Z), for 6y € L,,N*-*NL,_, and so
this intersection is nonempty.

The proof that f induces isomorphisms in homology is by induction on
n=|A|. If n = 1, then N(£) is a point and K = L, has the homology of a
point: H,(L,) = 0 for all ¢ > 0 (K is acyclic because, by hypothesis, every L,
is acyclic). The result is thus obvious in this case.

Assume that 4 = {a,, ..., &, }. Define

K,=L,U---UL, and K,=L

An+1

(thus &, = {L, ..., L, } is a cover of K, }; define
N, = N(&).
Note that N, is a subcomplex of N(&), as is N, defined by
N, = closed star of a,, ;.

The construction of f shows that if ¢ € K, then f(d) € {«, ..., a,}. It follows
by induction that f|Sd K, induces isomorphisms H,(Sd K,;) = H,(N;).
Furthermore f|Sd L, ,, induces isomorphisms H,(Sd K,) =5 H,(N,) because
K, =L, hence Sd K,, is acyclic (by hypothesis) and N, is acyclic (by
Exercise 7.28).

There is an obvious cover of K, N K,, namely, # = {M, , ..., M, }, where
M,, is defined by M, = L, NL, . Note that .# has the property that each

It is proved in [Bott and Tu, p. 148] that if every finite intersection is contractible, then
Ty (|K]) = 7, (N(£)).
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M, and every finite intersection of them is acyclic. Since Sd(K, NK,) =
Sd K, NSd K,, it follows by induction that f|Sd(K; N K,) induces isomor-
phisms H,(Sd(K; NK,)) = H,(N(4)). But it is easy to see that N(4#) =
N; NN,, hence H (N (#)) = Hy(N; N N,). Of course, Sd K = Sd K, USd K,
and N; UN, = N(%), so that we may apply Mayer—Vietoris (Corollary 7.17)
to assert exactnes‘i\of the rows in the following commutative diagram.

Hq(ﬂl ng,) -» Hq(ﬂl) ® Hq(ﬁ2) - Hq(Sd K) - q—1(lj1 ng;) - Hq—l(ﬂ1)® Hq—l(:BZ)
! 1 i
H,(N;\N;) = Hy(Ny) @ Hy(N;) > Hy(N(£)) > Hy—(NyVN;) > Hy - (N;) @ Hy—y (N2);

here B; denotes Sd K; for i =1, 2, and the vertical maps are induced by
restrictions of /. We have already seen that the four outside vertical maps are
isomorphisms, and so the five lemma gives f,: H,(Sd K) - H,(N(£)) an iso-
morphism for all g. d

Definition. An acyclic cover of a simplicial complex is a cover satisfying the
hypotheses of Theorem 7.26.

Corollary 7.27. If % is an acyclic cover of a simplicial complex K, then
H,/(K) =0 for all ¢ > dim N(£).

Remark. Compare Exercise 6.4.

EXERCISES

7.29. In the proof of Theorem 7.26, suppose that we define g: Sd K — N(%2) as follows:
g(0) = a, where ¢ € L, (but « may not be the first such index in the ordering of
A). Show that g and f are contiguous.

7.30. Let {M, L, ..., L,} be a cover of a simplicial complex K such that (i) each L; is
acyclic, (i)) M N L, is acyclic for each i, and (iii)L; N L; = M for all i # j. Prove
that H,(K) = H,(M).

Calculations

The significance of Theorem 7.22 is that one can compute homology groups
of polyhedra using simplicial homology. That this is valuable is clear from
Corollary 7.24, for we now know that H,(|K]|) is always f.g., and this is
important because such groups are completely classified.

Fundamental Theorem. Let G be a f.g. abelian group.

(i) G = F @ T, where F is free abelian of finite rank r > 0 and T is finite.
(i) T is a direct sum of cyclic groups, T = C; @ **+ ® C, with order C; = b,
say, and with b,|b,|---|b, (b;|b, means “b, divides b,”). The numbers b,
..., b, are called the torsion coefficients of G.
(iii) rank F and the torsion coefficients are invariants of G, and two f.g. abelian
groups are isomorphic if and only if they have the same rank and the same
torsion coefficients.
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Let F and F’ be free abelian groups with finite bases {x,..., x,} and
{x1,..., Xm}, respectively. If h: F - F’ is a homomorphism, then h(x;) =
Y. d;x; with d; € Z. Thus, given ordered bases of F and F', h gives an m x n
matrix D = [d;] over Z, where the ith column consists of the coefficients of
h(x;) in terms of the x;. In light of Theorem 4.1(i), s is completely determined

by this matrix.

Definition. A normal form is an m x n matrix N over Z such that

N_AO
“lo oy

where A is a diagonal matrix, say, A = diag{b,, b,, ..., b;}, with b;|b,| - |b,.
(Zero rows or columns bordering A need not be present.)

There is an analogue of Gaussian elimination for matrices over Z. Define
three types of elementary row operation: (i) interchange two rows, (ii) multiply
arow by +1, and (iii) replace a row by that row plus an integer multiple of
another row; there are three similar elementary column operations.

Theorem (Smith Normal Form). Every rectangular matrix D over Z can be
transformed, using elementary row and column operations, into a normal form,
moreover, this normal form is independent of the elementary operations and is
thus uniquely determined by D.

The proof of this theorem uses nothing more sophisticated than the division
algorithm in Z; indeed the usual proof is itself an algorithm (e.g., see
[Jacobson, p. 176]).

Theorem. For any oriented simplicial complex K, there is an algorithm to
compute H(K) for all ¢ > 0.

For a proof, see [Munkres (1984), p. 60].

Here is the algorithm. Each C,(K) is a free abelian group equipped with a
(finite) basis of oriented g-simplexes. As above, each J,: C,(K) - C,_,(K)
determines a matrix D, over Z (with entries 0, 1, —1). Let N, be the Smith
normal form of D,, let A, = diag{b{, ..., b{ } be the diagonal block of N, let
¢, > 0 be the number of zero columns of N,, and let r, > 0 be the number of
nonzero rows of N,. Then the gth Betti number of K is ¢, —7,,,, and the
torsion coefficients of H,(K) are those b1, ..., bj if any that are distinct from 1.

Here is the reason that the algorithm computes Betti numbers. Regard each
integer matrix D, as a matrix of rational numbers. Then the rank of the matrix
D, is the rank of the abelian group B,_,(K) and the nullity of D, is the rank
of Z,(K). Therefore

rank H,(K) = rank Z,(K) — rank B,(K) = nullity D, — rank D,,.

In spite of this algorithm, one cannot in practice compute H,(X) with its
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use because of the large number of g-simplexes in a triangulation (K, h) of X.
In short, the matrices D, are too big and the calculations are too long. One is
led to modify the definition of triangulation to obtain cellular decompositions
of a space, which are more useful (we shall soon give an algebraic method of
reducing the number of simplexes).

We illustrate these remarks by trying to compute H,(X) via simplicial
homology when X is either the torus or the real projective plane.

ExampLE 7.12. In Example 7.5, we gave an explicit triangulation (K, h) of the
torus X with dim K = 2; moreover, if a, denotes the number of g-simplexes
in K, then a, =18, «; =27, and a, = 9. It follows from Corollary 7.24
that H,(X) =0 for all g >2 and that H,(X) is free abelian. Since X is
path connected, Hy(X) =Z. Now y(K)=9 —27+ 18 =0, so that 1+
rank H,(X) = rank H,(X). To complete the computation using the algor-
ithm, we must examine the matrices of 0, and J,; the first is 18 x 27 and the
second is 27 x 9. These matrices are too big! Even a minimal triangulation
having 14 triangles is not a significant improvement. These matrices will be
shrunk in Example 7.14.

Let us instead use a Mayer—Vietoris sequence to compute H, (X). Take two
circles a and b on the torus. Choose two overlapping open cylinders X, and

X,, each containing a and b, with X, U X, = X and such that X, N X, =
U, U U,, a disjoint union of two open cylinders with a < U, and b = U,. Note
that X,, X,, U,, and U, each have the homotopy type of a circle S*. There is
thus an exact sequence of reduced homology groups:

0- Hz(X) “’ﬁ1(UaU Uy) Lﬁl(Xl)('DFIl(XZ)_) ﬁl(X)_’Ho(UaU Uy) — 0.

Since we know generators of H,(S!), we can abuse notation and write
H,(U,)=<a) and H,(U,) = (b). Recall that if i;: U,UU, & X, and
i,: U,UU, & X, are inclusions, then the map f in the sequence is given by
cls z—(iy, cls z, iy, cls z). In particular, i;,a and i, b are generators of
H,(X,) and i, a and i, b are generators of H,(X,). It follows easily that f
cannot be injective; therefore H,(X) # 0. Furthermore, since H,(U,U U,) =
Z®Z, we must have H,(X)~ Z (otherwise, imf is a subgroup of
HX)®H(X,)=Z®Z of rank 0, i, imf =0, and this is not so).
One can show that (Z @ Z)/im f = Z. Since H,(X) = Z ® (Z ® Z)/im f (see
footnote on page 103), it follows that H,(X) = Z @ Z. (A more sophisticated
argument showing that H,(X) = Z @ Z uses the Hurewicz theorem (Theorem
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4.29) since we know that
T,(X)=n,(S* x S =7, () x 5, (S)=ZDZ))

We agree that this proof is not satisfying, because it really does not use a
triangulation of X. See Example 7.14 for a better version.

ExaMPLE 7.13. Let X be the real projective plane RP? regarded as the quotient
space of D? by identifying antipodal points.

3

3

Note that dim K = 2, a«, = 10, a; = 15, and a, = 6. Again, Hy(X) = Z, but
now y(X) =6 — 15+ 10 = 1. It follows that rank H,(X) = rank H (X). If
{=4d4,5 — (3,5 + {3,4), then it is easy to see that { is a cycle, that is,
d¢ = 0. To see that cls { # 0, assume that { = 0&, where & = Y 12 m;0;. Com-
puting dg; explicitly for each of the ten o; and comparing coefficients, one sees
that all the m; are equal; this leads to the contradiction that the coefficient of,
say, (4, 5) in the expression d¢& = { is even. If f is the 2-chain which is the
sum of all the 2-simplexes in K with signs chosen according to the orientations
above, then 08 = 2{ (every edge inside D? occurs exactly twice as a face of a
2-simplex and with opposite orientations; hence only the edges on the circum-
ference survive). It turns out that H,(X) = Z/2Z (we have shown only that it
has an element, namely, cls {, of order 2), hence rank H,(X) = 0. It follows
that H,(X) = 0, since it is free abelian of rank 0. This example thus shows that
the top homology group may be zero and also that there may be torsion
coefficients. We shall complete this calculation in Example 7.15.

We have seen in Example 7.12 that the algorithm for computing homology
is impractical for a space as simple as the torus. The following technique is
more practical.

Definition. A subcomplex E, of a chain complex E_ is adequate if, for all g > O:

(i) if z € Z,, then there exists z' € Z; withz — z' € B,;
(i) if z' € Z; and z’ = dc for some c € E,,,, then there exists ¢’ € E,; with
z' = dc'.
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(Of course, Z, and B, are cycles and boundaries of E, and Z; and B, are cycles
and boundaries of E.)

Lemma 7.28. If E, is an adequate subcomplex of E,, then, for every q, the map
z' + Bj—z' + B, is an isomorphism

H,(E,) > H,/(E,).

PROOF. Let 0: z' + B;+—z' + B, be the “enlargement of coset” map; it is well
defined because B, = B,. Now ker 0 is (Z; N B,)/B;, and this is zero because
axiom (ii) says that Z;N B, c B,. Finally, im 0 = (Z, + B,)/B, = Z,/B,,
because axiom (i) says that Z, + B, = Z,. O

Definition. A chain complex E, is finitely based if each term E, is a f.g. free
abelian group with a specified basis; the elements of the specified basis of E,
are called (algebraic) g-cells.

If K is a finite oriented simplicial complex, then C,(K) s finitely based with
g-cells all symbols <{py, ..., p,>, where p, < p; <+ <p, and {po, ..., p,}
spans a simplex in K.

Lemma 7.29. Let E, be a finitely based chain complex, and let ¢ be a g-cell such
that ¢ = 0t for some (q + 1)-cell t. If o is not involved in 01’ for any (q + 1)-cell
7' # 1, then one may remove ¢ and t leaving an adequate subcomplex E, .

PRrOOF. Let E[ ., be the free abelian group with basis all (g + 1)-cells v # 1,
let E;, be the free abelian group with basis all g-cells ¢’ # o, and let E,, = E,
for all p # g, g + 1. It is easy to see that E, is a subcomplex of E,, if we show
that im 0 ., < E,,,. It suffices to see that there are no (g + 2)-cells ¢ with
0c = +1 + y, where tis not involved in y. If such a c exists, then0 = + 0 + 0y
and ¢ is involved in 0y, contrary to the hypothesis. It remains to check axioms
(1) and (ii) in each dimension.

Dimension q + 1. To check (i), let ze Z,,. Is there z' € Z;,, withz — z' €
B,?Now z = mt + «, where m € Z and t is not involved in «. Since z is a cycle,
0 = 0z = mo + 0o, where (by hypothesis) ¢ is not involved in da. But 0 =
mo + 0o is an equation relating basis elements, hence m = 0 = do. Thus
a€Zyand z —a = 0 € B,,. To check (ii), assume that z' € Z;,; and z' = dc
for some ce E,,. Since E,,, = E,,, we have c € E,.

Dimension g. To check (i), let z € Z,, and write z = no + f§, where ne Z
and ¢ is not involved in . Then 0 = 0z = nds + 0f = f (because ¢ = 01).
Therefore ff € Z, and z — = no = ndt € B,. To check (ii), take z’ € Z, with

’

z' = Ocforsome c € E ,y;thusc =mt + ¢’ forme Z and ¢’ € E ;. Hence
z' = 0c =mdt + 0c' = mo + Oc'.

Since ¢ is not involved in either d¢’ or z’, it follows that m = 0. O
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Theorem 7.30 (Reduction). Let E, be a finitely based chain complex. Let o be
a g-cell involved in the boundary of precisely two (q + 1)-cells ©, and 7, and
with opposite sign; that is,

0ty =0+c¢, and 0t,= —0+c,,

where o is involved in neither ¢, nor c,.
Then replacing t, and t, by 1, + 1, and deleting o yields an adequate
subcomplex.

Proor. Change the basis of E ,; by replacing 7, by 7, + 7, and 1, by 1;
change the basis of E, by replacing ¢ by ¢’ = ¢ + ¢,. We claim that this new
finitely based chain complex satisfies the hypotheses of Lemma 7.29. Note that
¢ = 0t,. Let 7 be a (q + 1)-cell with 7 # 1,. Either t =7, + 1, or 7 is an
original (g + 1)-cell. In the first case, 0t = d(r, + 1,) = ¢; + ¢,, and this does
not involve ¢’ because it does not involve o. In the second case, the hypothesis
says that 0t does not involve o, and hence it does not involve 6’ = ¢ + ¢,. It
follows from Lemma 7.29 that removal of 7, and ¢’ leaves an adequate
subcomplex (note that T, was removed at the outset, being replaced by 7).
Finally, rewrite the basis of E, in terms of the original basis. O

In Examples 7.5 and 7.6, certain spaces were constructed from the square
I x I by identifying various edges; the following discussion will compute the
homology groups of these spaces.

Let P be a polygon in the plane having m sides, with vertices ordered
counterclockwise, and let X be the quotient space of P that identifies certain
edges. The following triangulation of P induces a triangulation of X. Let 4,

4 E
B F
0
c G
D H

D be consecutive vertices of P. Insert an interior vertex 0 and new (boundary)
vertices B, C as illustrated, and draw the edges 04, 0B, OC, 0D. Insert new
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vertices E on 04 and H on OD. Finally, draw EH, label the new vertices F and
G, and insert edges BE, CF, and DG. This triangulation should be repeated
for each sector of P. Now orient every triangle counterclockwise. Note that
the triangle 04D has been subdivided into nine triangles, so that P is sub-
divided into 9m triangles.

Let K denote this triangulation of X, and let C,(K) be the simplicial chain
complex of K. Then C,(K) has nonzero g-cells only for g < 2. We shall use
reduction (Theorem 7.30) to replace C, (K) by an adequate subcomplex having
fewer cells.

Apply reduction to remove successively the 1-cells corresponding to the
edges OF, 0G, BE, BF, CF, CG, DG (each lies on the boundary of exactly two
2-cells); the picture is now

Reduce by removing the O-cells B, C, F, G; now remove the 1-cell EH, and
then the O-cells E and H. What remains is

Now successively remove all but two of the radii, leaving
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Finally, remove the O-cell O (which lies on exactly two 1-cells), making the
broken line A0 + 0D into a new 1-cell; reduce once again to eliminate this
1-cell (which lies on exactly two 2-cells).

In sum, we have arrived at an adequate subcomplex of C,(K) having at
most m O-cells (Example 7.14 shows that there can be fewer than m), at most
m 1-cells, and one 2-cell (the polygon itself).

ExaMPLE 7.14. Let X be the torus arising from identifying opposite edges of
a square P as follows.

N o

a/p

Note that, in this case, all the vertices (corners) of the square are identified to
a common vertex. The adequate subcomplex obtained above has chains

E,=(P), E;=<a)®<b), E,=<v),
and differentiations
P=a—-b—-a+b=0,
da=v—v=0=0b, and 0v=0.

(The differentiations in a subcomplex are restrictions of the differentiations in
the original subcomplex.) We see that

Z,=<P), Z;=<a)®<b), Z;=<v),

B, =0, B, =0, B, =0,
and we conclude that

Hy,=7Z, H, =1Z®1Z, H,=1Z1.

Of course, this result agrees with Example 7.12. Note that a basis of H,(X)
consists of the two “obvious” circles.

EXAMPLE 7.15. Let X be the real projective plane RP2. Here are two pictures
m=1landm=2).
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w v
v v
b\ MNb
v w
a a

For the first picture, the adequate subcomplex has chains
E,=(P), E,={a), E,=<(v),
and differentiations
0P =a+ a=2a,

da=v—v=0, and 0v=0.

We conclude that

Z,=0, Z,=<a), Z,=<v),

B, =0, B, =<2a), B,=0,
hence

H,=0, H =27Z/2Z, H,=Z.

If we compute using the second picture, the adequate subcomplex has
chains

E,=(P), E;=<Ka)®<b), E;=<{vp®<w)
and differgntiations
6Pl'=_2(a+b), da=w—v, db=v—w, Ov=0=odw.
We cQ;lclude that
Z,=0, Z,={a+b), Zy=<v)®w),
B, =0, B, ={2(a+b)), By=<{w—1),

and again
H2=0, H1=Z/2Z, H0=Z

(one needs a little algebra to see that H,, is infinite cyclic: the homomorphism
Z, — Z defined by mv + nwrm + nis a surjection with kernel B,, and so the
first isomorphism theorem gives H, = Z,/B, = Z.).

Remark. It is known (see [Massey (1967), Chap. 1]) that every compact
connected 2-manifold can be obtained by identifying edges of an even-sided
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polygon. The method of adequate subcomplexes is thus strong enough to
compute their homology groups.

EXERCISES

7.31. Show that the homology groups of the Klein bottle are
H,=0forp>2, H,=Z®(Z/2Z), and H,=Z.

7.32. Let P be a polygon with k vertices vg, vy, ..., U;—, (Where we assume that v; is
adjacent to v;_, for all i (subscripts are read mod k)). Orient the edges in the
direction from v;_, to v;, and now identify all edges with one another. The
quotient space is called the k-fold dunce cap (when k = 2, the dunce cap is the
real projective plane).

Prove that the homology groups of the k-fold dunce cap are:
H,=0forp>2, H,=1Z/kZ, H,=1Z.

Fundamental Groups of Polyhedra

Let us turn our attention from the homology groups of a polyhedron to its
fundamental group. We begin by mimicking, in an atopological setting, our
earlier discussion of multiplication of paths.

Definition. An edge e = (p, g) in a simplicial complex K is an ordered pair of
(not necessarily distinct) vertices lying in a simplex of K; p is called the origin
of e and q is called the end of e.

Definition. An edge path « (of length n) in K is a finite sequence of edges,

a=e.e, e,

whereend ¢; = origine;,, foralli = 1,2,...,n — 1. We call origin e, the origin
of a, denoting it by o(a), and we call end e, the end of «, denoting it by e(x).
An edge path o is closed if o(x) = e(a). Ifa = e, - e,and &’ = e} - ¢,, are edge
paths with e(a) = o(«') then their product is
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! ’

ad’ = ey re,er e
Clearly, the product of edge paths, when defined, is associative.

Notation. If e = (p, q) is an edge, then e™ = (g, p) (which is also an edge). If
o = e, -e,is an edge path, then its inverse is a ™! = e, - -e7’. If e = (p, p),
then e is called a constant path and is denoted by i,,.

In order to force a group structure on edge paths, we must (as with
fundamental groups) impose an equivalence relation on them.

Definition. Two edge paths « and o’ in K are homotopic, denoted by o ~ o, if
one can be obtained from the other by a finite number of elementary moves
consisting of replacing one side of the following equation by the other:

B(p,a)(g,r)y = B(p,7)y,
where {p, g, r} lie in a simplex of K, and f, y are (possibly empty) edge paths
in K.

ExaMpPLE 7.16. If K is the 2-simplex [po, P1,> P»], then the edge paths o =
(Po» P1)(P1, p2) and o = (p,, p;) are homotopic; if K is the 1-skeleton of K,
then these edge paths are not homotopic in KV,

1)

Py Py

EXERCISES

7.33. Homotopy is an equivalence relation on the set of all edge paths in K; the
equivalence class of a is denoted by [a] and is called a path class.

7.34. (i) If o ~ o/, then o(a) = o(') and e(x) = e(a). Conclude that o[«] and e[a] are
well defined.
(i) f o ~ o', B~ B and e(x) = o( B), then aff ~ o' f’. Conclude that [a][f] =
[af] is well defined when e[a] = o[ f].

Let n(K) denote the set of all path classes in K.

Theorem 7.31. z(K) is a groupoid, that is, it is an algebraic system satisfying the
following axioms:
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(i) each path class [«] has an origin p and an end q, where p, q € Vert(K), and
ip1[o] = [o] = (o] [5g1;

(ii) associativity holds when defined;

(i) [«][x™'] = [i,] and [a "1 [a] = [i,].

ProoF. Straightforward (much simpler than the analogous Theorem 3.2).
O

Definition. Fix a vertex p € Vert(K) and call it a basepoint. The edge path group
is

n(K, p) = {[¢] € n(K): o[a] = p = e[a]}.
Theorem 7.32. The edge path group n(K, p) is a group.
ProoF. Immediate from Theorem 7.31. O

Definition. A simplicial complex K is connected if, for every pair of vertices p,
g € Vert(K), there exists an edge path in K from p to g.

EXERCISES

7.35. Show that the following are equivalent: K is connected; the 1-skeleton K is
connected; | K| is connected; | K| is path connected.

7.36. If K is connected and p,, p, € Vert(K), then n(K, py) = n(K, p,). (Hint: See the
proof of Theorem 3.6.)

7.37. If K is a connected simplicial complex with 2-skeleton K@, then (K, p) =
(K@, p).

Let « = e, - e, be an edge path in K from p, to p,, where ¢; = (p;_;, p;)
fori=1,..., m. Let I, denote I subdivided into m intervals of equal length;
more precisely, let I, be the simplicial complex with Vert(L,,) = {vg, U1, ..., Up}
(sov; = i/m)and 1-simplexes {v;_, v;}fori = 1,...,m. Anedge path o of length
m defines a simplicial map °: I, — K by a°(v;) = p;. Of course, |a°|: T - | K| is
an honest path in | K|, where |a°| is the piecewise linear map determined by a°.

EXERCISES

7.38. Define a relation R on Vert(K) by vRw if there exists an edge path in K from v
to w.
(i) Show that R is an equivalence relation on Vert(K).

{ii) For each x e Vert(K), define the component of K containing x as the family
of all simplexes s € K with Vert(s) contained in the R-equivalence class of
x. Show that each component of K is a connected subcomplex and that K
is their disjoint union.

(iii) If x € Vert(K) and L is the component of K containing x, then
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(K, x) = n(L, x).

*7.39. (i) If « and B are edge paths in K of lengths m and n, respectively, and if
e(a) = o(p), then there are simplicial maps «°: I,, » K and f°: 1, —» K (as
above). Define a simplicial map y: I,,,, » K by y(v;) = a°(;) for0<i<m
and y(v,,+;) = B°(v;) for 0 < j < n. Show that (2f)° = 7.

(i) If « and B are edge paths in K with a ~ g, then |a°| ~ |f°| rel L.

In the sequel, we drop the distinction between o and «°, and we shall regard
an edge path as a simplicial map when convenient.

Definition. An edge path o = e, - - ¢, is reduced if no e; is a constant i, and if
e; # ejly forallj=1,2,...,n — 1; a circuit is a reduced closed edge path.

Definition. A tree is a connected simplicial complex T with dim T < 1 and
which contains no circuits.

A tree of dimension 0 must have only one vertex.

EXERCISES

*740. f a = e, - e, is a closed edge path in K with o(a) = p = e(«), and if there is a
tree T in K containing every edge e;, then [a] = 1 in n(K, p). (Intuitively, trees
are contractible, and every path in a contractible space is nullhomotopic.)

*7.41. Let Ty and T, be trees in a simplicial complex K. If T, N T, is connected, then
T, UT, is a tree.

Lemma 7.33. Every tree T' in a connected simplicial complex K is contained in
atree T with Vert(T) = Vert(K); moreover, a tree T in K is maximal if and only
if Vert(T) = Vert(K).

PRrOOF. Suppose there is a vertex g € Vert(K) with g ¢ Vert(T’). Choose p €
Vert(T"). Since K is connected, there is a (reduced) edge path « in K from p = p,,
to g, say, & = (p, p1)(P1, P2)" " (s> q)- Since p € Vert(T") and q ¢ Vert(T"),
there is a smallest index i with p; € Vert(T’) and p,,, ¢ Vert(T’). Define a
subcomplex T” of K with vertices Vert(T')U{p;;,} and one additional
1-simplex {p;, p;+,}- Clearly, T” 2 T'. But T" is a tree, for any circuit in T”
must pass through p;,, (since T’ is a tree), and such an edge path cannot be
reduced. This procedure may be iterated as long as the tree obtained has vertex
set smaller than Vert(K). We conclude that a maximal tree T containing T’
exists, and that Vert(T) = Vert(K). The proof of the second statement is left
as an (easy) exercise. O

It follows from Lemma 7.33 that maximal trees in finite simplicial com-
plexes always exist; one can prove their existence in general by Zorn’s lemma.
Some maximal trees of a “figure 8” are indicated below.
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A IX

We now introduce free groups so that we can describe (not necessarily
abelian) groups by generators and relations.

Definition. Let F be a group containing a subset X. Then F is free with basis
X if for every group G and every function ¢: X — G, there exists a unique
homomorphism @: F — G with @¢(x) = ¢(x) for all x € X.

X — G
)

The reader should compare this definition with the corresponding property
of free abelian groups in Theorem 4.1(i) (we emphasize that the groups G here
may not be abelian). Assuming that free groups exist, one can prove, as in
Theorem 4.1(ii), that every group is isomorphic to a quotient group of a free
group. The positive answer to the existence question for free groups is given
by the following construction.

Let X' be a set disjoint from X and let x+— x~! be a bijection X — X’. Let
X" be a set disjoint from X U X’ that contains one element we denote by “1”.
Call X U X" U X" the alphabet, and call its elements letters. Let S be the set of
all sequence of letters (., a5, ...); that is, each o, = 1 or x*! for some x € X
(we agree that x* may denote x). A word on X is a sequence («;, d5,...) €S
such that all coordinates are 1 from some point on; that is, there is an integer
n such that o, = 1 for all k > n. In particular, the constant sequence

1,1,1,...)

is a word; it is called the empty word and is also denoted by 1. A reduced word
on X is a word on X that satisfies the extra conditions:

(i) x and x™! are never adjacent;
(i) if a,, = 1 for some m, then o, = 1 for all k > m.

In particular, the empty word is a reduced word. Since words contain only a
finite number of letters before they become constant, we use the more eco-

nomical (and suggestive) notation
w = xitx;z...xﬁn

n >

where ¢; = + 1. Observe that this spelling of a reduced word is unique, for this
is just the definition of equality of sequences.
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The idea of the construction of the free group F is just this: the elements of
F are the reduced words and the binary operation is essentially juxtaposition.
Unfortunately, the juxtaposition of two reduced words need not be reduced,
and one defines the product of two reduced words as the reduced word
obtained from their juxtaposition after performing all possible cancellations.
One verifies that this product is well defined and associative. Moreover, given
a function ¢: X — G, one defines

PxT' X3 xqm) = @(x1) @(x2)2 @ (x,)™
Definition. If F is free with basis X, then rank F = card X.

EXERCISES

*7.42. If F is free with basis X and if F’ is the commutator subgroup of F, then F/F’
is free abelian with basis all cosets xF’ with x € X.

7.43. The rank of a free group does not depend on the choice of basis. (Hint: Exercise
7.42 and Theorem 4.3))

Definition. A group G is defined by generators X = {x,: k € K} and relations
A={r,=1:jeJ} if G~ F/R, where F is free on X and R is the normal
subgroup of F generated by {r;:j € J}. The ordered pair (X|A) is called a
presentation of G.

There are two reasons forcing us to use the normal subgroup R generated
by {r;: j € J}: we wish to form the quotient group F/R;ifr;=1inGand w € F,
then ww™ = 1in G.

Definition. Let K be a connected simplicial complex and let T be a maximal
tree in K. Define a group G = Gy  having the presentation:

Generators: all edges (p, q) in K;
Relations: (i) (p,q) = 1if(p, q)is an edgein T;
(i) (p, 9)(g, 1) = (p, r) if {p, g, r} is a simplex in K.

Theorem 7.34. If K is a connected simplicial complex with basepoint p, then
(K, p) = Gg, -

Remark. We are describing n(K, p) by generators and relations.

ProoF. Let F be the free group with basis all edges (u, v) in K, and let R be
the normal subgroup of F generated by all relations of types (i) and (ii) above
(so that Gx + = F/R).

Let v € Vert(K). If v = p, define a, = (p, p). If v # p, there is a reduced edge
path o, in T from p to v (for T is connected and Vert(T) = Vert(K), by Lemma
7.33). Note that «, is the unique such path lest T contain a circuit.
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Define ¢: F — n(K, p) by o(u, v) = [a,(u, v)a,']. To see that ¢ defines a
homomorphism on F/R = Gg 1, it suffices to show that all the relators (hence
R) lie in ker ¢.

Type (i). If (u, v) € T, then every edge in a,(u, v)e,* lies in T, and Exercise
7.40 shows that ¢(u, v) = 1.

Type (ii). If {u, v, w} is a simplex of K, then

Lo, D)oty ] [ty (0, Wha,' T = Loty V)0 oy (0, W), ]
= [0, (1, 0) (v, W, ' ] = [, (w, whot' ],

the last equation being the definition of the homotopy relation. Hence ¢
induces a homomorphism ¢: Gg ; — n(K, p), namely,

(u, IR o(u, v) = [a,(u, v)a; " ].

We prove that @ is an isomorphism by constructing its inverse. If a =
e, -e,is a closed edge path in K at p, define

(@) =e; -e,Re Gg r.

If o is a second such edge path with o’ ~ a, the relations of type (ii) show that
8(o) = 8(«'). Therefore 6 induces a homomorphism 6: n(K, p) = Gk 1 by

0:[e;---e,] =[0]—0()=e, e,R
Let us compute composites. If [a] € (K, p) and « = e, " ¢,, ‘then
@0[a] = §(0(x)) = @le, - e,R) \
= ¢@(e,) - ¢(e,) (since ¢ is a homomorphism killing R)
= [a,e; e 0, ]
= [a], since [a,]=1.
Finally, assume that (u, v) is a generator of G .
05 ((u, )R) = 8(p(u, v) = Ot (u, V), ]
= o,(u, V) R.

Now o, and a;* lie in R (since their edges do), so that normality of R gives
o, (u, v)o; ' R = o, (u, v)R = (u, v)R.
Therefore both composites are identities, and @ is an isomorphism. O

Corollary 7.35. If K is a graph, that is, a connected 1-complex, then n(K, p)
is a free group. Moreover, it has a basis in bijective correspondence with
{1-simplexes s € K: s ¢ T}, where T is some chosen maximal tree in K.

PRrOOF. By relations of type (i), n(K, p) = G 1 is generated by all edges (u, v)
that are not in T. Examining relations of type (ii), we see that (1, v)(v, u) = 1,
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so that, for each of the edges just mentioned, picking just one of (i, v) or (v, u)
still leaves a set of generators. Next, if {u, v, w} is a simplex of K, then at least
one vertex is repeated, for dim K < 1. The relations of type (ii) are thus all
trivial [(u, u)(u, v) = (u, v), (4, v)(v, v) = (4, v), and (u, v)(v, u) = (4, u)]. O

ExampLE 7.17. (i) If K is s, the 1-skeleton of a 2-simplex s, then n(K, p) = Z.
(i) If K is § v §, that is, a “figure 8”, then n(K, p) is a free group having two
generators. In particular, n(K, p) is not abelian.

Theorem 7.36. If K is a connected simplicial complex with basepoint p, then
n(K, p) = n,(|K], p).
Remark. A presentation for n(K, p) is given in Theorem 7.34.

Proor. If we regard an edge path « of length m as a simplicial map I,, —» K,
then Exercise 7.39(1) shows that there is a homomorphism t: n(K, p) —»
n,(|K|, p) given by [a] —[|a|], where |a]: |I,| =T —|K]|.

To see that t is surjective, let f: I — |K| be a closed path in |K| at p. By
Corollary 7.4, there is an integer m and a simplicial approximation ¢: I, » K
to f. Of course, we may regard ¢ as a closed edge path in K at p; moreover,
l@| ~ f rel I [Exercise 7.39(ii)], and so t: [@]+—[f].

To see that 1 is injective, assume that a is a closed edge path in K at p with
|| nullhomotopic in |K|; we must show that o ~i,. Let F:1 x I - |K|be a
(relative) homotopy F: |a| ~ c rel I, where c is the constant path at p. Assume
that o has length m, that is, a: I, » K, where a(0) = a(m) = p and a(i) =
p; € Vert(K) for 0 < i < m. Subdivide I x I by a rectangular grid of vertical
and horizontal lines, which contains a vertical line passing through each point
(v, 0), 0 < i < m (recall that Vert(l,) = {vo, ..., v, }). Further subdivide by
bisecting each little square in the grid into two triangles, using one of its
diagonals. Clearly, such subdivisions can be made with arbitrarily small mesh,
and so Corollary 7.4 gives a simplicial approximation ®: L — K to F, where
L is a suitable subdivision of I x L

Let I* be the bottom edge of I x Ias subdivided by L. Clearly, ®|I*: I* - K
is a simplicial approximation to F|I x {0} = |a|. Suppose that

Vert(I*) = {..., v, a1, a5, .., Gy, Ving, -+ - -

Since @|I* is a simplicial map, @(g;) € Vert(K), ®(v;) = p;, and @(v;11) = P;41-
Furthermore, that ®|I* is a simplicial approximation to |a| gives ®(q;) €
{Pi> Pi+1 ), that is, ®(a;) = p; or p;.,. The edge path o’ = ®|I* is thus obtained
from o by insertion of edges of the form (p;, p;+1), (Pi+1> Pi)s (Pi+1»> Pit1)s OF
(p:» p;); it follows that « ~ «'. A similar investigation of the top edge of I x I
(as well as the left and right sides) shows that each is just a product of i,’s (p
is the basepoint of K), which is obviously homotopic to i,. The bottom row
of I x I has the following form.
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p tl 12 Tt tn—l tn 14
Now a > o = (p, t1)(t1, £5)* " (tn-1, 1) (tas P)
= (pa ul)(ula tl)(tb “2)(“2a tZ) . '(tn—la un)(um tn)(tna p)(pa p)
x> (p9 P)(Pa ul)(ul’ ul)' ’ '(un—la un)(um p)(p’ p)
~ (pa ul)(”h u2) e (un—la un)(uru p)

Thus, « is homotopic to the edge path on the top of the row. An induction on
the number of rows gives a ~ i, as desired. O

Corollary 7.37 (Tietze). If X is a connected polyhedron, then n (X, x,) is finitely
presented, that is, n,(X, xo) has a presentation with only finitely many genera-
tors and finitely many relations. Indeed, if (K, h) is a triangulation of X and T
is a maximal tree in K, then

71 (X, xo) = Gy, 1-
ProOF. Theorems 7.36 and 7.34. O

We remark that it is a stronger condition on a group that it be finitely
presented than that it be finitely generated; in fact there are uncountably many
nonisomorphic f.g. groups while there are only countably many finitely pre-
sented groups. It is easy to prove, however, that every f.g. abelian group is
finitely presented.

To see the power of Corollary 7.37, recall our earlier labor in proving
that =, (S, 1) = Z. This is immediate from the corollary and Corollary 7.35.
Example 7.17 also gives us our first example of a nonabelian fundamental
group. On the other hand, there is a limit to the power of Corollary 7.37, which
shows that fundamental groups are inherently more difficult than homology
groups. We have already mentioned that there exists an algorithm to compute
the homology groups of a polyhedron. In contrast, it is known (see [Rotman
(1984), p. 395]) that there is no algorithm that can decide of an arbitrary finite
presentation whether or not the presented group has order 1. In our context,
there is no algorithm using Corollary 7.37 which can always decide whether
or not a polyhedron is simply connected!

EXERCISES

7.44. (i) Using Example 7.13, prove that =, (RP?, x,) = Z/2Z.
(i) Using part (i) and the Hurewicz theorem, show (again) that H,(RP?) =
Z)2Z.
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7.45. Let X be a polyhedron.

(i) Show that X is connected if X® = Vert(X) is contractible in X, i.e., there
is F: X x I - X with F(v,0) =0 for all ve X® and F( ,1) a constant
function.

(ii) Show that X is simply connected if XV is contractible in X.

7.46. Let K be a connected one-dimensional simplicial complex having m edges and
n vertices. Prove that n,(| K|, x,) is a free group of rank m —n + 1.

7.47. If X is a connected polyhedron of dimension 1, show that:

Ho(X) =Z;
H,(X) is free abelian of rank (1 — x(X));
H,(X)=0forallg > 2.

7.48. Use Theorem 7.36 to prove (again) that S™ is simply connected for all m > 2.

7.49. A subcomplex L of a simplicial complex K is called full if, whenever ¢ € K and
Vert(o) = Vert(L), then g € L.
(i) The g-skeleton K@ is not full for ¢ < dim K.
(ii) If A = Vert(K), then there is a unique full subcomplex L of K with Vert(L) =
A; moreover, if L' is a subcomplex of K with Vert(L') = A, then L' < L.

7.50. Let K be a connected simplicial complex, let L be a full connected subcomplex
of K, and let v, € Vert(L). If every closed edge path in K at v, is homotopic to
a closed edge path in L at v,, then the inclusion L & K induces a surjection
n(L, vo) 3 n(K, vo). Show that this map need not be an isomorphism (take K
simply connected).

The Seifert—van Kampen Theorem

Definition. Let 4 and B be (not necessarily abelian) groups. Their free product,
denoted by A4 = B, is a group satisfying the following condition:

AxB

VERY
NP

G

e ——————

there are homomorphisms i and j such that, for every pair of homomorphisms
f: A— Gandg: B — G for any group G, there exists a unique homomorphism
h: A= B — G making the diagram commute.

In categorical language, A * B is the coproduct in Groups and hence is
unique to isomorphism if it exists. Existence is proved by showing that there
is a group, each of whose nonidentity elements has a unique factorization of
the form
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a;biab,---a,b,,

where a; € A, b; € B, and only a, or b, is allowed to be 1.” An alternative
description of A+ B can be given via presentations. Let 4 = (X|R) and
B = (Y|S) be presentations in which the sets X and Y of generators (and
hence the relations R and S) are disjoint; then a presentation for A * B is
(XUY|RUS).

ExaMPLE 7.18. Z x Z is a free group (of rank 2).

Definition. Let B, A;, A, be objects in a category €, and let f,, f, be
morphisms:

B—— A,

f : (©)

4,

A solution of the diagram (6) is an object C and morphisms g,, g, such that
the following diagram commutes:

Si

B — 4,

1 91

A4, -2 C.
A pushout of the diagram () is a solution (C, g4, g,) such that, for any other
solution (D, hy, h,), there exists a unique morphism ¢: C — D making the
following diagram commute:

fs & (6%)
my
82
\\ 0
AN
h
2 ‘\
D

7 Multiplication is essentially juxtaposition: moreover, in the definition of A+ B, one defines
h(asby -+~ a,b,) = fla,)g(by) ~ f(a,)g(b,)-
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One proves quickly that pushouts, when they exist, are unique to equi-
valence: if (C, g, g,) and (D, h,, h,) are both pushouts, then the morphism
@: C — D is an equivalence.

Theorem 7.38. A pushout exists for the diagram (8) in Groups. Moreover, if for
i =1, 2, A; has presentation (X;|A;), then the pushout has the presentation

C = (X;UX,|A; UA U{f1(B)f>(b7"): b€ B}).

PROOF. Let N be the normal subgroup of A, * A, generated by { f,(b)f>(b™"):
b € B}. Define C = (4, * A,)/N and define g;: A; »> Cby g;(a;) = a;Nfori =1,
2. It is easy to verify that (C, g,, g,) is a solution of ().

Suppose that (D, h,, h,) is a second solution of (8). The definition of free
product provides a unique homomorphism : 4, * A, - D with /| 4; = h; for
i =1,2.Since h, f, = h, f;, it follows that N < ker y and s induces a homo-
morphism ¢: C — D. One shows easily that the diagram (6*) commutes and
that ¢ is unique. Finally, it is plain from the construction that C has a
presentation as described in the statement. O

Corollary 7.39. If A, = {1} in diagram (), then the pushout C is A, /N, where
N is the normal subgroup generated by f,(B).

An observation is needed. If G is an infinite cyclic group with generator x,
we know that G * G is a free group of rank 2 and that a presentation of G * G
is (x, y|@). It is necessary to write y for the second generator to avoid
confusing it with x. More generally, if groups A4; have presentations (X;|A;)
fori=1,2,then A, x A, has presentation (X, U X,|A, UA,) if X, and X, are
disjoint; if X; and X, are not disjoint, new notation must be introduced to
make them disjoint. We have tacitly done this in Theorem 7.38; we shall be
more explicit in the next proof.

The next theorem shows that pushouts occur quite naturally.

Theorem 7.40 (Seifert—van Kampen).®-® Let K be a simplicial complex having
connected subcomplexes L, and L, such that LiUL, =K and L{NL, is
connected. If vy € Vert(L, N L,) (so that L, NL, # &), then n(K, v,) is the
pushout of the diagram

n(L, N Ly, vg) —— n(Ly, vg)

n(L,, vo)

where the arrows are induced by the inclusion mapsj;: LN L, & L; fori=1,2.

8 Many authors call this van Kampen’s theorem.

% In light of Theorem 7.36, this theorem may be rephrased so that “simplicial complex” may
everywhere be replaced by “polyhedron”.
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Remark. The hypothesis implies that K is connected.

ProoOF. Denote L, N L, by L,. Choose a maximal tree T; in L, and for each
i = 1,2 choose a maximal tree T;in L, containing T,. By Exercise 7.41, T, U T,
is a tree in K; moreover, T, U T, is a maximal tree because Vert(T, U T,) =
Vert(T,)U Vert(T,) = Vert(L,)U Vert(L,) = Vert(K). Theorem 7.34 says that
n(K, v,) has a presentation (E|A’ U A”), where E is the set of edges (u, v) in K,
AN =EN(T,UT,),and

A" = {(u, v)(v, w)(u, W)™ {u, v, w} = se K}.

There are similar presentations for n(L;, vy), namely, (E;|A; U A7), where E; is
the set of edges in L.

Denote the set ofedgesin L, = L, N L, by E,. We make E, and E, disjoint
by affixing the symbols j, and j, (which designate the inclusions). Theorem
7.38 thus gives the presentation for the pushout

(JiEL Uj2 Eslj1 AT U1 ATUj, A5 Uj,AS U {(jle)(jze)_13 e€Eq}).
The generators may be rewritten as
leO UJI(EI - EO) UjZEO U]Z(EZ - EO)

The relations include j, E, = j, E, (so that one of these subsets is superfluous).
Next, A; = E;NT, = (E;N T,)U(E;N(T; — Tp)), and this gives a decomposi-
tion of j,; A’ Uj, A, into four subsets, one of which is superfluous. Furthermore,
A" = ATUAS, for if (u, v) (v, w)(u, w)™* € A, then {u,v,w} e K = L, UL, and
{u, v, w} € L, for some i. Transform this presentation as follows: (1) isolate
those generators and relations involving L,; (2) delete superfluous generators
and relations involving L, (say, delete such having symbol j,); (3) erase the
now unnecessary symbols j, and j,. It is now apparent that the pushout and
n(K, vy) have the same presentation and hence are isomorphic. O

Corollary 7.41. With the hypothesis and notation of the previous theorem, a
presentation for n(K, vy) is

(j1E1Uj2E,1j; A1V ATUj, A5 Uj, AU {(119)(j29)_13 e€ Ey})
Corollary 7.42. If K is a simplicial complex having connected subcomplexes

L, and L, such that L,UL, = K and L, NL, is simply connected, then for
vo € Vert(L, N L,),

(K, vo) = m(Ly, vo) * (L, vg)-
Remark. There is a version of the Seifert—van Kampen theorem for spaces

other than polyhedra, but the analogue of Corollary 7.42 [n,(X, v X,, xo) =
(X, Xo) * 7, (X;, Xo)] may be false (see [Olum]).

Note that a “figure 8”is S* v S, so that Corollary 7.42 gives another proof
of Example 7.17.
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Corollary 7.43. Let K be a simplicial complex having connected subcomplexes
L,and L, suchthat L, UL, = Kand LN L, is connected. If vy € Vert(L; N L,)
and if L, is simply connected, then

(K, vo) = (L4, vo)/N,

where N is the normal subgroup generated by the image of m(L, N L,, vy).
Moreover, in the notation of the theorem, n(K, v,) has the presentation

(E;[A7UATUj; Eo).
PROOF. Since n(L,, vo) = {1}, the first statement is immediate from the Seifert—

van Kampen theorem and Corollary 7.39; the second statement is immediate
from Corollary 7.41. O

We now exploit Corollary 7.43. Let K be a connected 2-complex with
basepoint v, and let « be a closed edge path in K at v,, say,

a=e; e, = (g, 1) V1, V3) " (Un—1> o)
Define a triangulated polygon D(«) as the 2-complex with vertices Vert(D(a)) =

{p0> EER ] pn—l’ q0> AR qn—ls r} and 2—simplexes {rs qi, qi+1}a {qi’ qi+19 pi+1}’ and
{q;, Pi» Pi+1 > Where 0 < i < n — 1 and subscripts are read modulo n.

bo

LS

P3 1%

Let 0D(x) denote the boundary of D(w), that is, D(«) is the full sub-
complex with vertices {po, . .., p,~1 ;- Define the attaching map ¢,: 0D(a) - K
by ¢,(p;) = v; for 0 < i < n — 1. Clearly, ¢, carries the boundary edge path
(Pos P1)***(Pu-1> Po) Onto the edge path a.

Definition. Let K be a simplicial complex and let ~ be an equivalence relation
on Vert(K). The quotient complex K/~ is the simplicial complex with
vertex set all equivalence classes [v] for v e Vert(K) and with simplexes
{[vo], ..., [v ]} if there exists a simplex {uo,...,u,} € K with u; ~ v, for
i=0,...,q
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One verifies quickly that K/~ is in fact a simplicial complex.

Definition. Let o be a closed edge path in K at vy, let D(a) be the corresponding
triangulated polygon, and let ¢,: dD(x) — K be the attaching map. The quo- .
tient complex K, = (K || D(a))/~, where ~ identifies each p; with ¢,(p;), is
called the simplicial complex obtained from K by attaching a 2-cell along «.

Theorem 7.44. Let o be a closed edge path in K at v, and let K, be obtained by
attaching a 2-cell along a. Then

(K, vo) = n(K, vo)/N,

where N is the normal subgroup generated by [o].

Proor. Define L, to be the full subcomplex of K, with vertices Vert(K)U
{qo> ---» qu—1}> and define L, to be the full subcomplex of K, with vertices
{r, v, qo> 415 ---» dn—1 ;- Note that LyUL, =K, and L, NL, is the edge
(vg> qo) and the loop {q,, .., g, 1 }; it follows that (L, N L,, vy) = Z. Now
L, (isomorphic to the full subcomplex of D(x) with vertices {r, g, ..., g,—1 })
is simply connected. The inclusion j: K & L, induces an isomorphism
n(K, vo) 3 m(L,, vo). Define a function y: Vert(L,) — Vert(K) by y(v) = v for
allv e K and ¥(q;) = @,(p;) for all i. It is easy to see that i is a simplicial map
and jiy: L, — L, is homotopic to the identity; hence the induced map ,, is the
inverse of j,. The proof is completed by applying Corollary 7.43, since the
image of the infinite cyclic group n(L, N L,, v,) is generated by [«]. O

Definition. A bouquet of circles is a wedge of complexes \/K;, where each K
has the form s for a 2-simplex s.

If \/K, is a bouquet of m circles, then Corollary 7.35 shows that n(\/K;, b)
is a free group of rank m.

Theorem 7.45. Given a finitely presented group G, there exists a connected
2-complex K with G = n(K, v).

Remark. If one uses infinite simplicial complexes K, one can prove that for
any (not necessarily finitely presented) group G, there exists a topological
space X = K with G = (X, x,).

ProoF. Let (X|A) be a presentation of G and let B be a bouquet of | X|
circles: Vert(B) = {vq, uf, v{: x € X}. If we identify the closed edge path
(vo, u)(uf, v)(vf, vy) with x, then each word w € A may be regarded as a
closed edge path in B at v,. Let D(w) be the triangulated polygon of w and let
¢, 8D(w) — B be the attaching map; let D be the wedge \/,, ., D(w) and let
¢: \/8D(w) > B satisfy ¢|0D(w) = ¢,,. Finally, define K as the quotient com-
plex of BUD in which we identify each p* [in D{(w)] with ¢(p") = ¢, (p")
[vertices of D(w) are r*, pJ, p¥, ..., 98,47, ...].
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Let T be the tree in K with vertices {v,, uj: x € X}. Define L, to be the full
subcomplex of K with vertices

Vert(B)U( U {43, a¥, }>

weA

and define L, to be the full subcomplex of K with vertices

Vert(T)U< U {" as. 47, })

weA

Note that L, UL, = K and L, N L, is the union of T with loops {q¢, 97, ... };
it follows that w(L, N L,, v,) is free on these loops. Now L,, being a wedge of
simply connected complexes, is simply connected and n(L,, vy) = n(B, vy), as
in the proof of Theorem 7.44. This proof is completed by applying Corollary
7.43, for the image of the free group n(L, N L,, vy) is generated by A. O

Corollary 7.46.

(i) Let K be a bouquet of 2g circles, and let K, be obtained from K by attaching
a 2-cell along o, where o = a;b,a7'by' - a,b,a; bt Then

g
11 aibiai'lbi_‘).
i=1

(i) Let K be a bouquet of g circles, and let K, be obtained from K by attaching
a 2-cell along o, where o = c3c} -+ c2. Then

R(Ka, Uo) = <a1, bl’ ceey ag, bg

n(K,, vg) = (cl, ces Cg

1)

i=1
PRrOOF. Theorem 7.44. O

Definition. The one-relator groups occurring in Corollary 7.46 are called
surface groups.

Surface groups are the fundamental groups of surfaces (compact connected
2-manifolds); see Exercise 8.18 and the subsequent discussion.

Corollary 7.47. A group G is finitely presented if and only if there exists a
polyhedron X with G = n,(X, x;).

PRrOOF. Necessity follows from the theorem,; sufficiency follows from Corollary
7.37. O

The quotient group in the statement of the Seifert—van Kampen theorem
can be complicated. In the special case when the maps j;, induced by the
inclusions (for i = 1, 2) are injections, the resulting group is called an amalgam
(or a free product with amalgamated subgroups). Such groups have been
studied extensively.



CHAPTER 8
CW Complexes

We return to homology, seeking to compute homology groups more effec-
tively. The spaces for which this search is successful, the so-called CW com-
plexes introduced by J. H. C. Whitehead, generalize simplicial complexes; they
have also proved to be of fundamental importance in homotopy theory.

The basic idea is quite simple. Recall that a simplicial complex is a union
of simplexes (homeomorphs of standard simplexes) that fit together nicely:
any two of its simplexes that intersect do so in a common face. Standard
simplexes as building blocks of nice spaces is too good an idea to abandon.
On the other hand, we can replace simplexes by spaces that are “almost”
homeomorphic to standard simplexes in the sense that boundary points may
be identified. Think for a moment of the interesting spaces obtained from the
square I x I (which is homeomorphic to A?) by identifying points on its
boundary: torus; real projective plane; Klein bottle; 2-sphere; there are others,
of course. After constructing these spaces, one must take care in actually
triangulating them; moreover, triangulations are wanted only because sim-
plicial homology requires them. The idea now is to consider spaces built from
generalized simplexes (“almost” homeomorphic to standard simplexes) that
are glued together along their boundaries (more details later). We shall see
that the homology groups of these spaces arise from chain groups having
smaller ranks than the chain groups appearing in simplicial theory.

Hausdorff Quotient Spaces

In Chapter 1 we considered quotient spaces X/~, where ~ is an equivalence
relation on a space X ; the points of X/~ are the equivalence classes [x] for
x € X. An important item in this context is the natural map v: X - X/~,
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defined by x+ [x]; it is a continuous surjection; indeed v is an identification.
Recall that if 4 is a subset of X, then X/A denotes the quotient space
corresponding to the equivalence relation that identifies every pair of elements
of A and no others.

The following examples show that a quotient space of a (compact)
Hausdorff space may not be Hausdorff and that the natural map need be
neither an open map nor a closed map.

ExampLE 8.1. Consider the quotient space X/A4, where X =1 and A4 is the
(open) subset 4 = [0, 1); let v: X — X/A be the natural map. Then the point
[0] € X/A is open (because v~1([0]) = A4 is open), but the other point [1] €
X/A is not open (because v '([1]) = {1} is not open). Therefore X/A is
Sierpinski space, which is not Hausdorff.

ExampLE 8.2. (i) Let v: X — X/A be the natural map of Example 8.1. Then
v([0, 1/2]) = {[0]} is not closed in X/A, and so v is not a closed map.

(i) Let X be the sin(1/x) space, and define f: X — I as the vertical projection
(x, ) x; it is easy to see (using the definition of an identification) that the
continuous surjection fis an identification. If U = V' N X, where V is the open
disk with center (0, ) and radius , then f(U) is not open in I, and so f is not
an open map. (Note that the target I is Hausdorff.)

We seek sufficient conditions guaranteeing that X/~ be Hausdorff when
X is Hausdorff. Recall an elementary fact. The diagonal of a space Y is the
subset D of Y x Y (product topology) defined by

D={(r,y)eYxYiyeY}
a space Y is Hausdorff if and only if its diagonal D is closed in Y x Y.
Definition. If ~ is a binary relation on a space X, then its graph G is the subset
of X x X defined by
G={(x;,%)eX x Xix; ~X,};

we say that ~ is closed if its graph G is a closed subset of X x X.

The identity relation on X is closed if and only if X is Hausdorff.

If ~ is an equivalence relation on a space X, then its graph G is equal to
(v x v)7Y(D), where v: X — X/~ is the natural map and D is the diagonal of
X/~. When X/~ is Hausdorff, the diagonal D = (X/~) x (X/~) is closed,
hence G is closed in X x X (because v and hence v x v are continuous) and
~ is closed. We give a partial converse after a general lemma.

Lemma 8.1. Let v: W — Z be a closed map, let S be a subset of Z, and let U be
an open subset of W containing v='(S). Then there exists an open set V in Z with

ScV and vi(V)cU.
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Proor. Define V = v(U°), where ¢ means complement. Since U is open, U* is
closed; since v is a closed map, v(U¢) is closed and so V = v(U*¢)° is open. Now
v1(S) < U gives SNv(U) = &, so that S c v(U°Y = V. Finally, v''(V) =
W—vw(W—-U)c W—(W-—U)=U, as claimed. O

Theorem 8.2. If ~ is a closed equivalence relation on a compact Hausdorff space
X, then the quotient space X/~ is also (compact) Hausdorff.

PrOOF. Let v: X — X/~ be the natural map, and let G =« X x X be the graph
of ~;fori=1,2,let p;: X x X — X be the projection (x,, x,)— x;. We claim
that v is a closed map. If C is any subset of X, then

P.(pTH(C)NG) = {y e X: y ~ x for some x € C} = v 'v(C).

If C is closed, then so are p; 1(C) and p7!(C) N G; since X is compact Hausdorf],
p, is a closed map, and so v~'v(C) is closed. But v is an identification, and so
v(C) is closed, as claimed.

It follows that every point of X/ ~ is closed (being the image of a (necessarily
closed) singleton in X). If [x], [ y] are distinct points of X/ ~, then v™*([x]) and
v~Y([y]) are disjoint closed subsets of X. Since X is compact and Hausdorff,
it is normal; there thus exist disjoint open sets Uy, and U, in X with
v 1([x]) = Uy and v ([y]) = Uy, By the lemma, there are open sets ¥, and
Vi in X/~ with [x] € Vi, [¥] € Vyp, v (V) © Uppr and v (V) < Uy Tt
follows that V[,,N V,; = &, and this shows that X/~ is Hausdorff. O

Corollary 8.3. If X is a compact Hausdorff space and A is a closed subset, then
X /A is (compact) Hausdorff.

Proor. The graph of the appropriate equivalence relation is (4 x 4)UD,
where D is the diagonal of X, and this is a closed subset in X x X because 4
is closed in X. O

Here is an important class of examples.

Definition. Let F be a division ring and let n > 0. Define an equivalence
relation on F"*! — {0} (where F"*! is the (left) vector space over F consisting
of all (n + 1)-tuples x = (x4, Xy, ..., X,) With coordinates x; in F) by x ~ y if
there exists 1 € F — {0} with x = Ay. The quotient set (F*** — {0})/~, that is,
the set of all equivalence classes, is called F-projective n-space and is denoted
by FP". The class of x = (x, ..., X,) is denoted by [x] = [x,, ..., x,] € FP".

Note, for each n > 0, that there is an imbedding FP" & FP"*! given
by [Xos--.» X, 1 [Xo» ---» X, 0]. One calls the union® | J,»o FP" infinite-
dimensional F-projective space and denotes it by FP*.

! Actually, one can only take the union of a family of subsets of a given set; the notion of direct
limit is needed to make this definition precise.
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There are three division rings in which we are interested: the reals R, the
complexes C, and the quaternions H. Of course, the reader is familiar with C
as a two-dimensional vector space over R with basis {1, i}. Let us recall that
H is a four-dimensional vector space over R with basis {1, i, j, k}. The ring
structure on H is determined by the distributivity laws and the rules: i2 = j2 =
k* = —1;ij = —ji=k;jk = —kj =i; ki = —ki = j. Each of R, C, and H has
a norm | | with values nonnegative real numbers: in R, |x| = \/3? is abso-
lute value; in C, |z| = |a + bi| = \/a* + b%;in H, |w| = |a + bi + ¢j + dk| =
\/ a? + b? + c¢? + d2 One verifies that, in each case, the norm is a continuous
multiplicative map: |xy| = |x||y| (this calculation in H is tedious).

In C, we know thatif z = a + bi, then z defined as a — bi satisfies zz = |z|?;
hence, if z # 0, then z7! = z/zz = Z/|z|?. Similarly, if w = a + bi + ¢j + dk e
H, then w defined as w = a — bi — ¢j — dk satisfies ww = |w|% If w # 0, define
w™! = w/|w|?; it is now straightforward to check that H is a division ring.

For each of the three division rings F = R, C, and H, we see that F**' — {0}
is a topological space, and so the corresponding projective spaces F P" are also
topological spaces when given the quotient topology.

Notation. For each n > 0, real projective n-space is denoted by RP", complex
projective n-space is denoted by CP”", and quaternionic projective n-space is
denoted by HP".

EXERCISES

8.1. For every division ring F, show that FP° is a point.
*8.2. Show that RP! ~ S!, CP! ~ S2, and HP! ~ §*.

8.3. Define U(F) = {x € F:|x| = 1}, where F = R, C, or H. Show that U(R) ~ S°,
U(C)~ S!,and UH) =~ S°.

8.4. Show that RP? is homeomorphic to the real projective plane (defined earlier as
a certain quotient space of I x I).

*8.5. For each n > 0, define an equivalence relation on S" by x ~ yif x = + y (identify
antipodal points). Prove that §*/~ ~ RP".

*8.6. For each n > 0, define an equivalence relation on $2"*! by x ~ y if x = 4y for
some complex A with |A] = 1. Prove that $2"*!/~ ~ CP". (Hint: Write x =
(%15 Xz -vey X2ne2) €S?"™1 as an (n+ 1)-tuple of complex numbers: x =
(zy5.-» 2,11 ); then x = Ay implies |x| = |Ay| = |A||y| and |A| = 1.)

*8.7. For each n > 0, define an equivalence relation on $*"*3 by x ~ y if x = Ay for
some quaternion A with |A| = 1. Prove that $*"*3/~ ~ HP". (Hint: If x, y €
§43 < H™*' — {0}, then x = Ay implies [A| = 1)

Theorem 8.4. For every n > 0, the projective spaces RP", CP", and HP" are
compact Hausdorff.
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PROOF. In light of Exercise 8.5, we may regard RP" as a quotient space of
S". Moreover, it is easy to see that the graph of the equivalence relation
(in that exercise) is DU D*, where D is the diagonal in §" x " and D* =
{(x, —x) € $" x §": x € $"}. This graph is closed, and so Theorem 8.2 applies.
As in Exercise 8.6, we may regard CP” as a quotient space of §2"*!,
Moreover, it is easy to see that the graph of the equivalence relation is

G = {(x, Ax) € §?"*! x §?*1: x e §2**1 and e S'}.

Thus G is the image of $*"*! x S* under the continuous map of §2"*1 x g2+t
to itself given by (x, y)— (x, yx); therefore G is compact, hence closed.

A similar argument, using Exercise 8.7, applies to HP" regarded as a
quotient of $*"*3; the graph is a continuous image of $***3 x §3. O

Attaching Cells

We now prepare for an important construction of examples of quotient spaces.
Recall the definition of the coproduct X, || X, of two spaces X; and X, (the
disjoint union in which each X; is an open subset). If f;: X; — Y is continuous,
for i = 1, 2, then the (continuous) map f; || f>: X; || X, — Y is defined by

(/1 1L £2)(x) = fi(x), where x € X;.

Definition. Let X and Y be spaces, let A be a closed subset of X, and let
f: A — Y be continuous. The space obtained from Y by attaching X via f is
(X || Y)/~, where ~ is the equivalence relation on X || Y generated? by
{(a, fl)e(X || Y) x (X || Y):ae A}, This space is denoted by X ||, Y;
the map f is called the attaching map.

The mapping cylinder shows that every continuous map can be viewed as
an attaching map.

EXERCISES

88. Letv: X ]| Y- X ||, Y be the natural map. Let Z be a space,and leta: X — Z
and B: Y - Z be continuous maps such that

afa) = B(f(a)) forallae A.

Then (« || B) o v7! is a well defined continuous map X ||, Y — Z. (Hint: Use
Corollary 1.9.)

*8.9. If Bis a subset of Z x Z for some set Z, then define

B'={(v,u)e Z x Z: (u,v) € B}.

2If R is a binary relation on a set X, then define a new binary relation R’ on X by (x, y) e R’ if
there exists n > 1 and elements x,, x,, ..., X, € X with x, = x and x, = y such that, for all
0<i<n-—1,either x; = x;4,, (X;, X;41) € R, Or (x;4, X;) € R. It is easy to see that R’ is an
equivalence relation on X; it is called the equivalence relation generated by R.
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(i) Let X and Y be sets, let A be a subset of X, and let f: A — Y be a function.
If B={(a, f(@))e(X ]| Y) x (X ]| Y): ae A}, then the equivalence rela-
tion on X || Y generated by B is

DUBUB UK,

where D is the diagonalof X || Yand K = ker f = {(a,a') € A x A: f(a) =
fla')} (regard A x A asasubset of (X || Y) x (X || Y))
(ii) Let A be the diagonal of Y x Y. Show that

K=(f x /)™ ANnim(f x f)).

8.10. Show that the diagram
f

—_— 'Y

A
X — X ||, Y
(where i: A & X is inclusion) is a pushout in Top.

8.11. If X and Y are path connected, then X || , Y is path connected.

*8.12. Let X and Y be spaces, let 4 be a nonempty closed subset of X, let f: A —>Y
be continuous, and let v: X || Y — X ||, Y be the natural map.
(i) Assume that C = X || Y is such that CN X is closed in X. Show that v(C)
is closed in X || ; Y if and only if (CN Y)U f(CN A) is closed in Y. (Hint:
For any C < X || Y, show that

v (€)= CUSCN AU Hf(CNA)YUSFHCNY))
(ii) Show that the composite
YoX || YoX ||, Y

is a homeomorphism from Y to a subspace of X || ; Y. (One usually identi-
fies Y with its image under this map.)
(iii) Show that the composite

O:XOX||Y-X]|,Y

maps X — 4 homeomorphically onto an open subset of X || ; Y.
(iv) Under the identification in (ii), show that one may regard ®|A4 as the
attaching map f.

*8.13. Suppose that, in Exercise 8.12, 4 is compact and both X and Y are Hausdorff.
(i) Show that the naturalmapv: X || Y —» X ||, Y is a closed map.
(ii) f ze X ]|, Y, show that its fiber v™!(z) is a nonempty compact subset of
Xy

Definition, The map ®: X — X ||, Y (which is the composite X & X || Y
— X ||, Y) is called the characteristic map. (See the remark after Theorem
8.7 as well as the definition of CW complex.)

Theorem 8.5. Let X and Y be Hausdorff, let A be a compact subset of X, and
let f: A — Y be continuous; then X ||, Y is Hausdorff.
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PROOF. Let z, and z, be distinct points of X ||, Y. The fibers v='(z,) and
v7Y(z,) are disjoint compact subsets of X || Y, by Exercise 8.13(ii). Since
X || Y is Hausdorff, a standard subcover argument provides disjoint open
sets U; and U, in X || Y withv!(z;) = U, for i = 1, 2. Since v is a closed map
(Exercise 8.13(i)), Lemma 8.1 gives open subsets V;in X ||, Y with z; € ¥, and
v Y{(V,) c U, i = 1,2 But ¥, and V, must be disjoint (because U; and U, are
disjoint); hence X || , Y is Hausdorff. d

Remark. Theorem 8.2 cannot be used to prove Theorem 8.5 because we are
not assuming that X and Y are compact.

The next (technical) result enables one to recognize when a given space is
homeomorphic to a space obtained from another space via an attaching map.
This situation is analogous to that in group theory when one passes from the
description of an external direct product in terms of ordered pairs to a
description of an internal direct product whose elements need not be ordered
pairs.

Lemma 8.6. Let X and Y be compact Hausdorff, let A be a closed subset of X,
let f: A — Y be continuous, and let X || ;Y = (X || Y)/~. Assume that W is
a compact Hausdorff space for which there exists a continuous surjection
h: X || Y- W such that, foru,ve X || Y, one hasu ~ v if and only if h(u) =
h(v). Then [u]+— h(u) is a homeomorphism X ||, Y —» W.

Proor. Consider the diagram
XY X
W,

-~
-

XY
where the vertical arrow is the natural map u+ [u]. The hypothesis says that
the equivalence relation ~ on X || Y coincides with ker h,hence X ||, Y =

(X || Y)/ker h.Since all spaces are compact Hausdorff, Corollary 1.10 applies
at once to show that the dashed arrow [u]— h(u) is a homeomorphism. [

Definition. An n-cell e¢” (or simply e) is a homeomorphic copy of the open
n-disk D" — §"1.

Of course, D" — S" ! is homeomorphic to R” (hence has dimension n). This
definition of n-cell is compatible with our earlier notion of “closed n-cell” (a
homeomorphic copy of D") as the following exercise shows.

EXERCISE

*8 14. Assume that Y is Hausdorff and that E is a closed n-cell in Y, where n > 0. If
®: D" — E is a homeomorphism, then ®(D" — $""!) is an n-cell whose closure
in Yis E = ®(D").
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Definition.> Let Y be a Hausdorff space and let f: S"™! — Y be continuous.
Then D" || ; Y is called the space obtained from Y by attaching an r-cell via
f, and it is denoted by Y.

The elements of Y, have the form [x] or [y], where xe D" and ye Y.
Exercise 8.9(i) says that the only identifications are [x] = [x'] (when x,
x' € 8" ! and f(x) = f(x")) and [x] = [y] (when y = f(x)). The characteristic
map @ in this case is the composite

D*oD" || Y-D"]|, Y=Y,

so that @: (D", $"™') > (¥, Y) is a function of pairs (as in Exercise 8.12(ii), we

have identified Y with its homeomorphic copy in Y; via y > [ y]). Our previous

discussion gives the following: (i) Y; is a Hausdorff space (Theorem 8.5), which

is compact when Y is: (i) ®|S" ! is the attaching map f (Exercise 8.12(iv));

(iii) ®(D" — $" ') is an n-cell, which is an open subset of Y, (Exercise 8.12(iii)).
The next definition isolates a property of characteristic maps.

Definition. A continuous map g: (X, A) — (Y, B) is a relative homeomorphism
ifg|(X — A): X — A— Y — Bis a homeomorphism.

ExampLE 8.3. If Y is a HausdorfT space, then a characteristic map ®: (D", $*~!) —
(Y, Y) is a relative homeomorphism.

ExaMmPLE 8.4.If U ¢ A = X with U < A°, then the excision map (namely, the
inclusion (X — U, A — U) & (X, A)) is a relative homeomorphism.

ExaMPLE 8.5. If X is a compact Hausdorff space and A is a closed subset, then
the natural map v: (X, 4) - (X/A4, *), where * denotes the equivalence class
comprised of all the points of 4, is a relative homeomorphism.

In contrast to the constructive approach we have been giving, the following
result shows that spaces with attached cells exist in nature.

Theorem 8.7. Let Z be a compact Hausdorff space, let Y be a closed subset of
Z, and let e be an n-cell in Z with eN'Y = . If there is a relative homeomor-
phism @: (D", S"" ') > (e U Y, Y), then the “obvious” map Y,=D"||;Y—>eUY
(where f = ®|S"1), defined by [u]> (® || 1y)(w), is a homeomorphism.

PrOOF. We are going to use Lemma 8.6. The map h: D" || Y - eU Y defined
by h=® || 1, is a continuous surjection, hence eU Y is compact. Assume
that u,v € D" || Y. We must show that u ~ v (where ~ is the defining equiva-
lence relation for attaching via f) if and only if h(u) = h(v). If u ~ v, then
Exercise 8.9(i) allows us to assume that u € $"7! and that either (1) v € Y and
v = ®(u), or 2) v e " ! and ®(v) = f(v) = f(u) = ®(u). In either case, one sees

3 Compare the simplicial version of this construction at the end of Chapter 7.
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that h(u) = h(v). Conversely, if h(u) = h(v), then either u, v are both in D", both
in Y, or one in each. The only nontrivial case is u, v in D”; here the hypothesis
that ®|D" — S"~! is a homeomorphism from D" — S" ' to(eU Y) — Y = e(for
eNY = &) forces u, v in S"* and f(u) = ®(u) = ®(v) = f(v). Hence u ~ v.
Lemma 8.6 applies (for e'U Y is compact Hausdorff) to show that [u]+ h(u)
is a homeomorphism Y, = D" || , Y —»eUY. O

Remark. A relative homeomorphism ® as in the statement of this theorem is
also called a characteristic map. This extends our earlier usage, which allowed
only maps with values in D" ||, Y.

EXERCISES

8.15. Let K be an n-dimensional simplicial complex, and let s be an n-simplex in K.
Show that sU|{K" V| may be viewed as a space obtained from |K" V| by
attaching an n-cell. (Hint: Let e be the open n-simplex e = s — §.)

8.16. If Y is a singleton, show that the space obtained from Y by attaching an n-cell
is S", hence S = €° U ¢" (disjoint union) (where ¢ denotes an i-cell). (See Example
8.14)

Theorem 8.8.

(i) For each n>1, RP" is obtained from RP""! by attaching an n-cell;
moreover, there is a disjoint union

RP"=eUelU---Ue",

where e denotes an i-cell.
(ii) For eachn > 1, CP" is obtained from CP""! by attaching a 2n-cell; more-
over, there is a disjoint union

CP"=¢Ue?U---Ue™™
(iii) For eachn > 1, HP" is obtained from HP"™* by attaching a 4n-cell; more-
over, there is a disjoint union
HP" =e®Ue*U---Ue*
Proor. (i) If x = (x,,..., X,+1) € S", denote its equivalence class in RP" by
[x] = [x1s---s Xps1 ). Define
e={[x1,..., Xp41] € RP" x,, 1 # 0}.

The complement Y of e in RP" is just (the standard imbedded copy of) RP**.
Also, e is an n-~cell, for e % R* via [x,, ..., X,4; 1— (X571, X4, ..., X541, X,), and
R" ~ D" — S""1. By Theorem 8.7, it suffices to find a relative homeomorphism
O: (D", " )>(eUY, Y)=RP, RP" ). Letu=(u,,...,u,) € D" (so |u| <

1), and define
(D(u) = [ul, ceey Uy, vV 11— ”u”2]'
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It is easy to see that @ has the required properties.* Finally, the decomposition
of RP" as a disjoint union of cells follows by induction on n.

(i) and (iii). Imitate the proof in (i) after identifying complex numbers as
ordered pairs of real numbers in the first case and quaternions as ordered
quadruples of real numbers in the second case. O

Homology and Attaching Cells

There is a close relation between H,(Y) and H,(Y;); before displaying it, we
need a technical lemma.

Definition. A Hausdorff space X is locally compact if, for each x € X and every
open set U containing x, there exists an open set W with W compact and
xeWcWcU.

Lemma 8.9. If v: X » X' is an identification and if Z is locally compact
Hausdorff, thenv x 1: X x Z - X' x Z is also an identification.

Proor. It suffices to prove that if U’ is a subset of X’ x Z for which U =
(v x )™Y(U") is open in X x Z, then U’ is itself open. Choose (x', z) € U’; if
vx = x', then (v x 1)(x, z) = (x’, z) and (x, z) € U. Since U is open in X x Z,
there are open sets Vin X and J in Z with (x, z) € V x J < U. Local compact-
ness of Z provides an open set W in Z with z € W = W < J with W compact.
Of course, {x} x W < U. Define

A={aeX:{a} x Wc U}

note that x € A. We claim that A4 is open in X. Fix o € 4. For each { € W, there
are open sets L, in X and N, in Z with (o, {) € L; x N, = U. The family
{N;:¢e W} is an open cover of the compact set W;let {Ny, ..., N,,} be a finite
subcover. Then, for 1 <i <m, we have L; x N; c U (if N; = N, we define
L; = L;); moreover, a € (| L;, and W = | J N;. Now L = (") L; is an open set
containing o, and L x N; c U for all i. Therefore L x W < (J(L x N;) = U;
hence o € L = A and A is open in X.

Now observe that, for f € X, we have {} x W< U = (v x 1)™(U’)ifand
only if {v(B)} x W < U’. In particular, f € 4 if and only if {v(f)} x W< U,
from which it follows that v"1v(4) = A. Since v is an identification, v(4) is
openin X', hence v(4) x W < U’ is an open neighborhood of (x', z). Therefore
U’ is open. d

Lemma 8.9’ (Tube Lemma). Let X and Y be topological spaces with Y compact.
If xo € X and U is an open subset of X x Y containing {x,} x Y, then there is

“ Note that the attaching map ¢ = ®|S" ! is just (uy, ..., u,) > [uy, ..., 4,, 0].
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an open neighborhood L of x, in X with
{xo} x YeLxYcU.

PROOF. In the proof of Lemma 8.9, replace « by x, and W by Y. O

Corollary 8.10. If f, g: (X, A) - (Y, B) are homotopic (as maps of pairs), then
the induced maps f, g: (X/A, ¥) — (Y/B, %) are homotopic (as maps of pointed
spaces).

PROOF. If F: (X x I, A x I) - (Y, B) is a homotopy from f to g, then it induces
a function F: (X/A4) x I - Y/B making the following diagram commute:

X xI —i—>Y

px1 q
(X/A) x T ——— Y/B,

where p and q are identifications. Since gF is continuous, F(p x 1) is con-
tinuous. But p x 1isanidentification (Lemma 8.9 applies because I is compact
Hausdorff); by Theorem 1.8, F is continuous, as desired. O

If brackets denote the Hom set in the homotopy category of pairs, then
this last corollary gives (the known fact) [(L, I), (X, x,)] = [(S, 1), (X, x0)];
that is, either Hom set can be used to describe 7, (X, x¢).

Theorem 8.11. Let n > 1 and assume that Yy is obtained from a Hausdorff space
Y by attaching an n-cell via f. Then there is an exact sequence

o Hy(S ) L H(Y) 25 Hy(Y) — Hyo (871 —
o — Ho(S"™Y) — Z @ Ho(Y) — Ho(Y;) — O,

where i: Y & Y, is the inclusion.

PROOF. Let v: D" || Y — Y, be the natural map, and let ® = v|D": (D", §"7!) -
(Y;, Y) be the characteristic map; let e = ®(D" — S"71) (an open n-cell in Y}),
and let U’ be the open n-disk in D" with center the origin and radius 3. Since
@ is a relative homeomorphism and e is open, we have U = ®(U’) open in ;.
Define V = Y, — ®(0); thus {U, V} is an open cover of Y. There is an exact
(Mayer—Vietoris) sequence

5 H(UNV) > Hy(U) @ Hy(V) > Hy(Y,) » H,,(UNV) > -

For p > 0, we have H,(U) = 0 because U is contractible. From Theorem 6.3,
one sees that the homomorphisms H,(UNV)— H,(V) and H,(V) = H,(Y),
for p > 0, are induced by inclusions. Let us examine U NV and V. The first is
an open punctured n-disk and hence has the same homotopy type as st
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The second space V has Y as a deformation retract: define F: Vx I - V by

v fveY

Fe0= {@((1 — 0z +tz/lz]) fo=0@)ee.

Note that F is well defined because Y; is the disjoint union eU Y. To see that
F is continuous, consider first the following diagram:

(D= (O} L Y} xT —2s (D" — (O} || Y

v’xl} vh J v

V x1 —F——>V=Yf-—{(l)(0)},

where V' is the restriction of the natural map D" || Y — Y, and h is defined by
(x, ) (1 — t)x + tx/||x|| forx e D" — {0} and t e L and by (y, t)> yforye Y
and t e I Since h(x, t) = x for all x € S" ! and all ¢ € 1, it is easy to see that v'h
is constant on the fibers of v' x 1; it follows from Corollary 1.9 and Lemma
8.9 (for I is locally compact) that F is continuous.

We now see that the displayed sequence (save for recognizing that, for
p > 0, the maps H,(S"™') - H,(Y) are induced by f) is exact; when p = 0, we
are looking at the end of the Mayer—Vietoris sequence with H,(U) replaced
by Z (for U is path connected).

Finally, consider the following commutative diagram of spaces (vertical
maps are inclusions and horizontal maps are restrictions of ®@):

v—-{0) 25 unv

o k
- ¥, vy
B J
$

Note that the inclusions «, f§, and j are homotopy equivalences because the
respective subspaces are deformation retracts; it follows from Exercise 4.11
that o, f,, and j, are isomorphisms. The map @, is also an isomorphism,
for @' is a homeomorphism. Therefore the following diagram is commutative:

HUNV) - B W)

Hp(Sn_l) — Hp(Y)’
T
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where the vertical maps are the isomorphisms @, o' 8, and j,. This completes
the proof. O

Corollary 8.12. Suppose that n > 2, and let Y; be the space obtained from a
compact Hausdorff space Y by attaching an n-cell via f.

O If p#n,n—1,then
H,(Y) = H,(Y).
(ii) There is an exact sequence
0— Hy(¥) 25 H,(Y) — Hyy (") L5 Hyy (V) — H, (Y

moreover, the last map is a surjection if n = 3.

ProoF. Immediate from the theorem and the computation of H,(S"™*). The
last remark about surjectivity is true because the next term in the sequence is

H,_,(S"1), and this vanishes when n > 3. O
Theorem 8.13.
(Z ifp=0,24,..2n
H,(CP) = {0 otherwise.

w_ JZ fp=0438, ... 4n

Hy(HP") = {0 otherwise.

PRroOOF. We prove that the formula for H, (CP") is correct by induction on
n > 0. All is well for n = 0 because CP° is a point; since CP* ~ S, the formula
holds for n = 1 as well. We may now consider CP"*! for n > 1. By Theorem
8.8(ii), CP"*! is obtained from CP" by attaching a 2(n + 1)-cell; since n > 1,
2n + 2 > 3, and so we may use the full statement of Corollary 8.12. Thus, for
p#2n+2,2n+1,we have

H,(CP") = H,(CP™").

By induction, the left side is nonzero only for even p < 2n, in which case it is
Z.For p =2n+ 2,2n + 1, there is an exact sequence

0-H,, ,(CP")— H2n+2(CP"+1) —Z- H,,.,(CP") - H2n+1(CP"+1) - 0.

Since H,,,,(CP")=0=H,,,,(CP") (by induction), it follows that
H,,.,(CP*') = Z and H,,,,(CP""!) = 0, as desired.

The quaternionic case is similar, using the facts that HP! ~ $* and Theorem
8.8(iii) that HP™*! is obtained from HP" by attaching a 4(n + 1)-cell. O

Theorem 8.11 and its corollary are not strong enough to allow computation
of H (RP") (arguing as above breaks down when n = 2). Before introducing
cellular theory, which will greatly assist computations (indeed it wll simplify
the proof of Theorem 8.13), let us give more applications of Theorem 8.11.
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EXAMPLE 8.6.
z ifp=0
H,RP*)=< Z2Z ifp=1
0 ifp>2.

We already know (Example 7.13) that H,(RP?) = O for p > 3, that Hy(RP?) =
Z, and that rank H,(RP?) = rank H,(RP?) (the last fact follows from our
computation of the Euler—Poincaré characteristic: y(RP?) = 1). Regard RP?
as the space obtained from RP! = S! by attaching a 2-cell via f, where
f(e®) = e** (thereby identifying antipodal points). The attaching map f has
degree 2, and so the induced map f,: H,(S') — H,(S") is multiplication by 2.
Now Theorem 8.11 gives exactness of

H,(RP') — H,(RP?) —> H,(S") -2 H, (RP') 2 H,(RP?) — Hy(S");

>

this can be rewritten (since RP! = S!) as
0— H,(RP*)—Z -2 7 % H,(RP*) — Z.

Since multiplication by 2 is monic, H,(RP?) = 0; since rank H,(RP?) =
rank H,(RP?) =0, it follows that H,(RP?) is torsion, and so exactness
shows i, is surjective (because H;(RP?) is torsion and Z is torsion-free).
Therefore H,(RP?) = Z/2Z. Note that the generator of H,(RP?) arises from
the obvious 1-cycle, namely, the image of f. (Of course, this result agrees with
our computation in Example 7.15.)

ExAMPLE 8.7. If T is the torus, then

y4 ifp=0,2
H(T)=<{Z®Z ifp=1
0 ifp > 3.

We already know (Example 7.12) that H,(T) = 0 for p > 3, that Hy(T) = Z,
and that rank H,(T) + 1 = rank H,(T) (for x(T) = 0). The construction of T
as a quotient space of I x I by identifying parallel edges exhibits T as being

Q

oy
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obtained from the wedge S* v S! by attaching a 2-cell. More precisely, let
®: I x I - T be the natural map, let (I x I) denote the perimeter of I x I
(which we identify with S?), and let f = ®|d(I x I). Note that ®(2(I x I)) =
S! v S', and so we may regard f as a function S — S v S!. Now Theorem
6.22 says that (the class of) a* f*a;! % B! is a generator of H,(S!); more-
over, fa = fa, and ff = fB,. Therefore composing f with either projection
St v S - 8! yields maps S! — S', namely, fax*fx;' and fB*fB;. Since
each of these maps has degree 0 (Theorems 3.16 and 6.20), it follows that
St Hi(SY) — Hy(S* v S') 5 H (S") @ H,(S") is the zero map. But Theorem
8.11 gives exactness of

0 = Hy(S' v §') > Hy(T) — Hy(5") L5 H,(S" v §') 2% H,(T) - Hy(S").

Since f, =0, the map H,(T)— H,(S') is an isomorphism and H,(T) = Z.
Also, H,(T) must be torsion free (because the two flanking terms H, (S v S1)
and H,(S!)are) and of rank 2 (rank H,(T) + 1 = rank H,(T));hence H,(T) =
Z ® Z. Note that i, must be an isomorphism, so that the two obvious circles
on the torus are independent generating 1-cycles, as one expects. (Of course,
this result agrees with our computation in Example 7.14.)

These examples do not yet indicate the power of “cellular homology” that
will be apparent by the end of this chapter.

EXERCISES

8.17. If K is the Klein bottle, prove that

z ifp=0
H(K)=<Z®ZPZ ifp=1
0 ifp>2.

(Hint: Show that K arises by attaching a 2-cell to S* v S!; compute the induced
map f,: H,(§') > H,(S* v §') as in Example 8.7.)

*8.18. Let W be a 4h-gon in the plane whose edges are labeled

®y, ﬂla u;la Bl_ls vy Qg ﬂh’ a;l’ ﬂh_l’

and let M be the quotient space of W in which the edges are identified according
to the labels. (If & = 1, then M is the torus; if & = 0, one defines M by identifying
all the boundary points of W to a point, hence M ~ §2.) One calls h the number
of handles of M.

Let W’ be a 2n-gon in the plane whose edges are labeled

Oy Oy By Oy eeny Uy Uy,

and let M’ be the quotient space of W’ in which the edges are identified
according to the labels. (If n = 1, then M’ is RP2) One calls n the number
of crosscaps of M'.
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(i) Prove that M (respectively, M') is obtained from a wedge of h (respectively,
n) circles by attaching a 2-cell (here h > 0 and n > 1).
(i) Prove that H,(M) = Z, that H,(M) is free abelian of rank 2h, and that
x(M) = h.
(iif) Provethat H,(M’) = 0,thatrank H,(M') = n — 1,and that y(M') = 2 — n.
(iv) Use the method of adequate subcomplexes for these computations.

Definition. An n-manifold is a Hausdorff space M such that each point in M
has a neighborhood homeomorphic to R".

It is a remarkable fact that every compact connected 2-manifold is homeo-
morphic to either M or M’ as defined in Exercise 8.18; in the first case, M is
called a sphere with h handles and is orientable; in the second case, M’ is
nonorientable.

If M, and M, are compact connected 2-manifolds, choose open sets U, in
M, (for i = 1, 2) with U; ~ R?, and choose (closed) disks D; in U;. Define a new
space M, # M, (the connected sum) by removing the interiors of D; and D,
and then gluing M, and M, together at the boundaries of the D;. More
precisely, choose a homeomorphism k: D; — D, = M, (of course, D, ~ §')and
let M, # M, = M, ||, M,. It can be shown that M; # M, can be viewed as
a (compact connected) 2-manifold and that, to homeomorphism, it is inde-
pendent of the several choices. The # operation is commutative and associa-
tive; also, S? acts as a unit, that is, for every (compact connected) 2-manifold
X, we have S? # X ~ X. The “remarkable fact” mentioned above is proved
in [Massey (1967), Chap. 1]. In more detail, it is first shown that such a
2-manifold X is homeomorphic to either $2, T = S* x S* (the torus), RP?,
or a connected sum of several copies of the latter two. Then one sees that
RP? # T~ RP? # RP? # RP? (this last relation explains why there is no mix-
ture of tori and projective planes needed in expressing X as a connected sum;
one can also prove [Massey (1967), p. 9] that the Klein bottle is homeomorphic
to RP? # RP?).If X is orientable, then either X ~ S>or X ~ M; # - # M,,
where each M; = T; if X is nonorientable, then X ~ M, # --- # M,, where
each M; = RP2, The number g of “summands” is called the genus of X. To see
that g is an invariant of X, one first proves that two compact connected
2-manifolds X and X’ are homeomorphic if and only if (1) both are orientable
or both are nonorientable and (2) x(X) = x(X’), where y(X) is the Euler—
Poincaré characteristic of X. Next, one sees that g = 3(2 — x(X)) when X is
orientable and g = 2 — x(X) when y is nonorientable. The invariance of g is
thus a consequence of the invariance of y (Theorem 7.15 proves the invariance
of y for simplicial complexes, and compact 2-manifolds can be triangulated).
The fundamental groups of these surfaces are the surface groups of Corollary
7.46: If X is orientable of genus g, then n,(X) has a presentation of the first
type in that corollary; if X is nonorientable of genus g, then =, (X) has a
presentation of the second type (see [Massey (1967), pp. 131-132] or [Seifert-
Threlfall, p. 176]).
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CW Complexes

This section introduces an important class of spaces that contains all (possibly
infinite) simplicial complexes. The definition may appear at first to be rather
technical, but we shall see that such spaces are built in stages: attach a (possibly
infinite) family of 1-cells to a discrete space; attach a family of 2-cells to the
result; then attach 3-cells, 4-cells, and so on. Since we allow attaching infinitely
many cells, let us begin by discussing an appropriate topology.

Definition. Let X be a set covered by subsets 4;, where j lies in some (possibly
infinite) index set J, that is, X = { J;.; 4;. Assume the following:

(i) each A, is a topological space;
(i) for each j, k € J, the topologies of 4; and of A, agree on A;N Ay;
(iii) for each j, k € J, the intersection 4;MN A4, is closed in 4; and in 4,.

Then the weak topology on X determined by {A;: je J} is the topology
whose closed sets are those subsets F for which F N 4; is closed in A4; for
every j € J.

It is easy to see that each 4, is a closed subset of X when X is given the
weak topology; moreover, each A;, as a subspace of X, retains its original
topology. If the index set J is finite, then there is only one topology on X
compatible with conditions (i), (i), and (iii), and so it must be the weak
topology.

EXERCISES

8.19. If X has the weak topology determined by {A;: j € J}, then a subset U of X is
open if and only if UN A4; is open in A, for every j e J.

8.20. If X has the weak topology determined by {A;: j € J} and if Y is a closed subspace
of X, then Y has the weak topology determined by {YN A;: je J}.

ExampLE 88. If {X;: jeJ} is a family of topological spaces, then their
coproduct || X; is their disjoint union equipped with the weak topology
determined by {X;: j € J}. The reader may check that each X; is both open
and closed in the coproduct.

ExampLE 8.9. If {(X], x;): j € J} is a family of pointed topological spaces, then
their wedge \/ X; is the quotient space of || X; in which all the (closed)
basepoints x; are identified (\/ X; is thus a pointed space with basepoint the
identified family of basepoints). Each X; is imbedded in \/ X;, and \/X; has
the weak topology determined by these subspaces.

ExampPLE 8.10. Let X = \/,5, S} (where S} ~ S') have basepoint b, and let Y
be the subspace of R? consisting of the circles C,, n > 1, where C, has center
(0, 1/n) and radius 1/n. Now X and Y are not homeomorphic. For eachn > 1,



CW Complexes 197

choose x, € C, — {origin}, and define F = {x,: n > 1}. Now FNC, = {x,}, so
that F N C, is closed in C,. Thus F is a closed subset of \/ S} = X. On the
other hand, F is not a closed subset of Y, for (0, 0) ¢ F and (0, 0) is a limit point
of Fin Y.

A similar argument, using a compact neighborhood of the origin, shows
that X is not homeomorphic to the subspace Z of R2, which is the union of
the circles B, having center (0, n) and radius n. Of course, Y and Z are not
homeomorphic because Y is compact and Z is not.

ExaMpLE 8.11. Let K be an abstract simplicial complex with vertex set V
(which may be infinite). Define I to be the set of all functions ¢: V - I that
are zero for all but a finite number of v € ¥V (I'" is a subspace of the cartesian
product I", the latter consisting of all functions ¥ — I). In particular, for each
v e V, define & € I') by

ﬁ(u)={1 ifu=v

0 ifu#v.

(Informally, we identify the function & with the vertex v.) If ¢ = {v,, ..., v,} is
an n-simplex in K, define ¢ = I as the family of all convex combinations of
{Do, ..., Dy} (it is easy to see that the subspace & is homeomorphic to A" via
Y 4B+ (Ags - - ., 4,), the barycentric coordinates). Finally, define
K|=|) &
ocekK

and equip |K| with the weak topology determined by {6: o € K}. (Note that,
when K is infinite, |K| is not a subspace of I’ = 1".) One calls |K| the
geometric realization of K. The reader should check that, when K is finite, this
definition coincides with our earlier definition (in Chapter 7).

Lemma 8.14. Let X have the weak topology determined by a family of subsets
{A;: j e J}. For any topological space Y, a function f: X — Y is continuous if
and only if f|A; is continuous for every je J.
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Proor. As always, f continuous implies that each of its restrictions is con-
tinuous. Conversely, if G is closed in Y, then f(G)N 4; = (f|4;)71(G) is
closed in A; for every j e J. Since X has the weak topology, f “1(G) is closed
in X and f is continuous. O

ExampLE 8.8'. Let {X;: j € J} be a family of topological spaces, let Y also be
a topological space, and let {f;: j € J} be a family of continuous functions,
where f;: X; - Y. Define

fflUX-Y

as follows: if x € || X, then there is a unique X; containing x; define f(x) =
fi(x). Since f|X; = f;for all j, it follows from Lemma 8.14 that f is continuous.
One often uses the notation

f=111

ExaMPLE 8.9'. Let {(X, x;): j € J} be a family of pointed spaces, let (Y, y,) also
be a pointed space, and let { f;: j € J} be a family of continuous pointed maps,
where f;: (X, x;) = (Y, y,). Define

f: (\/Xj: b) = (Y, yo)
as follows: if x € \/ X;and x # b, then there is a unique X; containing x; define
f(x) = fi(x);if x = b, define f(x) = y,. Since f|X; = f; for all j, it follows from
Lemma 8.14 that f is continuous (one can also prove continuity of f using
Theorem 1.8). One often uses the notation

f=V14

Definition. Assume that a topological space X is a disjoint union of cells:
X = {e: e € E}. For each k > 0, the k-skeleton X of X is defined by

X® = {ee E:dim(e) < k}.
Of course, X¥ < XM c X@P < --and X = [ 50 X¥.

Definition. A CW complex is an ordered triple (X, E, ®), where X is a Hausdorff
space, E is a family of cells in X, and ® = {®,: e € E} is a family of maps, such
that

(1) X = | {e: e € E} (disjoint union);

(2) for each k-cell e € E, the map ®@,: (D¥, $¥7 1) - (eU X*~ 1, X*~1)) 5 a rela-
tive homeomorphism;

(3) if e € E, then its closure e is contained in a finite union of cells in E;

(4) X has the weak topology determined by {e: e € E}.

If (X, E, ®) is a CW complex, then X is called a CW space, (E, @) is called
a CW decomposition of X, and @, € @ is called the characteristic map of e. One
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should regard a CW space X as a generalized polyhedron (Examples 8.11 and
8.12 below), and one should regard (E, @) as a generalized triangulation of X.

Remarks. (1) Axiom (1) says that the cells E partition X.

(2) Axiom (2) says that each k-cell ¢ arises from attaching a k-cell to X*™
via the attaching map ®@,|S*™*.

(3) Axiom (3) is called closure finiteness; the letters CW are the initials of
“closure finiteness” and “weak topology”.

(4) Axiom (4) says that a subset 4 of X is closed if and only if A Neis closed
inefor every e € E. Moreover, Lemma 8.14 implies that if Y is any topological
space and f: X — Y any function, then f is continuous if and only if f|e is
continuous for every e € E.

(5) Just as a polyhedron may have many triangulations, a CW space may
have many CW decompositions.

Definition. A CW complex (X, E, ®) is finite if E is a finite set.

If (X, E, ®) is a finite CW complex, then axioms (3) and (4) in the definition
of CW complex are redundant. The reader interested in this case only can
shorten many of the coming proofs.

ExAMPLE 8.12. Let X be a compact polyhedron and let (K, h) be a triangulation
of X, where K is a finite simplicial complex and h: |[K| — X is a homeomor-
phism. For each simplex ¢ € K, let 6° = ¢ — ¢ denote the corresponding open
simplex, and define E = {h(¢6°): o € K}. It is clear that E is a partition of X. If
K™D denotes the (n — 1)-skeleton of K, and if ¢ € K is an n-simplex, then
define @, = (h|o) o a,, where a,: (D", ") — (o, 6) is some homeomorphism.
Because simplexes intersect in faces (or not at all),

@,: (D", S"1) > (g, 6) = (h(c°) U h(|K™~V)), h(|K®V)))

is a relative homeomorphism (indeed each ®, is a homeomorphism from D"
to ®,(D")). Since K is finite, it follows that X is a finite CW complex.

The geometric realization |K| of a (possibly infinite) simplicial complex K
is a CW complex. The definition of (E, @) is as above; by definition (Example
8.11), |K| has the weak topology determined by the closures of its cells, and
it is straightforward to check that |K| is closure finite.

ExaMPLE 8.13. If f is a real-valued function on a manifold M and if a € R, then
M¢ = {x e M: f(x) < a}. A basic result of Morse theory (see [Milnor (1963)])
is that if f is a differentiable function on a manifold M with no “degenerate
critical points” and if each M“ is compact, then M has the same homotopy
type as a CW complex. Indeed it is shown in [ Lundell and Weingram, p. 135}
that every separable manifold has the same homotopy type as a CW complex.

ExAMPLE 8.14. Regard S™ as a subspace of R""!. For each n > 1, define
®: (D", S" ') > (S", p), where p = (0, ...,0, 1) € S*, by

Xt (24/1 = lIx[1?x, 2[|x|1? = 1).
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If we denote an i-cell by €', then the map ® allows one to view S" as a CW
complex with E = {e° e"}. Of course, S° also has a CW decomposition with
two cells, namely, {e9, €3}.

ExaMPLE 8.15. Recall that $" = E%, U E" (upper and lower closed hemispheres)
and E» NE® = $"! (the equator). There are thus two n-cells e, and e, with
e, = E", and e, = E"; one concludes by induction that $" has a CW decom-
position with two i-cells in every dimension 0 < i < n.

ExaMPLE 8.16. RP" has a CW decomposition {e°, e, ..., "} (Theorem 8.8(i)).

ExXAMPLE 8.17. RP* has a CW decomposition with one i-cell in every dimen-
sion i > 0 (by definition, RP* = ) RP" has the weak topology determined by
the family {RP": n > 0}).

ExAMPLE 8.18. CP" has a CW decomposition {e°, 2, ..., e"} (Theorem 8.8(ii)).
ExAaMpLE 8.19. HP" has a CW decomposition {e° e*, ..., e*"} (Theorem
8.8(iii)).
Definition. Let (X, E, ®) be a CW complex. If E’' = E, define

|E'|=|){e:ee E'} c X,
and define @' = {®,:ec E'}. Call (|E'|, E', @) a CW subcomplex if im @,

|E'| for every e e E'.

If E' <« E and X' = |E'|, then it is easy to see that every CW subcomplex is
itself a CW complex (once one observes that (X")® = X® N X’ for all k > 0).
It is also easy to see that any union and any intersection of CW subcomplexes
is again a CW subcomplex.

Henceforth we may not display all necessary ingredients, and we may say
that (X, E), or even X, is a CW complex; similarly, we may say that (X', E’),
or even X', is a CW subcomplex. The next lemma is just Exercise 8.14.

Lemma 8.15. If (X, E) is a CW complex and if e € E is a k-cell (where k > 0)
with characteristic map ®,, then e = im ®, = ®,(D").

PROOF. Since ®, is continuous,

®,(D*) = ®,(D* — S* ) c @, (DF — S ==

For the reverse inclusion, observe that compactness of D* gives compactness
of ®,(D*). Since X is Hausdorff, ®,(D*) is a closed subset of X containing
e = ®,(D* — §¥7 ), and so e = ®,(D¥). O

ExampLE 8.20. If (X, E) is a CW complex and E' < E, then |E'| is a CW
subcomplex if and only if € = |E'| for every e € E'. Hence, if E’ is a family of
k-cells in E, for some fixed k > 0, then |E'|U X*™V is a CW subcomplex (for
axiom (2) gives e = eU X*~1),
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ExampLE 8.21. Every k-skeleton X® is a CW subcomplex (this is the special
case of the previous example for which E' = &).

The following technical lemma will be useful.

Lemma 8.16. Let (X, E, @) be an ordered triple satisfying axiom (1) and axiom
(2) of the definition of CW complex, and let ¢: || .. D™® — X be the map
@ = || g ©.. Then X has the weak topology determined by {e: e € E} if and
only if ¢ is an identification.

Proor. Assume that X has the weak topology. Since ¢ is a continuous
surjection, it suffices to show that if C = X and ¢ *(C) is closed in || , D"®,
then C is closed in X. Now ¢ 1(C) N D™® is compact, being a closed subset of
D™®. On the other hand,

©~(C)N D" = ©:1(C)N D"
=0, (C)N®;'(e) (Lemma 8.15)
=®;1(CNe).

Thus CNe is compact, hence closed in €. As X has the weak topology, C is
closed in X.

Conversely, assume that ¢ is an identification. Let C = X besuch that CNe
is closed in e for all e € E. Then ¢ }(C)N D™® is closed in D™® for all e € E.
Since || D™ has the weak topology determined by {D"®: e € E}, ¢ *(C) is
closed in || D"®; since ¢ is an identification, C is closed in X. Therefore X
has the weak topology. O

Lemma 8.17. Let (X, E) be a CW complex, and let E' be a finite subset of E.
Then |E'| is a CW subcomplex if and only if |E'| is closed.

Proor. If |E’| is a CW subcomplex, then e < |E’| for every e € E'. Hence
|E'| =) {e:ee E'} = () {e: e E'} is closed, being a finite union of closed
sets. Conversely, if |E’| is closed and e € E', then e < |E'| and e = | E'|; hence
|E’| is a CW subcomplex. O

Lemma 8.18. If (X, E) is a CW complex and e € E, then the closure ¢ is
contained in a finite CW subcomplex.

Proor. We proceed by induction on n = dim(e); the statement is obviously
true when n = 0. If n > 0, then Lemma 8.15 gives
e—e=0, D" —ec(eUX® D) ec XD,

By axiom (3), e meets only finitely many cells other than e, say, e, ..., e,,, and
we have just seen that dim(e;) < n — 1 for all i. By induction, there is a finite
CW subcomplex X; containing ¢;, for i = 1, ..., m, and each X; is closed, by
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Lemma8.17.Bute < eU X, U---U X,,, so that this union of finitely many cells
is closed and hence is a finite CW subcomplex. O

Theorem 8.19. If (X, E) is a CW complex, then every compact subset K of X
lies in a finite CW subcomplex. Therefore,a CW space X is compact if and only
if (X, E) is a finite CW complex for every CW decomposition E.

ProOF. For each e € E with KNe # (, choose a point a, € KNe, and let 4
be the set comprised of all such a,. For each e € E, Lemma 8.18 says that there
is a finite CW subcomplex X, containing e. Therefore A Ne = AN X, is a finite
set and hence is closed in e. Since X has the weak topology, A is closed in X;
indeed the same argument shows that every subset of 4 is closed in X, hence
A is discrete. But A is also compact, being a closed subset of K. Thus A4 is
finite, so that K meets only finitely many e € E, say, e, ..., ,. By Lemma
8.18, there are finite CW subcomplexes X; with ¢; < X; fori=1, ..., m. It
follows that K is contained in the finite CW subcomplex | ] X;. O

Lemma 8.20. If (X, E) is a CW complex, then a subset A of X is closed if and
only if ANX' is closed in X' for every finite CW subcomplex X' in X.

ProoF. If A4 is closed in X, then AN X' is certainly closed in X'. Conversely,
for each e € E, choose a finite subcomplex X, containing €. By hypothesis,
AN X, is closed in X,; it follows that ANe = (4N X,)Neis closed in X, and
hence is closed in the smaller set . Therefore A is closed in X because X has
the weak topology determined by all . O

It follows that a CW complex has the weak topology determined by the
family of its finite CW subcomplexes. The next result generalizes Lemma
8.17 by removing the finiteness hypothesis.

Theorem 8.21. Let (X, E) be a CW complex and let E' be a (possibly infinite)
subset of E. Then |E'| is a CW subcomplex if and only if |E'| is closed.

Proor. If |E’| is closed and e € E’, then e < |E’| and | E’| is a CW subcomplex.
Conversely, assume that |E'| = X' is a CW subcomplex. It suffices, by Lemma
8.20, to show that X' N Y is closed in Y for every finite CW subcomplex Y of
X. Now X' N Y is a finite union of cells, say, X’NY =e, U---Ue, . AsX'NY
is a CW subcomplex, e; = X’ N Y for all i; hence X’NY =¢, U---Ue,, and so
X'NYisclosed in Y (even in X). O

Corollary 8.22. Let (X, E) be a CW complex and, for some fixed n > 0, let E'
be a family of n-cells in E.

() X' = |E'|UX"V s closed in X ;
(i) every n-skeleton X™ is closed in X;
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(iii) every n-cell e is open in X™,
(iv) X™ — X®1 s an open subset of X™,

PRrROOF. (i) We know that X’ is a CW subcomplex (Example 8.20), hence it is
closed.

(ii) If n > 0, this is the special case of (i) in which E' = ¢; if n = 0, this is
Exercise 8.22.

(iii) This is the special case of (i) in which E’ consists of every n-cell in E
except e.

(iv) Immediate from (iii). O

Theorem 8.23. Let X be a CW complex.

(i) Every path component of X is a CW subcomplex, hence is closed.
(ii) The path components of X are closed and open.
(iii) The path components of X are the components of X.
(iv) X is connected if and only if X is path connected.

PRrOOF. (i) Since X is a disjoint union of cells, each of which is path connected,
it follows that each path component A is a union of cells. If ¢ is an n-cell with
e < A, then e = ®,(D") is also path connected, and so e — A. Therefore A is
a CW subcomplex and hence is closed.

(i) Let 4 be a path component of X, and let B be the union of the other
path components. Since B is a union of CW subcomplexes, it is a CW
subcomplex and hence is closed. As B is the complement of A, we see that A4
is open.

(iii) Let 4 be a path component of X and let Y be the component of X
containing A. Since A is closed and open, it follows that A =Y (lest Y =
AU(Y — A) be a disconnection).

(iv) Immediate from (iii). O

The sin(1/x) space is connected but not path connected; there are thus
Hausdorff spaces (even compact subsets of the plane) that are not CW spaces.

EXERCISES

8.21. A space is called compactly generated if it is Hausdorff and it has the weak
topology determined by its compact subsets. Prove that every CW complex is
compactly generated.

*8.22. If (X, E) is a CW complex, then X@ is a discrete closed subset of X. (Hint: If A
is any subset of X, then 4 N is finite for every e € E. Note that {1/n:n > 1}
is a discrete subspace of R that is not a closed subset of R.)

*8.23. Show that a CW complex X has the weak topology determined by the family
of its skeletons {X™: n > 0}. Conclude that a set U is open in X if and only if
UNX® is open in X™ for every n > 0.
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*8.24. Let (X, E) be a CW complex, and for fixed n > 0, let E, be the family of all n-cells
in E. Show that

X = (u D") 1Ly X,
En
where f = || g (®.S""). (As in Exercise 8.12(ii), we identify X" with its
image in the space obtained from X! by attaching || D" via f.)

*8.25. Show that both the torus and the Klein bottle have CW decompositions of the
form {€°, e}, e}, €*}, that is, one 0-cell, two 1-cells, and one 2-cell.

8.26. (i) Show that neither union of tangent circles in Example 8.10 is a CW space.
(i) Show that the subspace X of R, namely,

X={0}U{l/mn>1}
is not a CW space.
8.27. Define the dimension of a CW complex (X, E) to be
dim X = sup{dim(e): e € E}.

If E' is another CW decomposition of X, show that (X, E) and (X, E’) have the
same dimension. (Hint: See the proof of Theorem 7.1.) Conclude that dim X is
independent of the CW decomposition of X.

8.28. Show that a CW complex X is connected if and only if its 1-skeleton XV is
connected.

8.29. Let (X, E) be a CW complex, and Y be any space. Prove that a function
f: X - Yis continuous if and only if f®, is continuous for all e € E.

The next theorem is the generalization of Lemma 8.6 (where we attached
one cell), which characterizes CW complexes as spaces obtained by a sequence
of attaching spaces. More important, this theorem provides an inductive
method of constructing CW complexes.

Theorem 8.24. Let X be a space, and let
XcXlcX2c:--
be a sequence of subsets with X = | J,»0 X". Assume the following:

(i) X°is discrete;
(i) for each n > 0, there is a (possibly empty) index set A, and a family of
continuous functions { f7*: S"* - X" '|a € A,} so that

X" = <_I_|_ Dn> J_[_f Xn—l,

where f = || fr71;
(ili) X has the weak topology determined by {X": n > 0}.
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If @} denotes the (usual) composite
D"_)J_LD"_’<J_]_DH>J_|_X"—X _><J_LDn>J_fon—1’

then (X, E, ®) is a CW complex, where
E=X°U U {DyD" — S" 1) a€ A,}

n>1

and

® = {constant maps to X°}U | ) {@p: o€ A4,}.

n>1

Remarks. (1) The converse of this theorem is contained in Exercises 8.22, 8.23,
and 8.24.

(2) Often the most difficult part of verifying that a space X is a CW complex
is checking that it is Hausdorff; this theorem is a way to avoid this problem.

ProoF (after Maunder). Let us show that X is Hausdorff. Let x, y be distinct
points in X, and let n be the least integer with both x and y in X"; we may
assume that x € e? = ®%(D" — S"~!). We claim that there are disjoint sets U,,
V, that are open in X" and with x € U, and y € V,. If n = 0, such sets exist
because X© is discrete. If n > 0, and B(e) denotes the closed disk in D" with
radius ¢ and center (®7)"!(x), then one may choose V, = X" — ®7(B(g)) for
suitable ¢. Next, we show by induction on k > n that there exist disjoint subsets
Uy, Vi, open in X*, with U, = U, and ¥, < V,,,, and with U,N X" = U, and
V,N X" =V,. Given U, and V,, observe that, for each (k + 1)-cell ¢, the sets
®,1(U,) and ®,'(V,) are disjoint open sets in S < D**1. Define

A, = {ze D*' — Sk ||z|| > } and z/|z|| € ®; ' (U,)}
and

B, = {z e D**' — §* |z] > } and 7/||z]| € ©;' (V).
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Now define U4, = U, U({J ®.(4,.))and ¥, = K U({J @.(B,)), where e varies
over all (k + 1)-cells in X. Clearly, U, ,; NV =, and U NX" =
U,N X" = U, (similarly, ¥;, N X" = V,). Also, U, (and V) is open in X***,
using condition (i) and Exercise 8.12(i). Finally, define U = | J;», U, and
V= Uk2 . Vi. Both U and V are open in X, because X has the weak topology
determined by {X": n > 0}, by condition (iii). Therefore X is Hausdorff.

Let us now verify the four axioms in the definition of CW complex. It is
plain that axiom (1) and axiom (2) are satisfied. We prove, by induction on n,
that each X" is a CW complex. If n = 0, this follows from X° being discrete.
Assume that n > 0. To see that X" is closure finite, let e be an i-cell in X™ (hence
i < n). If i < n, then induction shows that e meets only finitely many cells. If
i = n, then € = ®%(D") for some o (the proof of Lemma 8.15 requires that X
be Hausdorff). But ®*(S""!) is a compact subset of X"~!, which is a CW
complex, by induction; by Theorem 8.19, there is a finite CW subcomplex Y
containing ®7(S"!). Therefore

=@ D" = eUDS" ) ceUY,

and so ¢ meets only finitely many cells. We prove, by induction on n > 0,
that X" has the weak topology determined by {e: dim(e) < n}. Of course,
the discrete space X° has the weak topology. Since X" is a quotient space
of (]| D™ || X", the result follows from the inductive hypothesis and
Lemma 8.16.

We now know that X" is a CW complex for every n. To see that X isa CW
complex, one can quickly check axioms (1), (2), and (3). To check the weak
topology, assume that Z < X and ZNe is closed in e for every cell e. In
particular, ZNe is closed in e for every i-cell e with i < n; hence ZN X" is
closed in X" for every n. Condition (iii) now gives Z closed in X. O

EXERCISES

8.30. (i) Show that there exist finite CW complexes that are not polyhedra. (Hint:
Attach a 2-cell to S! with an attaching map resembling x sin(1/x).)
(i) Prove that every finite CW complex has the same homotopy type as a
polyhedron. (Hint: Use Theorem 8.24, induction, and the simplicial approxi-
mation theorem. See [Lundell and Weingram, p. 131].)

8.31. If {X,: A€ A} is a family of CW complexes with basepoint, then their wedge
/X, is also a CW complex. (Note: This result follows at once from Theorem
8.27 below, but a direct proof can be given here.)

*8.32. If (X, E) and (X', E) are finite CW complexes, then (X x X', E") is a CW
complex, where E” = {e¢ x e": e€ E and e’ € E'}. (Hint: If e is an i-cell and ¢’
is a j-cell, thene x e’ isan (i + j)celland e x e’ —e x ¢’ = [(e —e) x e']U
[e x (e’ —¢€')])

*8.33. If (X, E) is a CW complex, then so is X x I. (Hint: View I as a CW com-
plex having two O-cells, a°, b°, and one 1-cell ¢!. Show that E” = {e x a° e x b°,
e x ¢': e e E} is a CW decomposition of X x I In particular, show that X x I
has the weak topology determined by E”)
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Remark. There exist CW complexes (X, E;) and (X, E,) with X; x X, not
a CW space (see [Dowker]). It is known (see [Maunder, p. 282] that if X,
and X, are CW spaces, then so is X; x X, if either one of the X; is locally
compact or if both X, and X, have only a countable number of cells.

The inductive construction of open sets given in the proof of Theorem 8.24,
that is, the “thickening” of U, to U,,,, can be modified and used again.

Theorem 8.25. Every CW complex X is locally path connected.

PRrROOF. Let x € X and let U be an open neighborhood of x; it suffices to find
an open path connected set V with x € V < U. Let n be the smallest integer
with x € X™, and let ¢, be the n-cell containing x. We prove, by induction on
k > n, that there exist path connected subsets V, in X® with V,,, N X® =V,
with x € ¥, = X® N U, and with V, open in X®. The base of the induction
requires two cases: if n > 0, then V, exists because e, is homeomorphic to the
locally path connected space D" — S"™*; if n = 0, define V, = e, = {x}, which
is an open set in the discrete space X©.

For the inductive step, assume that V, exists as in the inductive state-
ment. If T is any open path connected subset of S¥, and if 0 < ¢ < 1, define
“thickenings”

B(T, &) = {z e D*** — §*: |z| > eand z/|z| € T}.

It is easy to see that every B(T, &) is an open path connected subset of D**!

with TU B(T, ) = B(T, ). Moreover, if W is any open subset of D¥*! and

o € WN S* then there exists an open path connected set T(c) with ¢ € T(0) <

WN Sk and there exists an ¢ with 0 < & < 1 such that B(T(0), ) = W. For

every (k + 1)-cell e, ®;1(UNX**V) is an open subset of D**!; moreover,

®,!(V,) is an open subset (in S¥) contained in S¥*N®,; (U N X**V). Define
Ve = VU U QB(T(0), ®)),

e ce® (V)

where ¢ € T(6) = ®.*(V;) and ¢ (which depends on T(o)) are chosen so that
B(T(c), &) = ®;1(UN X**V), Now V,,, is path connected: it is the union
of the path connected subsets ®,(T(o)U B(T (o), €)) (for B(T(6), ¢) = T(a)U
B(T (o), &) = B(T(0), ¢) and | J, T(6) = @, (V})) each of which meets the path
connected set V; contained in the union. Plainly, V,,,NX® =V,, and x e
Veer = UN X% Finally, V., is open in X**1), by Exercise 8.12(iii) (V4 is
the image of

10 (q)e_l(Vk) u (J B(T()9) Il X“”)-
e ce®, (Vi)

Define V =() V. Then xeV < U, V is open in X, and V is path
connected. N

This result coupled with Corollary 1.20 gives another proof of Theorem
8.23(ii1). We continue investigating topological properties of CW complexes.
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Theorem 8.26. Every CW complex X is a normal space.

ProOF. If 4 and B are disjoint closed subsets of X, it suffices to find a
continuous f: X — I with f(4) = {0} and f(B) = {1}. We shall prove by induc-
tion on n that there exist continuous maps f,: X — I with f,(4N X™) = {0}
and f,(BN X™) = {1}. Given such maps f,, one can define the desired map f
by setting f|X™ = f,.

If n = 0, then f, exists because X‘© is discrete. Assume that n > 0 and let
e be an n-cell in X with characteristic map ®,. Now ®,!(4) = ®,1(4Ne)and
®,(B) = ®,*(BNe)are disjoint closed subsets of D*. If h, = f,_; o (®,{S" 1),
then h,:S" ! -1 is a continuous map with h(®,;*(4)NS" ') = {0} and
h (@' (B)N S™™') = {1}. Extend h, to h, defined on ®;*(4) U ®;*(B)U S" ! by
defining h,(®,*(A4)) = {0} and h (®,*(B)) = {1}. By the Tietze extension theo-
rem, there is a continuous f,: D" — I extending h,. Finally, define f,: X™ — I
as the extension of f,_; with f,|e = f, for all n-cells e in X. It is easy to see that
/. has the necessary properties. O

It is known that CW complexes are paracompact and perfectly normal (see
[Lundell and Weingram, p. 54]).

Theorem 8.27. If X is a CW complex and Y is a CW subcomplex, then XY is
a CW complex.

PRrOOF. Let us prove that X/Y is Hausdorff. Let v: X — X/Y be the natural
map, let *+ = v(Y), and let v(x), v(z) be distinct points in X/Y. If neither v(x)
nor v(z) equals *, then they can be separated by open sets because X, hence
X — Y, is Hausdorff and v|X — Y is a homeomorphism from X — Y to the
subspace (X/Y) — {*}. If v(z) = *, then x ¢ Y; since X is normal, there is a
continuous f: X — I with f(x) = 0 and f(Y) = {1}. Since f is constant on the
fibers of v, Corollary 1.9 says that f induces a continuous f': X/Y — I with
f'(v(x)) = 0 and f'(x) = 1; it follows that X/Y is Hausdorff.

Let (E, ®) be a CW decomposition of X and let (E', @) be a CW decomposi-
tion of Y, where E'  E and @’ < ®. For each n > 0, let E, (respectively, E,)
denote the family of all n-cells in E (respectively, E'). Define the 0-cells in X/Y
by

(X/Y)° = {v(e): e € Eq — Eq} U {*};
for n > 0, define
(X/YYy = {v(e): e E, — E,}.

Finally, define the characteristic map of v(e) as the composite v®,.

We now verify the four axioms in the definition of CW complex.

(1) X/Y is the disjoint union of its cells; this follows easily from the cor-
responding property of X.

(2) Note first that, for each e € E, — E,, the map v®, is a map of pairs
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(D", 8" 1) = (v(e) U (X/Y)" Y (X/Y)" V), moreover, since @, and v: (X, Y) —»
(XY, %) are relative homeomorphisms (Example 8.5), it follows that v®, is also
a relative homeomorphism.

(3) If e E, — E,, then v(e) = v®,(D") = v(€); since € is contained in the
union of finitely many cells in X, it follows that v(e) is also contained in such
a finite union in X/Y.

(4) Suppose that B < X/Y is such that BN v(e) is closed in v(e) for every e.
Then v (BN v(e)) = v 1 (B)Nv L (v(e)) is closed in v~ (v(e)) = Y Ue for every
cell e. For every cell ain X, v }(B)Na = v *(B)N(YUa)Na is closed in a.
Since X has the weak topology determined by its cells, v_!(B) is closed in X;
since v is an identification, B = v !B is closed in X/Y. O

One can also prove this theorem using Theorem 8.24.

Definition. Let 4 be a subspace of X, and let i: 4 & X be the inclusion. Then
A is a strong deformation retract of X if there is a continuous r: X — A4 such
thatroi = 1,and ior ~ 1, rel 4; one calls r a strong deformation retraction.

One can rephrase this definition as follows: There is a continuous
F: X x I - X such that

(i) F(x,0)=xforall x e X;
(i) F(x,1)e A for all x € X;;
(iii) F(a,t)=aforallae Aandalltel

Now define r: X — A by r(x) = F(x, 1) to recapture the definition.

Recall the weaker definitions already given. A subspace 4 is a retract of X
if there exists a continuous r: X — A withr o i = 1,; a subspace 4 is a deforma-
tion retract of X if roi =1, and i or ~ 1. Thus A is a strong deformation
retract if A is a retract and there is a relative homotopy i o r ~ 14, not merely
a free homotopy.

Let X be the subset of the closed strip in R? between the y-axis and the line
x = 1, which is the union of I and all the line segments through the origin
having slope 1/nforn =1, 2, 3,.... It can be shown that I is a deformation
retract of X, but that I is not a strong deformation retract of X.

EXERCISE

*8.34. Let Z < Y < X. If Z is a strong deformation retract of Y and Y is a strong
deformation retract of X, then Z is a strong deformation retract of X. More
precisely, if r,: X — Y and r;: Y — Z are strong deformation retractions, then
r.ry: X = Z is a strong deformation retraction.

The next technical lemma is useful.

Lemma 8.28. Let (X, E) be a CW complex and let (Y, E') be a CW subcomplex
(where E' c E). If M < X® — (X*~D U Y) consists of one point chosen from
each k-cell in X — Y, then X* YUY is a strong deformation retract of
(X®UY)— M for every k > 1.
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Proor. There is no loss in generality in assuming that, for each k-cell e, the
characteristic map ®,: D* —» X® U Y satisfies ®,(0) = m,, where {m,} = eN M.
Define F: (X®PUY) - M) x I (X®PUY)— Mby

X fxe X% DyUY
®,[(1 — t)o + to/v]]] if x = O (1), v # 0, and e ¢ E

(we are merely projecting e — {m,} onto the boundary of € by contracting
along radii from m,). It suffices to show that F is continuous.

Now X® U Y has the weak topology determined by its cells; it is easy to
see that (X* U Y) — M has the weak topology determined by the cells in E’
and the punctured cells e — {m,} for e € E — E'. It follows from Exercise 8.33
that (X® U Y) — M) x I has the weak topology determined by all e* x a°,
e” x b° and e* x c!, where the cells in I are a°, b° (the endpoints), ¢! (the
open interval), and e* is either a cell in E’ or a punctured cell in E — E'. But,
as in the proof of Theorem 8.11, the restriction of F to any of these subsets
is continuous, so that the continuity of F follows from Lemma 8.14. O

F(x, t) ={

Theorem 8.29. Let X be a CW complex and let Y be a CW subcomplex. There
is an open set U in X containing Y with Y a strong deformation retract of U.

ProoF (Dold). By Lemma 8.28, X* VU Y is a strong deformation retract of
(X®UY)— M for every k > 1 (where M consists of exactly one point from
each cell in X that is not in Y); let

R (XPUY)— M- X% DUy

be a strong deformation retraction. Define U, = Y and U, = r; *(U,_,) for
k > 1. Clearly, Y = U,; moreover, U, is openin (XU Y) — M (since Uy = Y
is open in X @ U Y because X'@ is discrete). It follows that U, is open in
(X®UY)— M forall k > 1 and that U, < U,,. Hence U = () U, is an open
set in X containing Y (that U is open is by now a familiar argument). By
Exercise 8.34, Y is a strong deformation retract of each U,: there are contin-
uous maps G;: U, x [ - U, for all k > 1 such that

G,(x, 0) = x

Gk(x’ 1) =ryr " rk(x) (3 Y} for all X € Uk’

G.(y,t)=y forallyeYandtel

Moreover, these G, can be constructed, inductively, so that G, |U; x I = G,.
Finally, define H: U x I - U by H|U, x I = G,. Now H is continuous, for
U x I has the weak topology determined by {(U x DNX® x Lk > 1} =
{U, x I k > 1}, and H exhibits Y as a strong deformation retract of U. [

Remark. More is true: given any open set W containing Y, there exists an open
V with Y < V = W and with Y a strong deformation retract of ¥ ([Lundeli
and Weingram, p. 63]).
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Lemma 8.30. Let (X, E) be a CW complex and let x € X. Then there is a CW
decomposition of X having x as a 0-cell.

Proor. There exists a (unique) n-cell e € E containing x. If n = 0, then x is
already a O-cell. If n > 0, there exists z e D" — S*™! with ®,(z) = x. By sub-
dividing, one can regard D" as a CW complex with cells X, say, and with z a
O-cellin . Then E’ = (E — {e})U {®,(0): o € £} gives the desired CW decom-
position of X. O

Corollary 8.31. If X is a CW complex and x € X, then there exists an open
neighborhood U of x with U contractible to x.

ProoF. By Lemma 8.30, we may assume that x is a 0-cell in X, hence {x} is a
CW subcomplex of X. Theorem 8.29 now applies. O

Remark. More is true. A space X is locally contractible if, for every x € X, each
neighborhood U of x contains an open neighborhood V of x that is contracti-
ble to x in U; that is, there exists a continuous F: V x I - U with F(v, 0) = v
and F(v, 1) = x for all v € V. Using the improved version of Theorem 8.29 cited
above, one can prove that CW complexes are locally contractible.

Lemma 8.32. Let X be a normal space, and let Y be a closed subspace. If
X x {0}UY x Lis a retract of some open set U containing it, then, for every
space Z, every map H': X x {0}UY x I > Z can be extended to X x L

X X{0}UY X ——————7
H

ProoF. Let r: U - X x {0}UY x I be a retraction. We shall construct a
continuousmap u’: X x I - U that fixes X x {0} UY x I pointwise; then the
composite H'ru’ is the desired extension of H'.

For each ye Y, {y} x I = U, so that the tube lemma (Lemma 8.9') gives
an open set W, of X containing y such that W, x I < U. If W is the union of
these sets W, then W is an open set in X with Y <« W and with W x I < U.
Since X is normal, the Urysohn lemma gives a continuous map u: X — I with
u(Y)=1land u(X — W) =0.

Define u": X x I - X x I by u'(x, t) = (x, tu(x)). First, we show that im v’ <
U, so that we may assume that u": X x I - U. If x ¢ W, then u(x) = 0 and
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w(x,t)=(x,0eX x {0} =« U; if xe W, then u'(x, t) = (x, tu(x)) e W x I =
U. Finally, we show thatu’ fixes X x {0} UY x Ipointwise. Clearly,u’(x, 0) =
(x, 0), while y € Y implies u’(y, t) = (y, tu(y)) = (», t) because u(y) = 1. O

Theorem 8.33 (Homotopy Extension Theorem). Let X be a CW complex, let
Y be a CW subcomplex, and let Z be a space. For every continuous f: X —» Z
and every homotopy h: Y x 1 — Z with h(y, 0) = f(y) for all y € Y, there exists
a homotopy H: X x 1 - Z with

H(x,0)= f(x) forallxeX
and

H(y,t) =h(y,t) forall(y,t)e Y x L

PRrOOF. Define H': (X x {0})U(Y x I) > Zby H'(x, 0) = f(x)forall x € X and
H'(y,t) = h(y, t) for all (y,)e Y x L Since X x {0}UY x Iis a CW sub-
complex of X x I, Theorem 8.29 provides an open neighborhood U con-
taining it and with X x {0} U Y x I a (strong deformation) retract of U. Since
X is normal, by Theorem 8.26, Lemma 8.32 applies to show that H' can be
extended to X x L. O

For a proof of Theorem 8.33 avoiding Theorem 8.29, see [Maunder, p. 284].

There is standard terminology describing these theorems. Every CW sub-
complex of a CW complex is an absolute neighborhood retract (ANR) (Theorem
8.29), and its inclusion is a cofibration (Theorem 8.33).

Cellular Homology

We now introduce cellular homology, the theory most suitable for computing
homology groups of CW complexes. Given a CW decomposition E of a space
X, we shall define a chain complex whose group of n-chains, for each n > 0,
is a free abelian group whose rank is the number of n-cells in E. For simplicial
complexes, these ranks are usually smaller than the ranks of the chain groups
of simplicial theory, for the number of n-cells in a CW decomposition can be
less than the number of n-simplexes in a triangulation. Thus Example 8.14
shows that the cellular chain groups for S” (with n > 0) can be infinite cyclic
in degree 0 and n and zero elsewhere. Knowing this, one can instantly compute
H,(S").

One could define the cellular chain complex directly (we have not yet
described the differentiations), but it is quicker for us to define it in terms of
singular homology groups.

Definition. A filtration of a topological space X is a sequence of subspaces
{X™ ne Z} with X" < X"*! for all n. A filtration is cellular if:
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(i) H,(X", X" ') =0for all p # n;
(i) forevery m > 0 and every continuous o: A™ — X, there is an integer n with
imo < X"
Note that condition (i), a weak version of Theorem 8.19, implies that

X = | X" because every O-simplex (namely, every point in X) lies in some X".

Definition. A cellular space is a topological space with a cellular filtration. If
X and Y are cellular spaces, then a cellular map is a continuous function
f: X > Ywith f(X") < Y"forallne Z.

It is plain that all cellular spaces and cellular maps form a category. The
filtration of a CW complex by its skeletons will be seen to be cellular (Theorem
8.38). If no other cellular filtrations are mentioned, a continuous map f: X -»Y
between CW complexes is called cellular if

f(X™) < Y® foralln> 0.

Definition. If X is a cellular space and k > 0, define
W.(X) = H(X*, X*"') (singular homology);
define d;: W, (X) - W,_,(X) as the composite d, = i,
H,(X* X*71)

F) d,

Hyy(X*) —— H (X1, X2
1

*

where i: (X*1, &) o (X*, X*1)is the inclusion and @ is the connecting homo-
morphism arising from the long exact sequence of the pair (X*, X*1).

Lemma 8.34. If X is cellular space, then (W, (X), d) is a chain complex (called
the cellular chain complex of the filtration of X).

Proor. We need show only that d,d,.; = 0. But d;d,,, is the composite
Hy g (XM, X% > Hy(X*) - Hy(X*, X*71) - Hk—l(Xk—l) - H,_(X*71, X*72),
and this is zero because the middle two arrows are adjacent arrows in the long

exact sequence of the pair (X*, X*™1). 0

The hypothesis that the filtration on X is cellular is not needed for Lemma
8.34; any filtration gives the same result.
Lemma 8.35. Let X be a cellular space and let p > q.

(i) H (X", X9)=0ifq=norif n>p.
(i) H,(X, X% =0 forall q > n.
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(i) H,(X, X7) = H,(X"*!, X9)if g < n.
(iv) H(X, X )~ H(X, X 3) = H(X, X ®) =+ for all n.

PROOF. (i) We do an induction on p — g > 0. If p — g = 0, then the result is
true because H,(Y, Y) = 0 for every space Y and every n (use the long exact
sequence of the pair (Y, Y)). If p — g > 0, consider the following portion of the
long exact sequence of the triple (X7, X!, X4):

H, (X1, X9) - H, (X", X9) — H,(X?, X7*).

Now n > p>q + 1 implies that n # q + 1, so that the first term is zero,
by definition of cellular filtration. The inductive hypothesis does apply to
the third term, for p — (g + 1) < p — q; moreover, we know that n > p,
while g > nimplies that ¢ + 1 > n; therefore H,(X?, X4*') = 0, and hence the
middle term is zero, as desired.

(i) Let cls { € H,(X, X9). By condition (ii) in the definition of cellular
filtration, there exists p > g with { € S,(X*). Hence

cls { e im(H,(X?, X?) — H,(X, X)),

and this last (sub)group is zero, by (i).
(iii) Thelongexact sequence of the triple (X, X"*!, X4) contains the portion

H,oy (X, X" o H (X", X) > H(X, X%) - H(X, X"*),

and the outside flanking terms are zero, by (ii).
(iv) Let g < —2. Given n, we know that H,(X, X%) =~ H,(X"*!, X9, by (iii).
The long exact sequence of the triple (X"*!, X!, X9) contains the portion

H (X7, X — H(X"™, X9) > H,(X"", X7 > H,., (X}, X9).

Now H,(X~!, X9 = 0if n > 0, by (i); when n < 0, singular homology always
vanishes. We conclude that

H(X, X%) ~ H, (X", X9) ~ H(X"*!, X"') = H/(X, X"). O

Theorem 8.36. If X is a cellular space and k > 0, then
H(W, (X)) = H(X, X71).

Proor (Dold). Let k < n — 1. By remark (4) after Theorem 5.9, the triple
(X", X", X*) gives a commutative diagram

H,o (X", X" —2 H,(X")
N

H,(X", X*),

where 9, ¢’ are appropriate connecting homomorphisms and 4, is induced
from the inclusion A: (X", &) — (X", X*). Since H, is a functor, there is a
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commutative diagram

H,(X™)

My
Hn(an Xk) — Hn(X", Xn_l )’
T
where all arrows are induced from inclusions. Combining these triangles gives

a commutative diagram

H.(x,xm —2 5  H (X"

o A Hy
OO XD —— B X,

By definition, d,,, = p,0. There is thus a commutative diagram
H, (X", X")

o dn+1

H(X" X*)  ——— H,(X", X"
Jx
A similar argument gives commutativity of the other triangle in the diagram
below:
Hn+1(X"+1’ Xn) 0

a/ dn+l

0 —— Hy(X" X*) —— H,(X" X" —% H,_,(X", X¥)
d

n l*

Hn(Xn+ls Xk) Hn-l(Xn_l’ Xn—2)

0

The row and two columns are each portions of appropriate exact sequences
of triples, the zeros occurring by Lemma 8.35. Now

H,(X, X*)~ H(X"*, X*)  [Lemma 8.35(iii)]

~ H,(X", X*)/im & [exactness of first column]
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~im j,/im j, & [ j, is an injection]

= ker 0/im j, 0 [exactness of row]

= ker d/im d,,, [definition of d,,. ]

=keri,dfimd,,; [i,isaninjection]

=kerd,/imd,,, [definition of 4,,].
Thus H,(X, X*) = H,(W,(X)) whenever k <n — 1. It follows from Lemma
8.35(iv) that H,(X, X ') =~ H,(W,(X)) for all n. O
Corollary 8.37. If X is a cellular space with X! = (&, then, for all k,

H(X) = H(W,(X)). O

Let X be a CW complex with CW subcomplex Y. Define
X’}‘, =X®y Y,
where (as usual) X® is the k-skeleton of X. Note that X;! = Y; in particular,

Xyt = Zif Y = (&. Itis plain that X% < X%*! for all k, so that we have defined
a filtration of X.

Notation. W, (X, Y) is the chain complex determined by the filtration of X by
the X% [so that W, (X, Y) = H, (X%, Xk™1)].

Suppose that X and X' are CW complexes and that f: X — X’ is a cellular
map; that is, f(X®) < (X')® for all k > 0. If Y and Y’ are CW subcomplexes
of X and X', respectively, and if f is a map of pairs [ f: (X, Y) - (X", Y')],
then f: X — X’ is cellular with respect to the filtrations X% and (X')§.. It
follows that every cellular map of pairs f: (X, Y) — (X', Y’) induces a chain
map f4: W, (X, Y) > W, (X', Y') and hence homomorphisms

S (W (X, Y)) » H(W, (X', Y'))
forallk > 0.

Theorem 8.38. Let X be a CW complex with CW subcomplex Y.

(i) The filtration of X by the subspaces X% is a cellular filtration (so that X
is a cellular space).

(ii) If W(X,Y) is the corresponding cellular chain complex, then there are
isomorphisms for all k > 0,

PRrOOF. (i) Let E be a CW decomposition of X, let E' < E be a CW decomposi-

tion of Y, and let M consist of one point chosen from each cell in E — E'. If
k > 1, then Lemma 8.28 says that X%™! is a deformation retract of X} — M;
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for all p > 0, Exercise 5.14(iii) gives H,(X§ — M, Xy ') = 0. A portion of the
long exact sequence of the triple (X%, X§ — M, Xt 1) is

HP(X’; - M’ X;"_l) - p(X')ga Xll‘f_l) - Hp(Xl;a X;" - M) - p—l(X;" - M7 Xllg_l)’

where the middle arrow is induced by inclusion. It follows from the two outside
terms being zero that there are isomorphisms (all p, k > 1)

HP(X{C', X';_l) 3 Hp(X’}(% Xllg - M)

Computing closure and interior in X%, we see that X¢™* < (X% — M)°. Hence
excision applies and there are isomorphisms

H,(Xy, X3 — M) = H,(Xy — X3!, X§ — Xy — M),

Since X§ — X% ! = ||,{ek € E — E": €} is a k-cell}, Theorem 5.13 applies to
give isomorphisms for all p, k > 1

Hp(Xl}c’_X,}"_ls XI}"—X;‘/_I _M);;Hp(e’;.a e',{—M) (*)

(remember that e — M = e — {m,} for some m; € e%). Now e% ~ R* implies
that H,(ef, ek — M) =~ H,(R*, R* — {0}). Taking composites, we have isomor-
phisms for all p, k > 1

H, (X}, X§) = ; H,(R*, R* — {0}). (*%)

Since R¥ — {0} has the same homotopy type as ¥, the long exact sequence
of the pair (R¥, R¥ — {0}) becomes

RPN Hp+1(Rk) - Hp+1(Rk, Rf — {0}) N Hp(Sk—l) N Hp(Rk) R
Ifp > 1, then both homology groups of R* vanish, and there are isomorphisms
H,,,(RY, R* — {0}) = H,(S*™).

The right-hand side is zero unless p = k — 1, hence H,(R*, R* — {0}) = 0 for
p #k
If p = 1 (and k # 1), we have exactness of

0 = H,(R*) - H; (R, R* — {0}) > Ho(R* — {0}).

Since k # 1, we know that R* — {0} is path connected; therefore Ho(R* — {0}) =
0 and H,(R*, R* — {0}) = 0, as desired.

Finally, if p = 0, then H,(R¥, R* — {0}) = 0 when k 5 0 because R* is path
connected and R* — {0} # (.

The second condition in the definition of a cellular filtration is that for every
m > 0 and every continuous ¢: A™ — X, there exists an integer n with im ¢ =
X%, This follows at once from Corollary 8.19, because im ¢ is compact and
hence lies in some finite CW subcomplex of X.

(ii) Now that we have verified that the X% form a cellular filtration with
Xy = Y, the result is immediate from Theorem 8.36. O
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One can squeeze more information from the proof just given.

Theorem 8.39. Let (X, E) be a CW complex with CW subcomplex (Y, E'). For
each k > 0, the chain group W, (X, Y) is free abelian of (possibly infinite)
rank r,, where r, is the number of k-cells in E — E'. In particular, W, (X) =
W(X, &) is free abelian of rank equal to the number of k-cells in E.

Proor. Equation (%) in the proof of Theorem 8.38 holds for all p, k > 1; in
particular, when p = k, it says that

WilX, Y) = Hy(X}, X371) = ), Hy(R" R* — {0}),
A

where 4 ranges over an index set of cardinal r,. We later observed, when k > 1
(remember p = k now), that H,(R*, R* — {0}) = H,_,(S*"!). The theorem is
thus proved for all k > 2, for then H,_,(S*"!) = Z.

When k = 1, there is an exact sequence

0 = H;(R') > H,(R", R" — {0}) > Hy(5°) - H,(R") = 0;
that is, there is an exact sequence
0-H,(RL,R'—{0})>Z 0.

It follows that H,(R*, R' — {0}) = Z, and the theorem holds in this case too.

The case k = 0 follows from Corollary 5.14: Hy(X, A) = Y ; Ho(X;, AN X)),
where {X;: j € J} is the set of path components of X. Here we must compute
Hy(X, Y), where X9 = X DU Y. Let {Y;: i € I} be the path components of Y,
and let X{? = {eJ € X9: €9 ¢ Y}. Since X? is discrete and Y is closed, the
path components of X7 are the Y; and the singletons {e3}. Thus

Ho(XD, Y) = ¥ Ho({ed), YN {e) @3 Ho(¥, N Y)

=Y Ho({e3}, YN{e}}) (Theorem 5.12)
7

= ; Ho({e2}) (YD {e2} = D).
We have shown that W,(X, Y) = Hy(X?, Y) is free abelian of rank r,, where
ro is the cardinal of X{?, the O-cells in E — E'. O

EXERCISE

*8.35. If X is a CW complex, show that there is a chain map W, (X) — S,(X) inducing
isomorphisms in homology. (Hint: First define an isomorphism r,: W,(X) —
Y H,(e,, e; — M) as in the proof of Theorem 8.38, namely, the composite

W,(X) = H‘,(X(”), X1y —>Hp(X("), X® — M)
- HF(X(P) — Xm0 X _ X~ _ M) _’ZHp(e;.’ e, — M).
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Now define s,:Y H,(e;, e; — M)— P(X)_ by sending a generator of
H,(e;, e, — M) into @, oo, where a: (A?, AP) - (D, SP7') is a homeomor-
phism. Then {s,r,} is the desired chain map.)

As we asserted at the outset, the chain groups of the cellular chain complex
of a CW complex are free abelian groups of “small” rank. For example, the
reader may now give a quick proof of Theorem 6.22, which says that a loop
generates H, (S1).

Corollary 8.40. If X is a compact CW complex of dimension m, then

(i) Hy(X)is f.g. for every p > 0;
(i) Hy(X)=0 forallp > m;
(iii) H,,(X) is free abelian.

Theorem 8.41. Let (X, E) be a CW complex with CW subcomplex (Y, E'). Then
the natural map v: X — X/Y induces isomorphisms for every k > 0

v Hi(X, Y) 5 H(X/Y, +) = By(X/Y),

where * denotes the singleton point v(Y) in X/Y.

ProOOF. As in Theorem 8.27, we regard X/Y as a CW complex with CW
decomposition E” = (E — E')U {x}. The natural map v is a cellular map of
pairs (X, Y) - (X/Y, ), which maps those cells of X not in Y homeomor-
phically onto those cells of X/Y other than the O-cell . That v is cellular implies
that v induces a chain map v,: W, (X, Y) - W, (X/Y, %). Recall the isomor-
phism (*) in the proof of Theorem 8.38:

WX, Y) = Hy(X%, X5 1) 3 Y Hy(e e* — M) forallk > 1;

this map is a composite of inclusions (and the injections and projections of a
direct sum decomposition). Since v maps cells in E — E' homeomorphically,
itfollows that v, is an isomorphism for all k > 1. Even v, is an isomorphism,
but now we must also observe, using Theorem 5.13, that v induces a bijection
from the family of path components of X® U Y not containing Y to the family
of path components of X/Y not containing *. Therefore v is an isomorphism
of chain complexes, and hence it induces isomorphisms of the respective
homology groups:

H, (X, Y) = H,(X/Y, *).
But Theorem 5.17 gives H,(X/Y, ¥) = H,(X/Y). a
Corollary 8.42. For i = 1, 2, let X; be a CW complex with CW subcomplex Y;;
let f: (X,, ;) = (X,, Y,) be a continuous (but not necessarily cellular) map of

pairs that induces a homeomorphism f: X,/Y, 3 X,/Y,. Then f induces iso-
morphisms for all k > 0

fot Hi(X1, Y1) 3 Hy (X3, Yy).
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Proor. For i =1, 2, let v;: X; —» X;/Y; be the natural map. The following
diagram commutes:

7,
H(X,, ;) — H(X,, Y,)

Vix Vox

Hk(Xl/Yl) —f“" ﬁk(Xz/Yz)-

Since three of the maps are isomorphisms (f; by hypothesis and the v, by
Theorem 8.41), it follows that f, is an isomorphism. O

Corollary 8.43 (Excision). If X is a CW complex and Y,, Y, are CW subcom-
plexes with X = Y, UY,, then the inclusion i: (Y}, Y; N Y,) & (X, Y,) induces
isomorphisms for all k = 0,

iy: H(Y,, Y, N %) 5 Hy(X, Y;).
ProoF. The inclusion induces a homeomorphism Y;/Y; NY, 5 X/Y, (if E; is
the family of cells in Y;, then the cells of the left side are those of E; — (E; N E,)
and the basepoint, while the cells of the right side are those of (E, UE,) — E,

and the basepoint). The corollary now follows at once from Corollary 8.42.
O

Corollary 8.44 (Mayer—Vietoris). If X is a CW complex with CW subcomplexes
Y, and Y, with X = Y, UY,, then there is an exact sequence

= H (YN Y,) = H(Y,) ® H(Y,) - H(X)-»>H_(Y,NY,) >

whose maps can be given explicitly.

Proor. The usual consequence of excision (see Theorem 6.3). O

EXERCISES

8.36. (i) If X is a compact CW complex with CW subcomplex Y, then H, (X, Y) is
f.g. for every k > 0.
(ii) If (X, E) is a CW complex having only finitely many cells in each dimenston,
then H,(X) is f.g. for every k > 0.

8.37. Show that H,(RP%) is cyclic (possibly zero) for every k > 0.
8.38. If {X,: X € A} is a family of CW complexes with basepoint, show that
H*(\/ Xl) = Z ﬁ*(X;.)_

8.39. Using the CW decomposition of the torus T given in Exercise 8.25, compute
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H,(T)(once again!). (Hint: The 1-skeletonis S* v S*,so that Hy(T, S' v ') =Z
and H (T, S' v $')=0)

Definition. Let (X, E) be a finite CW complex and let «; denote the number of
i-cells in E. The Euler—Poincaré characteristic of (X, E) is

1X) =3 (—Du.

i20

The remark after the proof of Theorem 7.15 shows that the Euler—Poincaré
characteristic of a finite CW complex (X, E)isequalto Y ;- o (— 1) rank Hy(X);
hence this number depends only on X and not on the CW decomposition E.
Moreover, since every polyhedron X may be viewed as a CW complex
(determined by a triangulation of X), we see that we have generalized our
previous definition from polyhedra to finite CW complexes.

Theorem 8.45. If X and X’ are finite CW complexes, then
AX x X') = 1 (X)x(X).

Proor. If E and E’ are CW decompositions of X and X', respectively, then we
saw in Exercise 8.32 that E” = {e x e’: e € E and ¢’ € E'} is a CW decomposi-
tion of X x X'. If e is an i-cell and €’ is a j-cell, then e x e’ is, of course, an
(i 4+ j)-cell. The number B, of k-cells in E” is thus Y ;- o;0; (Where ; is the
number of i-cells in E and o is the number of j-cells in E’). But
EVa) (R~ = X (~)Youog = (=1 3 o= T (= 1}hi.
LJ LTJ=

Therefore y(X)x(X') = x(X x X'). O

If X and X’ are polyhedra, a proof of this formula using the techniques of

Chapter 7 is fussy (a triangulation of X x X’ is more complicated than the
CW decomposition E” above).

EXERCISES

8.40. Compute x(S™ x S").

8.41. Show that y(CP") =n + 1 = y(HP").
8.42. Show that y(RP") = (1 + (—1)").

8.43. If X is a CW complex with CW subcomplexes Y; and ¥, such that X = Y, U Y,,
then

x(Yy) + x(Y3) = x(X) + x (Y, N Y).
Of course, one must know both the chain groups and the differentiations

to understand a chain complex; apart from its definition, we have not yet
discussed the differentiations d; of W, (X). To emphasize this point, consider
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X = RP". By Theorem 8.8(i), there is a CW decomposition of X of the form
{e% €', ..., e"}, and so each chain group W (X) = W (X, &) =Z for 0 <
k <n (and W(X) =0 for k > n). We conclude that H,(RP") is cyclic for
0 < k < n; however, without knowing the differentiations explicitly, we can-
not yet say whether these cyclic groups, for any fixed k, are infinite, finite, or
even zero. (On the other hand, the CW decompositions of CP" and HP" of
Theorem 8.8 may now be used to give an instant proof of Theorem 8.13.)

As in Example 8.15, regard S" as a CW complex having two k-cells {e¥, €%}
for each k with 0 < k < n. Recall that e¥ is the closed northern hemisphere of
S* and that e is the closed southern hemisphere; thus the k-skeleton of S"
consists of the cells in S*. By Eq. (*) in the proof of Theorem 8.38,

W (S") = H,(S*, S¥71) = Hy(ef, ef — {m,}) @ Hy(e}, e5 — {m,}),

where m; € e, fori = 1, 2, are any chosen points; choose m, to be the antipode
of m;. We know that each summand orn the right-hand side is infinite cyclic.
Let B* be a generator of Hy(e%, e¥ — {m,}).

As usual, let a*: S* » S* denote the antipodal map; let us denote the
antipodal map of pairs (S¥, S¥71) — (S%, S¥™) by A* Now A* restricts to
a homeomorphism (e¥, e — {m,}) > (e, e — {m,}). Therefore, A%(B*) is a
generator of Hy(e, e5 — {m,}), and hence {B*, 4%(B*)} is a basis of W;(S").

Consider the commutative diagram

Ak
Hk(Ska Sk‘l) — Hk(Sk, Sk_l)

H,_(($*7) —a,:;" H,_,(S*71):
*

6, A% = ak™15,. Recall that Theorem 6.23 says that ak™' is muitiplication
by (—1)% on the other hand, we see that A% is the automorphism of
H,(S*, §¥') = Z ® Z which interchanges the free generators g* and A% (B%).

Let v: $" — RP" be the usual identification, which identifies antipodal
points. If we regard RP" as a CW complex with the CW decomposition
of Theorem 8.8(i), then v is a cellular map and it induces a chain map
vy: W, (8") » W, (RP"). Since vA* = v for all k, it is plain that v,(8*) =
v, (A% (B%)) for all k and that their common value is a generator of the infinite
cyclic group Wi (RP").

Lemma 8.46. Using the notation above, for all k > 0 there is a basis of W,(S")
of the form { B*, A% (B¥)} with the following properties:

(i) v4(B*) = v4(AL(BY)), and their common value is a generator of W,(RP");
(i) the differentiation d,: W, (S") - W,._,(S"), for k > 0, satisfies

d(B*) = £(ATH(B*TH) + (= DB,
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PROOF. (i) This was proved above.

(i) Identify B* € H(e¥, e¥ — {m,}) with its image in H,(S*, $*"!) = W,(S")
(Eq. (*) in the proof of Theorem 8.38). Recall that d,: W, (S") » W,_,(S") is the
composite d;, = i, 0;:

d
Hk(Sk, Sk—l) ______"__, Hk—l(Sk_la Sk—Z)’
8, i

H,((8*7)
where i: (S*71, @) o (S¥71, §¥72). Now
(1) dAL(BY) = 1,6,45(B*) = i a0 (B*) = (— 1), 0(B*) = (— 1)di(BY).
It follows that y, defined by
e = AL(B*) — (= 1% = AL(B*) + (— 1)1 p*

lies in ker d, = Z,(W,(S")). We claim that Z, (W, (S")) = (y,> for 1 <k < n.
For the other inclusion, assume that

0 = di(rA%(B*) + spb), r,seZ
= rd AL (BY) + sdi(B*)
= r(—1*dy(B*) + sdi(B*) = [r(—1)* + s1di(B*).

Since W,_,(S") is a free abelian group, either r(—1)* + s = 0 or d,(*) = 0. In
the first case, s = (—1)**'r and r4%(B*) + sp* = ry. € (%), as desired. We
now show that the second case cannot occur. If d,(B*) =0, then Eq. (1)
gives d, A%(B*) = (—1)*d(B*) = 0, and so B,_(W,(S")) =imd, =0. If n >
k — 1> 0, then we contradict H,_,(S") = 0 (since we have just seen that
Z,_1 (W (8™) = {Ye=1» # 0). There is also a contradiction if k = 1, because
Zo(W,(S™)) = W,(S") is free abelian of rank 2, while Hy(S") = Z forces
Bo(W, (") # 0.

If 1 <k < n, then d(B*) € B,_,(W,(S") = Z,1(W,(S™) = (Y1, by our
computation above. Hence d,(B*) = my,_, for some me Z; furthermore
di A% (B*) = (— 1Y*my,_,. Thus im d, = {my,_,); since y,_, # 0 has infinite
order, m = + 1. Therefore

d(B*) = £y = £(ATH (BT + (1B,

as desired. When k = 1, we may compute d, directly. Now B! is the upper half
circle from 1 to —1, and B° = 1; hence

di(B*) =1i,0,(B*) =cls 1 —cls(—1),
as desired. O
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Theorem 8.47. If n is odd, then

(Z ifp=0orp=n
H,RP") =< Z/2Z ifpisoddand0<p<n
L0 otherwise.

If n is even, then

~

z ifp=0
H,RP")= < Z2Z ifpisoddand0<p<n

0 otherwise.

Proor. Consider the commutative diagram

d
Wi(S") —— Wt (S")

W(RP") - W1 (RP"),
k

where we are writing D, for the differentiation in W,_(RP"). Then
Dyv4(B*) = vy di(B¥)

£, (AT B + (= D)

(1 + (=Dve (B,

Since v, (B*) is a generator of W;(RP"), D, is the zero map for odd k and is
multiplication by 2 for even k. Abbreviating W, (RP") to W,, we see that the
cellular complex is:

D, 4 D, D, D,
Wy=0—0DW,—W,_;, —- - — W, oW, W, =W, —>W,—0
I, 1y I N P e
0—mZ —— Z —- - —Z —2Z -7 —>7Z—Z7Z —0
The theorem now follows easily. O

Remark. It is possible to compute H,(RP") by simplicial methods using an
explicit triangulation of RP". First, triangulate S” using the 2(n + 1) vertices
g;e;, where g; = +1 and e; is the (n + 1)- tuple having (i + 1) st coordinate 1
and all other coordinates 0; the n-simplexes are of the form [gqey, .., €,,]
for every choice of signs (g, . .., &,). If this simplicial complex is called K, then
one proves by induction that Sd K induces a triangulation of RP" (under the
map S" — RP", which identifies antipodal points). This triangulation is essen-
tially in [Hilton and Wylie, p. 133]; the reader is referred to the discussion in
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[Wallace, p. 71], which contains a geometric version of Theorem 7.30; see also
[Maunder, p. 140].

ExampLE 8.22. Let p and g be relatively prime integers. Regard S° as all
(2o, z,) € C? with |zo|? + |z,|2 = 1. Let { = ¢*™/? be a primitive pth root of
unity; define h: 3 — S3 by

h(207 Zl) = (CZOa qul)’

and define an equivalence relation on S3 by (z,, z,) ~ (24, z}) if there exists an
integer m with h™(z,, z,) = (z4, z1). The quotient space S3/~ is called a lens
space and is denoted by L(p, q).

EXERCISES

8.44. Show that L(p, q) is a compact Hausdorff space. (In Exercise 10.32, we shall see
that L(p, g) is a compact connected 3-manifold.)

8.45. (i) Show that L(1,1) = S>.
(ii) Show that L(2, 1) = RP3.
(iii) If ¢ = ¢’ mod p, then L(p, ) = L(p, q').

*8.46. (i) Show that there is a CW decomposition of S having p cells in each
dimension, namely, forr =0,1,...,p — 1,

e = {(zo, 0) € S3: arg(z,) = 2nr/p},
! = {(zo, 0) € $3: 2nr/p < arg(z,) < 2n(r + 1)/p},

()

e’ = {(zo, 2,) € S*: arg(z;) = 2mr/p},
& = {(zo, 2,) € §: 2mr/p < arg(z,) < 2xn(r + 1)/p}.
(Recall that if z is a nonzero complex number, then z = pe® for p > 0 and
0 < 0 < 2m; one defines arg(z) = 6.)
(ii) If v: 8% > L(p, q) is the natural map, show that the family of all v(e¥) is a

CW decomposition of L(p, q). Conclude that L(p, g) may be viewed as a
CW complex having one cell in every dimension < 3.

8.47. (i) Show that the CW decomposition of S* in the above exercise leads to a
cellular chain complex W, (S%) with differentiations:

d(erl) = e? - e?+1
de?) =Y 73e}
de) = e — e}y

(take subscripts r mod p in the first and third formulas).

(i) From Exercise 8.46(ii), we know that there is a CW decomposition of
L(p, q) with W,(L(p, q)) = Z for all k < 3 (and with W, = 0 for k > 3); let
7, denote a generator of W, (L(p, q)). Use part (i) of this exercise to show
that the differentiations satisfy

D(y;) =py; and D(y;) = 0= D(,).
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(iii) Show that

z ifk=0,3
Hy(L(p, 9)) = {Z/pl ifk=1

0 otherwise.

Lens spaces are examples that arose in investigating the Poincaré conjec-
ture (they also enter into Milnor’s counterexample to the Hauptvermutung):
Is every compact simply connected manifold having the homology groups of
a sphere actually homeomorphic to a sphere? (We have already mentioned
this problem in Chapter 7.) A natural first question is whether two (com-
pact connected) manifolds having the same homology groups are necessarily
homeomorphic; indeed, must they have the same homotopy type? The lens
spaces (which are compact 3-manifolds) settle these first questions. Note that
if p # p’, then L(p, q) and L(p’, q’) do not have the same homotopy type
because they have different first homology groups.

Theorem

() L(p, q) and L(p, q'} have the same homotopy type if and only if either qq’
or —qq’ is a quadratic residue mod p;

(1) L(p, q) and L(p, q') are homeomorphic if and only if either ¢ = +4q' mod p
orqq’ = +1mod p.

The first statement is proved in [Hilton and Wylie, p. 223] and in [Seifert and
Threlfall, p. 222]; necessity of (ii) is outlined in [Munkres (1984), p. 242];
sufficiency is proved in [Brody].

The 3-manifolds L(5, 1) and L(5,2) have the same homology groups,
but they do not have the same homotopy type (for neither 2 nor —2 is a
quadratic residue mod 5). The 3-manifolds L(7, 1) and L(7, 2) have the same
homotopy type (for 2 = 32 mod 7), but they are not homeomorphic (for
2# +1mod7).

There are two general methods for computing cellular homology (aside
from variations of the method used for RP"). One way involves selecting bases,
say, {o;: i € I} of W(X) and {B;: j € J} of W,_(X). Now d,(a;) = Y ; [ Bi1B;
where [o;: B;] are certain integers called incidence numbers; of course, d, is
completely determined by the matrix of incidence numbers. It can be shown
([(Maunder, p. 319] that [«;: ;] can be computed as the degree of a certain
map S*~! - S¥7! (which is a composite of maps involving the characteristic
maps of «; and of §;).

A second approach (see [Cooke and Finney] or [Massey (1978)]) involves
defining (new) cellular chain groups C,(X) as free abelian groups with bases
the k-cells in a given CW decomposition of X, and then defining the differentia-
tions d, by specifying incidence numbers. When the CW complex is regular,
that is, all attaching maps are homeomorphisms, then all incidence numbers
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are 0, 1, or —1, and there is an axiomatic description of them. In this case
(which obtains, e.g., when X is a polyhedron), there is an algorithm for
computing H,(X) that is essentially the same as that described for polyhedra
in Chapter 7.

There are other features of CW complexes to interest us. For example, one
can generalize Tietze’s theorem (Corollary 7.37). If X is a finite CW complex
having m 1-cells and n 2-cells, then #,(X, x,) is a finitely presented group;
indeed there is a presentation having m generators and n relations (see [Fuks
and Rokhlin, p. 448]). One can also show that the Seifert—van Kampen
theorem holds for a CW complex X and connected CW subcomplexes Y; and
Y, such that Y; U Y, = X and Y, NY, is connected.

There is also an analogue of the simplificial approximation theorem.

Cellular Approximation Theorem. Let X and Y be CW complexes, and let
g: X — Y be continuous; suppose that g| X' is a cellular map for some (possibly
empty) CW subcomplex X' of X. Then there exists a cellular map f: X - Y
such that f| X' = g| X' and

f~grel X'

There is a proof in [Maunder, p. 302] or in [ Lundell-Weingram, p. 69].



CHAPTER 9

Natural Transformations

In preceding chapters, the adjective “natural” was used, always in the context
of some commutative diagram. This important term will now be defined, for
it will allow us to compare different functors; in particular, it will make precise
the question whether two functors are isomorphic. The notion of an adjoint
pair of functors, though intimately involved with naturality, will not be
discussed until Chapter 11, where it will be used.

Definitions and Examples

Definition. Let ¥ and ./ be categories, and let F, G: ¥ — </ be (covariant)
functors. A natural transformation 7: F —» G is a one-parameter family of
morphisms 1 = {t¢: F(C) = G(C)|C € obj €} such that the following diagram
commutes for every morphism f: C - C"

Fio) —L FC)

G(C) —— G(C).

A similar definition can be given, mutatis mutandis, when both functors F
and G are contravariant; just reverse both horizontal arrows.

Definition. A natural transformation t: F — G is a natural equivalence if every
1¢ is an equivalence. Two functors are called isomorphic (or naturally equiva-
lent) if there is some natural equivalence between them.
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ExaMPLE 9.1. If * is a one-point space, say, * = {a}, then a function h: * > X
is completely determined by its only value x = h(a) € X; denote h by h,. One
usually identifies x and h, even though they are distinct (e.g., we have identified
the singular O-simplexes in a space X with the points of X). More precisely,
let us see that the identity functor on Sets is isomorphic to Hom(*, ). For
each set X, define 7,: X — Hom(*, X) by 14(x) = h,. If f: X — Y is a function,
then the diagram below commutes:

X —_ Y

Tx Ty
Hom(x*, X) T» Hom(x, Y);
*

if xe X, then 1y f: x+=hpy and f 14 x> f o h, = hp,,. Therefore 7 is a
natural transformation (we let the reader check that  is in fact a natural
equivalence).

ExaMpLE 9.2. The identity functor on Ab is isomorphic to Hom (Z, ). The
argument is essentially that of the preceding example, for every homomor-
phism f: Z — G is completely determined by f(1) € G.

ExaMPLE 9.3. Let k be a field and let € = .o be the category of all vector spaces
over k and all linear transformations. Recall that V* denotes the dual space
of a vector space V, namely, the vector space of all linear functionals on V
(hence V* = Hom(V, k)) and that V** = (V*)* is the second dual. For x e V
and f e V¥, let (x, f) denote f(x). For each vector space V, define e,: V — V**
by ey(x) = (x, ), evaluation at x. The reader may check (if this has not
already been seen in one’s linear algebra course) that e, is an injective linear
transformation. It is also easy to check that all such e, define a natural
transformation from the identity functor to the second dual functor (which is
a natural equivalence when one restricts to the subcategory of all finite-
dimensional vector spaces over k).

EXERCISES

9.1. If (S,.(X), 9) is the singular complex of a space X, then we have seen, in Exercise
4.6, that S,: Top — Ab is a functor for each fixed n > 0. For each space X,
the boundary operator’s complete notation is 0X: S,(X) - S,_,(X). Show that
0,: S, = S, is a natural transformation. (Hint: Lemma 4.8.)

9.2. For each fixed n > 0, define a functor E: Top —» Ab by EX = §,,,(X x I) and
Ef = (f x 1),. Use Exercise 4.10 to show that the prism operator P,: S, > E
is a natural transformation.

9.3. Recall that A,(X) = H,(X, x,) for any x, € X, and regard H,: Top, — Groups
(of course, H,(X) is abelian, but we choose to forget this in this exercise). Show
that the Hurewicz map defines a natural transformation =, — H,. (Hint: Exercise
4.13))
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*9 4. Consider the functor R: Top? — Top? defined on objects by (X, 4)— (A4, &) and
defined on morphisms by f+ f| A4, where f: (X, A) = (X', A’). Use Theorem 5.9
to show that the connecting homomorphism defines a natural transformation
0:H,—»>H, ,oR.

9.5. Foreach fixed n > 0, show that subdivision, Sd,: S, — S,, is a natural transforma-
tion, where S,: Top — Ab is the nth term of the singular chain complex. (Hint:
Exercise 6.8.)

9.6. (i) Prove that the composite of two natural transformations, when defined, is a
natural transformation.
(i) Prove that natural equivalence is an equivalence relation on the class of all
(covariant) functors between a given pair of categories.

*9.7. (Yoneda Lemma) Let % be a category, let A € obj &, and let F: € — Sets be a
contravariant functor; let Nat(Hom( , A), F) denote the class of all natural
transformations Hom( , A) > F.

(i) There is a function y: Nat(Hom( , A), F) —» F(A) given by

P @4(1,).

(i) There is a function y’: F(A) - Nat(Hom( , A4), F) given by ur 7, where,
for each X € obj %, 74: Hom(X, A) —» F(X) is defined by

x(f) = (F) ().

(iti) y is a bijection with inverse y'.

(iv) If B € obj %, then every natural transformation ¢: Hom( , A) > Hom( , B)
has the form ¢ = (¢ x) with @x(f)= pf, where u=¢,(1,) and f € Hom(X, A).

(v) State and prove the dual version of the Yoneda lemma involving
Nat(Hom(A4, ), G), where G: ¥ — Sets is a covariant functor.

9.8. Call a category ¢ small if obj ¥ is a set (it follows that the class of all morphisms
in € is also a set). If € and of are categories with € small, show that there is a
category (denoted by /%) whose objects are all (covariant) functors ¥ — &/ and
whose morphisms are all natural transformations. (Remark: One assumes that
% is small to guarantee that Hom(F, G) is a set.) A subcategory of .7 is called a
functor category.

9.9. (i) Regard the ordered set Z as a category (Exercise 0.9) and show that a complex
may be construed as a contravariant functor C: Z — Ab (with the extra
condition that composites of nonidentity morphisms are zero).

(i) If C and C’ are complexes, then a chain map f: C —» C’ is a natural trans-
formation.

Eilenberg—Steenrod Axioms
We are now able to state the theorem of Eilenberg and Steenrod.
Definition. A pair (X, 4) of spaces, where A is a subspace of X, is called a

compact polyhedral pair if there is a (finite) simplicial complex K, a subcomplex
L, and a homeomorphism f: |K| - X with f(|L]) = 4.
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Definition. Let € be the category of compact polyhedral pairs. A homology
theory (H, 0) on % is a sequence of functors H,: ¢ — Ab for n >0 and a
sequence of natural transformations d,: H, — H,_; o R (where R: ¥ — % is the
functor (X, A)— (4, ) of Exercise 9.4) such that the following axioms hold.

Homotopy Axiom. If f,, f;: (X, A) — (Y, B) are homotopic (i.e., there is a
homotopy F: (X x I, A x I) - (Y, B) with F, = f, and F, = f;), then H,(f,) =
H,(f,): H,(X, A)—> H,(Y, B) for all n > 0.

Exactness Axiom. For every pair (X, A) with inclusions i: (4, &) - (X, &)
and j: (X, @) o (X, A), there is an exact sequence

H’l i H’l j 6’!
o Hy (A 2) 2, g x, ) 2, B (x4 2 H (4, )

_ Excision Axiom. For every pair (X, 4) and every open subset U of X with
U < A° the inclusion (X — U, A — U) o (X, A) induces isomorphisms
Hn(X - U’ A - U) 3 Hn(Xs A)

foralln > 0.
Dimension Axiom. If X is a one-point space, then H,(X, &) = 0 for all
n > 0. (One calls Hy(X, &) the coefficient group.)

Since we have proved that each part of the definition holds for the singular
theory, we know that homology theories with coefficient group Z on % do
exist. Indeed we have even proved that such theories exist for the larger
category Top?. Of course, one usually writes H,(X) instead of H,(X, &).

Definition. Let (H, 0) and (H’, ') be homology theories on €. An isomorphism
t:(H, 0) » (H', 8') is a sequence of natural equivalences

t,.H,»H,, alln>0

making the following diagram commute
Hor (X, A) —2— H,(4)
T T
H,.i(X, 4) —— H,(4)

for all pairs (X, A) and all n > 0.

Theorem (Eilenberg—Steenrod). Any two homology theories with isomorphic co-
efficient groups on the category € of all compact polyhedral pairs are isomorphic.*

Remarks. (1) A proof of this theorem (indeed of more general versions of it)
can be found in [Eilenberg and Steenrod]. See also [Spanier, pp.199-205].

! [Hu(1966), pp. 51-60] extends this theorem to the category of all (X, A), where X is a finite
CW complex and A4 is a CW subcomplex.
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(2) We have already seen that singular, simplicial, and cellular homology
theories assign isomorphic homology groups to each compact polyhedral pair
(X, A), but we have not shown the stronger result that these three theories on
% are isomorphic; that is, the induced homomorphisms are essentially the
same as well.

(3) Anextraordinary cohomology theory on % is almost a homology theory:
it satisfies all the conditions of the definition except the dimension axiom
(on page 257, we shall introduce homology with arbitrary abelian coefficient
groups). An example of an extraordinary cohomology theory is topological
K-theory.

(4) There is an extension of the Eilenberg—Steenrod theorem characterizing
homology theories on larger categories that contain certain noncompact
pairs. This extension requires an extra axiom, compact supports, which is
essentially Theorem 4.16. More precisely, the axiom states that if clsz e
H,(X, A), then there is a compact pair (X', A’) < (X, A) (i.e., (X', A') is a pair,
X' is compact, and A’ is closed in X) with cls z in the image of j,: H, (X' A") —»
H,(X, A), where j: (X', A') & (X, A) is the inclusion. With this extra axiom,
there is an isomorphism of any two homology theories having isomorphic
coefficient groups defined on the category of all not necessarily compact
polyhedral pairs.

(5) Here is the reason that the dimension axiom is so called. Given a
homology theory (H, d), one can define an extraordinary homology theory
(H', &) by defining H,(X, A) = H,_,(X, A) for all n and for all pairs (X, A).
Since one wants a point to be zero-dimensional (and eventually that spaces
X of dimension d should have H,(X) = 0 for all n > d), the dimension axiom
“tends to insure that the dimensional index should have a geometric meaning”
(quotation from [FEilenberg and Steenrod, p. 12]).

(6) The only axiom guaranteeing nontriviality, that is, which forbids
H,(X) = Ofor all n and all X, is the dimension axiom (when we further assume
that the coefficient group is nontrivial). In principle, one ought to be able to
construct H,(X) from the homology of a point! The first step in this construc-
tion is the computation of the homology of spheres. In Chapter 11, we shall
discuss the suspension £X of a space X.

X
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One defines X as the quotient space of X x I'in which X x {0} is identified
to a point, say, a, and X x {1} is also identified to a point, say, b. Of course,
X is imbedded in £X as X x {3}. The picture of £X reminds one of a sphere
in which X is the equator, the cone over X with vertex a is the northern
hemisphere, and the cone over X with vertex b is the southern hemisphere.
Indeed one can prove that this picture is accurate: £S" ~ S"*1. Now the proof
of Theorem 6.5, the computation of H,(S"), can be adapted to prove that
FII,(X ) = ﬁpH(ZX ) for every space X (this is called the suspension isomor-
phism). In particular, Z =~ Hy(S°) =~ A,(S') = --- =~ H,(S"); the axioms pro-
duce the homology of spheres from the homology of a point.

(7) It can be shown that the excision axiom can be replaced by an exact
Mayer—Vietoris sequence [Spanier, p. 208].

The Eilenberg—Steenrod theorem was very important in the development
of algebraic topology. For two decades before it, there was a host of homology
theories (we have discussed only three; some others are named Cech, Vietoris,
cubical) designed to treat appropriate classes of problems. One was obliged
to learn them all, and the subject grew quite complicated. Today one can
invoke the Eilenberg—Steenrod theorem to see that the various homology
theories are but different constructions of the unique theory (on compact
polyhedral pairs). Besides giving a simplifying organizing principle, the
Eilenberg—Steenrod theorem also introduced the possibility of axiomatic
proofs in algebraic topology, which are conceptually easy to grasp.

Chain Equivalences

Definition. A chain complex C, is called free if each of its terms is a free abelian
group.

The main theorem in this section is a necessary and sufficient condition
that a chain map between free chain complexes be a chain equivalence.

Theorem 9.1. Let F be a free abelian group. In the diagram below with exact
row, that is, g is a surjective homomorphism, there exists a homomorphism
f:F—> Bwithgf = h.

PROOF. Let X be a basis of F. For each x € X, choose b, € B with g(b,) = h(x)
(which is possible because g is surjective). The function x> b, defines a
homomorphism f: F — B by extending by linearity. For each x € X, we have
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gf(x) = g(b,) = h(x); it follows that gf = h, because both homomorphisms
agree on a set of generators of F. O

Corollary 9.2. If F is a free abelian group and g: B — F is a surjective homomor-
phism from some abelian group B, then

B=kerg®F,
where F' = F.
Proor. Consider the diagram

F
///
o
7/
'd
B » F > 0.
g

By the theorem, there is a homomorphism f: F —» B with gf = 1; it follows
that f is injective. But B =ker g @ im f: if b e B, then b = (b — fg(b)) +
fg(b) e ker g + im f (because g(b — fg(b)) = 0), and (it is easy to see that)
ker gNim f = 0. The result follows by defining F' = im f. ]

One can rephrase the conclusion of the corollary in terms of exact
sequences.

Definition. A split exact sequence is an exact sequence 0 >4 ->B5C -0
for which there exists a homomorphism s: C —» B with ps = 1.

EXERCISE

*9.10. The following statements are equivalent.
(i) The exact sequence 0 - A 5> B 5 C — 0 is split.
(ii) A is a direct summand of B; that is, there exists a subgroup C’ of B with
C'=Cviap|CandB=imi® C'.
(i) There exists a homomorphism g: B - A with gi = 1.

Corollary 9.2 thus says that an exact sequence 0 > A - B —» F - 0 with F
free abelian is necessarily a split exact sequence.

Theorem 9.3. Every subgroup H of a free abelian group F is free abelian;
moreover, rank H < rank F.

Remark. It follows that if F is f.g., then H is f.g.

PROOF. We give two proofs: the first proof works only when F has finite rank,
but it allows us to focus on essentials.
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Suppose that F has finite rank n; we prove the theorem by induction on n.
If n = 1, then F = Z and the division algorithm shows that any subgroup H
of F is cyclic, hence is 0 or isomorphic to Z. Thus H is free abelian and
rank H < 1 = rank F. For the inductive step, let {x, ..., x,} be a basis of F,
let F, = {x,,..., X,_1), and let H, = HN F,. By induction, H, is free abelian
of rank <n — 1. Now

H/H,= H(HNF,)= (H + F,)/F, < F/F,~ Z

By Corollary 9.2, H = H, or H = H, ® <{h), where <h) = Z. Therefore H is
free abelian of rank < n.

We now give a second proof that does not assume the rank of F is finite.
Let {x,: k € K} be a basis of F, which we assume is well ordered. (That every
nonempty set can be somehow well ordered is equivalent to the axiom of
choice.)

For each k e K, define F, =Y, ., <{x;> and F, =Y, (x;>; define H, =
HNF,and H, = HNF,.Now F = | JF,and H = \J Hi; also, H, = HNF, =
H, N F,. Hence

H,/H, = H/H,NF) = (H, + F)/F, c F/F, =
By Corollary 9.2, either Hk H, or
H, = H, ® {I), where {h) =Z.

We claim that H is free abelian on the set of h,’s; note that it will then follow
that rank H < rank F, for the set of b clearly has cardinality < |K| = rank F.

Let H° be the subgroup of H generated by the h;. Since F = (J F, each
h € H (as any element of F) lies in some Fy. Let pu(h) be the least index k with
h € F,. Suppose that H # H° and consider {u(h): h € H and h ¢ H°}. There is

a least such index j, because K is well ordered. Choose h’ € H with u(h’) = j
and b’ ¢ H°. Now u(h’) = jsays that h’e HN F}, so

h' = a+ mh, ac H,, melZ.

Therefore a = h' — mh;e H, a ¢ H° (lest h’ € H°), and u(a) < j, a contradic-
tion. Hence H = H°.

Next, we show that linear combinations of the h, are unique. It suffices to
show that if

mlhkl+-~+m,,hk"=0, k, <<k,
then each m; = 0. We may assume that m, # 0. But then m,h, e {h >NH, =0,

a contradiction. This shows that H is free abelian on the h,. O

Theorem 9.4. 4 free chain complex (A,, 0) is acyclic if and only if it has a
contracting homotopy.

Proor. Sufficiency is Corollary 5.4. For the converse, assume that H,(4,) =0
foralln > 0.Now Z,(4,) = A,isfree abelian, by Theorem 9.3. The differentia-
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tion o,: A, - A,_, has image B, ,(A,) = Z,_,(A,) (since H,_;(4,) = 0), so
that Theorem 9.1 gives a homomorphisms,_,: Z,_;(4,) — A, with d,s,_; = 1.
It follows that the map 1 — s,_,0,: 4, = A4, has its image in Z,(A4,). Define
t,: A, — A, as the composite

L, = Sn(1 - sn‘lan)'

Then
Ons1ty + tn-10n = Opy1Su(1 — $p10p) + Spy (1 — 5,-20,-1)0,
=1—5,,0,+ 8,10, = L.
Therefore {t,} is a contracting homotopy of 4,,. O

Definition. Let f: (4, 0) — (B,., ¢') be a chain map. The mapping cone of f is
the chain complex C(f) whose nth term is

C(f)n = An—l @ Bn
and whose differentiation D,: C(f), = C(f),—, is given by
Dn(an—19 bn) = (_an—lan—bf;l—lan—l + arllbn)

It is convenient to write D, in matrix form:

D= -0 0
=\ 5 o)
Lemma 9.5. If f: A, — B, is a chain map between free chain complexes, then
C(f) is a free chain complex.

Proofr. Matrix multiplication shows that DD = 0, using the fact that —f0 +
J'f = 0 (because f is a chain map). The freeness of C(f) follows at once from
the freeness of 4, and of B,. O

Theorem 9.6. Let f: A, — B, be a chain map between free chain complexes. If
C(f) is acyclic, then f is a chain equivalence.

Proor. Assume that C(f) is acyclic; since the chain complexes are free,
Theorem 9.4 says that C(f) has a contracting homotopy. In matrix notation,
there is a 2 x 2 matrix T with DT + TD = I

G726 9GO0 269

Define f' = u, s’ = —1, and s = A. Then the matrix equation shows that f” is
a chain map (—du + ud’ =0), 50 + ds=f'f— 1, and 50’ + 0's' = ff’ — 1.
Therefore f is a chain equivalence. O

Lemma 9.7. If f: A, — B, is a chain map, then there is an exact sequence

s Hyy(C(f)) — Hy(A,) 25 H(B,) — H(C(f) —> -
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Proor. Define a shifted version A of A, as follows:
(A1) = A,y and 3 =0,
There is a short exact sequence of chain complexes
0-B,5c(f)S A: >0,

where i: b+— (0, b) and p: (a, b)+— a. There results a long exact sequence of
homology groups

© 5 Hy 1 (C(f) = Hyan(AD) B Hy(B,) > H(C(f) >

where A is the connecting homomorphism. Now it is easy to see that
H,.,(4}) = H,(A,); let us compute A. Consider the usual diagram

A, ® B,y > A4,-0
D

0-B,> A, ®B,

If a is a cycle, then Dp~'(a) = D(a, 0) = (—0a, fa) = (0, fa) = i(fa); hence
A:clsar>cls fa,and so A = f. O

Theorem 9.8. Let A, and B, be free chain complexes, and let f: A, — B, be a
chain map. Then f is a chain equivalence if and only if fy,: H,(A,)— H,(B,)
is an isomorphism for every n.

ProoF. Necessity is Theorem 5.3. For sufficiency, consider the exact sequence
of Lemma 9.7. Since each f, is an isomorphism, exactness forces H,(C(f)) = 0
for all n; that is, C(f) is acyclic. Theorem 9.6 now applies to show that f is a
chain equivalence. O

Remark. If EJ is an adequate subcomplex of a free chain complex E,, then
Lemma 7.28 shows that the inclusion i: E, & E_ induces isomorphisms in
homology. It follows from Theorem 9.8 that i is a chain equivalence.

The chain map j: C,(K) — S, (|K|) of Theorem 7.22 (where K is a simplicial
complex) is a chain equivalence, because j, is an isomorphism; also, the chain
map W, (X)— S,(X) of Exercise 8.35 is a chain equivalence for every CW
complex X.

Acyclic Models

The next topic, the method of acyclic models, is a technique of constructing
chain maps and chain homotopies. The following elementary result is the heart
of the so-called comparison theorem of homological algebra; its analogue in
functor categories is the heart of acyclic models.
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Theorem 9.9.
(i) Consider the commutative diagram of abelian groups
F L, G s, G
|
|
¢ : b a
\J
EV 5 E > EI/
r P

in which the bottom row is exact, st = 0, and F is free abelian. Then there
exists a homomorphism ¢ making the first square commute.
(ii) Consider the diagram of abelian groups®
d, d

> F, » F, » Fy —— cokerd, — 0
|
. | |
t2: : L : Lo f
l ! l
- — E, E, > Eq coker;, — 0
a0, 0, £

in which the rows are chain complexes, each F, is free abelian, and the
bottom row is exact (i.e., it is an acyclic complex). Then there exists a chain
map t: F — E with fe = ¢t,.

ProoF. (i) If we can show that im bt < im r, then we have a diagram
F

bt

E —1 & imr » 0

to which Theorem 9.1 applies, yielding the result. Now exactness of the bottom
row gives im r = Ker p, so that it suffices to prove that pbt = 0. But pbt = ast,
by commutativity, and st = 0, by hypothesis.
(if) Construct ¢; by induction on i > 0. When i = 0, use Theorem 9.1 with
the diagram
7 Fo
e

7
e

e fe
s
Ve

«
E, — coker §; ——— 0.

For the inductive step, use part (i). O
Definition. One says that a chain map ¢ is over f in the circumstance of
Theorem 9.9(ii); that is, fe = &t,.

21If f: A —> A’ is a homomorphism, then its cokernel is defined as
coker f = A'fim f.
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EXERCISE

9.11. In Theorem 9.9(ii), prove that ¢ is unique in the sense that any other such chain
map t’ (over f) is chain homotopic to t. (Hint: Define s_; = 0 and construct
Sp. F, = E, ., with 0,415, + s,_1d, = t, — t, by induction on n > 0 by using the
commutative diagram

F, —— 0

tn'tr,:_snldnjv l

En+1 - En - En*l-)
n+1 0Oy

Definition. A functor F: Ab — Ab is additive if whenever f, g: A > B are
homomorphisms then

F(f+9)=F(f) + F(9).

(In Theorem 5.2, we proved that H,: Comp — Ab is additive if one makes
the obvious generalization from Ab to Comp.)

EXERCISES

*9.12. Let F: Ab — Ab be an additive functor; if f is a zero homomorphism, then so
is F(f); if A is the zero group, then so is F(A).

*9.13. Let F: Ab — Ab be an additive functor of either variance.

(i) If0 > A - B— C — 01is a split exact sequence, then0 - FA - FB—- FC -0
is also split exact when F is covariant (and 0 - FC — FB - FA — 0 is split
exact when F is contravariant). In particular, the functored sequence is exact.

(i) If I is a finite index set, then

F(Z Ai> ~ Y FA,
iel iel
*9.14. Let F: Ab — Ab be an additive functor of either variance.
(i) If(A,, 0)is a chain complex, then (FA,, F0) is a chain complex.

(i) If f: A, — B, is a chain map, then Ff: FA, — FB, is a chain map when F

is covariant (Ff: FB, — FA, when F is contravariant).

(iti) If f: A, — B, is a chain equivalence, then so is Ff. Conclude that FA, and

FB, have the same homology groups.

Definition. A category ¢ with models .# is an ordered pair (¥, .#), where 4
is a subset of obj €. If F: € — Abis a functor, then an F-model set is an indexed
set X = {x; € FMj: j € J}, where {M;: j € J} is an indexed family of models.

For every object C in € and every o: M; —» C in €, one has Fo: FM; - FC
in Ab, and hence (Fo)(x;) € FC for every j € J and every x; € Z.

Definition. Let € be a category with models .#, and let F: € — Ab be a functor.
Then F is free with base in .# if:
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(i) FC is a free abelian group for every object C;
(ii) there is an F-model set & = {x; € FM;: j € J} such that, for every object
C, the set

{(Fo)(x;): x;€ ¥ and o: M; > C}
is a basis of FC.

ExAMPLE 9.4. Fix k > 0, and consider the category Top with models .# = {A*}
(there is only one model). If S,: Top — Ab is the functor that is the kth term
of the singular complex, then & = {§} is an S,-model set, where 6 € S, (A*)
is the identity map. For every space X, we know that S,(X) is a free abelian
group with basis all k-simplexes 6: A* > X. But S(0)(6) = 64(6) =60 =0,
so that

{Sk(0)(0): 6 € ¥ and 0: A* —> X}
is a basis of S,(X). Hence S, is free with base in # = {A*}.

ExaMPLE 9.5. Let 2 be the category of simplicial complexes, let p > 0 be fixed,
and let C,: " — Ab be the pth term of the simplicial chain complex. If
M = {AP}, where AP is the standard p-simplex [e,, ..., e,], then proceeding
as in Example 9.4 does not show that C, is a free functor. Let & = {4}, where
8 € C,(A®)is the element <e,, ..., e,». If K is a simplicial complex, then the set

C,(0)(8)|o: A? = K is a simplicial map
p
= {{oey, ..., oe,y|0: A’ - K simplicial}

is too big; it does contain a basis of C,(K), but it also contains symbols
vy, ..., v,y with repeated vertices as well as symbols v, ..., v, for every
permutation = of {0, 1, ..., p}.

Define F,: A~ — Ab so that F,(K) is the free abelian group having the large
basis above; that is, F,(K) is the free abelian group with basis all symbols
vy, ..., v,y for which v, ..., v, are (not necessarily distinct) vertices that span
a simplex in K. Then F, is free with base {A”}.

Lemma 9.10. Let € be a category with models M, and let F: € — Ab be a free
functor with base ¥ = {x;€ FM;: je J}. If G: € — Ab is a functor and ¥ =
{y;€ GM;: j € J} is a G-model set (same models M;), then there exists a unique
natural transformation t: F — G with 1y (x;) = y; for all je J.

Remark. The following diagram is a mnemonic.

T

F--15¢G

|

X-l—»yj
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PRrOOF. Let us prove uniqueness of t (assuming that it exists). For fixed index
j and object C, naturality of 7 gives a commutative diagram for every
o:M; - C:

FM; —22 FC

GM;, — GC,
Go

where 17; abbreviates 1, ; that is, 7 o (Fo) = (Go) o 7;. Hence, if x;€ Z, the
hypothesis gives 1c((Fo)(x;)) = (Go)(tj(x;)) = (Go)(y;). Since the family of all
(Fo)(x;) forms a basis of FC and hence generates FC, it follows that each
homomorphism 7. is uniquely determined. Therefore T = {7} is unique.

To construct 7, define 7.: FC — GC by first setting t¢((Fo)(x;)) = (Go)(y;)
and then extending by linearity (FC is free abelian, and we have assigned a
value to each basis element). It remains to prove that all such 7. constitute a
natural transformation: if f: C — D, then the following diagram commutes:

F;
rc 7, Fp

GC —— GD.
Gf

Since FC is free abelian, it suffices to evaluate both composites on a typical
basis element, say, (Fo)(x;). Now

(Gf) o 1t (Fo) (x;) = (G ) ((Go)(y;)) = (Gf o Go)(y;) = (G(f0))(y;)
(because G is a functor); on the other hand,
tp o Ff: (Fo)(x;)— tp((Ef o Fo)(x)) = tp((F(fo))(x;)) = (G(fo))(y;)- O
Lemma 9.11. Let € be a category with models 4. Consider the commutative
diagram of functors € — Ab and natural transformations

T o

F > G > G”

Y } B a

¢

El > E EI/
p n

in which ot = 0 (i.e., 6ctc = 0 for every object C), im p = ker n on A (ie.,
im p,; = ker m,, for every model M), and F is free with base in .. Then there
exists a natural transformation y: F — E' making the first square commute.
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ProOF. By hypothesis, there exists an F-model set {x;e FM;: je J} thatis a
base for F. Now for each j, there is a commutative diagram in Ab satisfying
the hypotheses of Theorem 9.9(i):

FM, GM,; > G'M,
|
| | [
|
!
E'M, » EM, » E"M;;

hence each x; € FM; determines some y; € E'M; (its image under the dashed
arrow); of course, these y; form an E’-model set. By Lemma 9.10, there exists
a natural transformation y: F — E’ with y,(x;) = y; (here y; abbreviates yy ). It
remains to check commutativity. Define an E-model set by setting y; = p;y;.
Since both ft and py are natural transformations F — E whose M;th compo-
nent takes x;— y;, the uniqueness assertion in Lemma 9.10 gives 7 = py. [

It is simplest to regard Lemma 9.11 as merely a functor version of the
elementary Theorem 9.9(i). But Lemma 9.11 is stronger than this; not only
is there no assumption that € is small (to force “functor categories” to be
categories), but the most important feature is that the bottom row of the
diagram is assumed exact only for models M in .#.

The theorem we seek is a version of these results with Ab replaced by Comp.
Of course, if E: ¥ — Comp is a functor, then H,(EC) is defined for every object
C; moreover, if E is nonnegative, that is, E; = 0 for i < 0, then we may lengthen
the complex EC as follows:

> E,Co>E,C—>E,C— Hy(EC)—0
(for Hy(EC) s just coker(E, C — E,C)). Finally, for every k > 0, E determines
afunctor E,: ¥ — Ab, namely, C — E,C, the kth term of the chain complex EC.

Definition. Let E: € — Comp be a functor. An object C in ¥ is called E-acyclic
if H(EC)=0foralln > 0.

Theorem 9.12 (Acyclic Models). Let € be a category with models #, and let F,
E: € — Comp be nonnegative functors. For each k > 0, assume that F, is free
with base in M, = M and that each model M in M is E-acyclic. Then

(i) For every natural transformation ¢: HyF — H\E, there is some natural
chain map t: F — E over ¢; that is, there is a commutative diagram
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@) If t, v': F - E are natural chain maps over ¢, then T and ©’ are naturally
chain homotopic.

(i) Assume that E, is free with base M, = M and each model M in M is
F-acyclic. If @ is a natural equivalence, then every natural chain map
1. F > E over ¢ is a natural chain equivalence.

Remarks. (1) We shall elaborate on the term “naturally chain homotopic” in
the proof.

(2) Realize what this theorem does; it constructs (natural) chain maps and,
perhaps more useful, it constructs (natural) chain homotopies and chain
equivalences.

(3) Recall that chain maps induce homomorphisms in homology, chain
homotopic chain maps induce the same homomorphisms in homology, and
chain equivalences induce isomorphisms in homology.

Proor. (i) The statement means that for every natural transformation
¢: HyF — H,E there exists a sequence of natural transformations t,: F, — E,,
all k > 0, making the diagram in the statement commute (note that, for every
model M, indeed for every object C in ¥, the bottom row is exact at E,C,
because Hy(EC) is just the cokernel of E, C — E,C). The proof is by induction
on k > 0. When k = 0, use Lemma 9.11 with the diagram

F, > HyF > 0
E, HyE > 0;

the inductive step also follows easily from Lemma 9.11.
(ii) Assume that both 7, 7': F - E are over ¢; our task is to find natural
transformations s,: F, - E, ., for all k > —1 such that
O+1Sk + Se—1dy = T — T

Define s_; =0, and proceed by induction on k > 0 to define s,. Let 6, =
7. — 7. As both 7 and 1’ are over @, it is easy to see that the following diagram
commutes:

1

E, —— E 5 H,E.

Lemma 9.11 applies at once (the bottom row is exact for every model M,
indeed for every C, as noted above) to provide s,: F, — E, with ds, = 6,, as’
desired.
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For the inductive step, consider the diagram

F, ! F, > 0

1 0, — Se_sdy jo

Eity 5 — E, 3 > By

whose bottom row is exact for every model M. Now Lemma 9.11 provides
S¢: F, > E .y with 0s, = 0, — 5,_,d, (which is what we seek) if we can show
that this diagram commutes. But, by induction,

OO — sp—1di)= 0,6, — (OSi—1)dy
= 00, — (6—y — Sp—2d)d
= 00, — 6,_.d,

and this last is zero because 8 is a chain map.

(iii) If ¢ is a natural equivalence, then its inverse ¢~ !: HyE — H,F exists.
By (i), there exists a natural chain map ¢: E — F over ¢ !. Therefore 61: F —» F
is a natural chain map over ¢ ¢ = 1, the identity natural transformation on
Hy F. Obviously, the identity 1,: F — F is also a natural chain map over 1, so
that (ii) gives a natural chain homotopy o7 ~ 1;. A similar argument gives
10 ~ 1y, hence 1: F — E is a natural chain equivalence. O

Let us now review the proof of the homotopy axiom (Theorem 4.23) in the
light of acyclic models. Top is a category with models .# = {A*: k > 0}.
In Example 9.4, we saw that the singular complex S,: Top — Comp has
each term S;: Top — Ab free with base in .#. Recall that the proof of Theorem
4.23 involved constructing a chain homotopy PX: ¥, ~ A¥, for every space
X, where A¥: X - X x Lis defined by x> (x, i) for i = 0, 1. Define a functor
E: Top —» Comp by E(X) = S, (X x I). In Theorem 4.19, it was shown that
every convex set is acyclic; since A* x T is convex, it follows that every model
A¥ is E-acyclic. Now both 4,4 and A, are natural chain maps S, — E.
Therefore acyclic models says that if Hy(4,) = Hy(4), then 4, and Ay, are
naturally chain homotopic. The equality Hy(1,) = Hy(4,) is the content of
Egs. (1) and (2) in the base step (n = 0) of the proof of Theorem 4.23. Thus all
other calculations in the proof of the homotopy axiom are necessarily routine,
because they can be made once and for all in great generality.

Before giving further applications of acyclic models, we modify it to make
it easier to use.

Definition. An augmentation of a nonnegative complex (S,,, 0) is a surjective
homomorphism &: S, — Z with the composite ¢d; =0. A chain map f: S, - S,
is augmentation preserving if there is a commutative diagram
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S — Z

A

SE)—,»Z.
£

We have seen augmentations before, when reduced homology was intro-
duced (then we wrote J, instead of ¢, where 0, adds coefficients).

Corollary 9.13. Let € be a category with models M, and let F, E be functors
from € to the category of augmented chain complexes.

(i) If each F, is free with base in M and each model M is totally E-acyclic (i.e.,
H,(EM) = 0 for all n > 0), then there exist natural chain maps F — E that
are augmentation preserving, and any two such are naturally chain homo-
topic.

(i) If both F, and E, are free with bases in M, all k > 0, and if every model is
both totally E-acyclic and totally F-acyclic, then every augmentation pre-
serving natural chain map is a natural chain equivalence.

Proor. (i) In the proof of Theorem 9.12, replace F, — HyF -0 and E, —
HyE — 0 by their respective augmentations, so that Z now plays the role of
H, and the identity Z — Z plays the role of ¢: HyF — HE (the only proper-
ties of Hy F and H,E used in the proof are shared by augmentations, namely,
commutativity of the square

Fp —— Z

E, —— Z

and exactness of E,M - EqM — Z — 0 for all models M: since each model
M is totally E-acyclic, 0 = Hy(EM) = ker ¢/im(E; M — E,M)). There is thus
a natural chain homotopy between any two augmentation preserving natural
chain maps.

(i) If both F and E are free and acyclic, then there are augmentation
preserving natural chain maps 7: F — E and ¢: E — F. But the identity chain
map 1: F — F is also augmentation preserving, so that uniqueness says that
there is a natural chain homotopy ot ~ 1; similarly, to ~ 1;. Therefore 7 and
o are natural chain equivalences. O

EXERCISE

*9.15. (i) The “large” simplicial chain functors F, in Example 9.5 can be assembled
(with the usual alternating sum differentiations) to form a functor
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F: A — Comp. Prove that F is naturally chain equivalent to the singular
chain complex functor (restricted to the category of finite simplicial
complexes).

(i1) Using Theorem 7.22, prove, for K a finite simplicial complex, that H,(K)
can be computed either via singular theory, or via the large simplicial chain
complex, or via oriented simplicial chain complexes. (As we observed in
Example 9.5, the “oriented” functor C, is not free, so that acyclic models
does not apply to prove Theorem 7.22. In this case, Theorem 9.8 applies.)

There is a cheap variant of acyclic models called acyclic carriers; rather
than deriving it from acyclic models, we prove it directly.

Definition. Let (S,,, ) be a free chain complex in which each term §, has a
given basis B,. If a € S, and f € S,_;, then B is a face of «, denoted by § < a,
if B occurs with nonzero coefficient in do.

Let (T,, A) be a chain complex, and let ¢: S, — T, be a chain map. A carrier
function for ¢ is a function E that assigns to each y € | ) B, a subcomplex E(y)
of T, such that, for all y,

(1) E(y) is acyclic;
(i) ify € B,, then @,(y) € E,(y) = T,;
(iii) if B < vy, then E(B) < E(y).

Carrier functions arise as follows. Let K and L be simplicial complexes,
and let & be a function that assigns to each simplex s € K an acyclic subcom-
plex &(s) of L such that s’ < simplies &(s’) = &£(s). It is straightforward to check
that if ¢: C,(K) — C,(L) is a chain map for which ¢(s) € C,(¢(s)) whenever s
is an n-simplex in K, then E(s) = C,(&(s)) is a carrier function for ¢.

Theorem 9.14 (Acyclic Carriers). Let S, be a free chain complex in which each
term has a given basis, and let ¢: S, — T, be a chain map into some chain
complex T,. If ¢ has a carrier function and if o: So — T, is the zero map, then
@ is chain homotopic to the zero chain map.

PrOOF. We prove by induction on p > 0 that there exist homomorphisms
$p: S, = T,4; such that:

( ) (pp = a1(7+lsp + Sp—lap;
(2) si(y) € E(y) for all y € S; with i < p.

g

Ty — T,

Opr1

The induction begins by setting s_, = 0 = s, (here one uses the hypothesis
that ¢, = 0).
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Suppose, by induction, that s, s, ..., s, have been defined satisfying (1)
and (2). To define s,,,,: S,; = T,4,, it suffices to evaluate it on any y in the
basis of S,,;. The boundary dy of such a basis element y lies in S, so that
5,(0y) is defined. Moreover,

5,(0y) € CE(Y'): ¥ <y) < E(p)

(where ¢ ) means “subcomplex generated by”); the first relation holds by (2)
of the inductive hypothesis; the inclusion holds by (iii) of the definition of
carrier function. It follows from (i) that

@p+1(7) — 5,(0) € E(y).
Now @,,,(y) — s,(y) is a cycle in the complex E(y):
0(@p+1(7) — 5,(07))= (' Pps1 — 0's,0) ()
= (0'Qpr1 — (@5 — 5,-10)0) () (by (1))
= (0 Pp+1 — 9,0 — 500)(y) = O,

the last equality because ¢ is a chain map. Since E(y)is acyclic, ¢, () — 5,(0y)
must be a boundary: there exists a (p + 2)-chain g € E(y),,, with

0'(B) = @p+1(¥) — $,(07);
define 5,,,(y) = B. This last formula now reads
d'sy = @y — s0y,
and this is (1). Also, (2) holds, because § does lie in E(y). O

Corollary 9.15. Let S, and T, be chain complexes, let S, be free with each term
having a given basis, and let ¢ and \y be chainmaps S, — T,.. If ¢o = Yo: So = Ty
and if ¢ — Y has a carrier function, then ¢ and  are chain homotopic.

ProOOF. By the theorem, ¢ — v ~ 0. O

Lefschetz Fixed Point Theorem

Recall that when we constructed barycentric subdivision Sd in singular theory,
we saw (Lemmas 6.12 and 6.13) that Sd: S,(X) — S,(X) is a chain map that
induces the identity map in homology. In simplicial theory, however,
Sd: K — Sd K, hence the chain map Sd: C,(K) - C,(Sd K) cannot induce
the identity map in homology.

Lemma 9.16. For every simplicial complex K, Sd,: C,(K) — C,(Sd K) induces
an isomorphism in reduced homology.
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PrROOF. By Lemma 7.21, there is a natural chain map j: C,(K)— S, (|K]|)
moreover, by Theorem 7.22, j induces isomorphisms in homology. The result
thus follows from commutativity of the diagram

CK) 2, &,sdK)

|

SuIK)) —7— Si(ISd KI),

J

because |Sd K| = |K| and the other three maps in the diagram induce
isomorphisms. O

It will be convenient to have an explicit description of the inverse of this
isomorphism. Recall (Exercise 7.12(ii)) that there exists a simplicial map
¢: Sd K - K that is a simplicial approximation to the identity |Sd K| — |K|.

Lemma 9.17. If K is a finite simplicial complex and ¢: Sd K — K is a simplicial
approximation to the identity |Sd K| — |K|, then

¢, = (Sd,) ™' H,(Sd K) 3 H,(K).

PrOOF. Let & be the category of all subcomplexes of K (with inclusions as
the only nonidentity morphisms), and define models .# in & to be all the
simplexes of K. If F is the augmented (large) simplicial chain complex functor
of Exercise 9.15 (restricted to /), then each F, is free with base in .# and each
model M is totally F-acyclic.

Define E: o/ — Comp by setting

E(L)=C,(Sd L)

for every subcomplex L of K. Now Sd,: F - E and ¢4: E - F are aug-
mentation preserving natural chain maps (Exercises 6.8 and 7.12(ii)), so that
the composite ¢,Sd,: F — F is an augmentation preserving natural chain
map. Since F is free with totally acyclic models, Corollary 9.13(ii) shows
that ¢, Sd, is naturally chain equivalent to the identity, hence ¢, Sd, is the
identity on H,(FK) = ﬁ*(K). But Sd,, is an isomorphism, by Lemma 9.16,
hence ¢, and Sd,, are inverse. O

Remark. This lemma cannot be proved using Theorem 9.9 in place of acyclic
models, because the bottom row of

D UK —2 oK) zZ

(=]

> G(K) —— Co(K) —— Z > 0
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is not exact (it is only a chain complex), and so it is not obvious how to
construct a chain homotopy between the identity and ¢, Sd.

The purpose of these lemmas is to prove the Lefschetz fixed point theorem,
which gives a sufficient condition that a continuous map f on a compact
polyhedron have a fixed point.

Recall that if V is a finite-dimensional vector space over Q and T: V > V
is a linear transformation, then a choice of basis of V associates a square matrix
A to T; one defines the trace of T, denoted by tr T, to be the trace of 4 (namely,
Y a;;). Itis a standard argument that tr T is independent of the choice of basis
(and the resulting matrix 4). If0 - V' & V — V" — 01is a short exact sequence
of vector spaces and if T: V — V is a linear transformation with T(V') = V’,
then T induces a linear transformation T” on V”. In fact, if {x,,..., x,} is a
basis of ¥/, and if one extends it to a basis {x;, ..., x,} of ¥, then T"(x; + V') =
Tx; + V' fori=k + 1,..., n (we have identified V" with V/V’). Moreover,

tr T=te(T|V')+tr T,

for the matrix 4 of T with respect to the (extended) basis is

A *

0 A/I

B

where A’ is the matrix of T|V’ with respect to {x, ..., x;} and A” is the matrix
of T” with respect to {x,,; + V', ..., x,, + V'}. The result is now clear, because
tr T is just the sum of the diagonal entries of A. It is also easy to see that

tr 1, = dim V.

The notion of trace can also be defined for endomorphisms of f.g. free
abelian groups, and even for endomorphisms of arbitrary f.g. abelian groups.
If G is free abelian with basis {x, ..., x,}, then a homomorphism f: G — G
is completely determined by the n x n matrix 4 over Z, where f(x;) = Y. a;;x;
and A4 = [a;]. A different choice of basis {y,, ..., y,} of G replaces A by
P71 AP, where the ith column of P expresses y; as a Z-linear combination of
the x;s; it follows that tr f defined as tr A is independent of the choice of basis
(and of the matrix A). Finally, if G is any f.g. abelian group and f: G > G is a
homomorphism, then f(tG) < tG (where tG is the torsion subgroup of G), and
so f induces a homomorphism f: G/tG — G/tG, namely, x + tG— f(x) + tG.
Observe that G/tG is free abelian, because it is f.g. with no (nonzero) elements
of finite order.

Definition. If G is a f.g. abelian group and f: G — G is a homomorphism, then
the trace of f, denoted by tr f, is defined to be tr f, where f is the induced
homomorphism on the f.g. free abelian group G/tG.
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EXERCISES

9.16. Prove that tr(15) = rank G.

*9.17. If0 » G’ & G 5 G” — O 1is an exact sequence of f.g. abelian groupsand f/: G > G
is a homomorphism with f(G’) < G/, then

tr(f|G') + tr f" =tr f,
where f”: G" —» G” is induced by f (if x” € G” and x € G satisfies px = x”, then
define f"x" = pfx).

Definition. Let G,, G,, ..., G, be a sequence of f.g. abelian groups and let
h = (hy, hy, ..., h,), where h;: G, - G; is a homomorphism for every i. The
Lefschetz number of h, denoted by A(h), is

MW= (—1)trh,

ExaMPLE 9.6. Let K be an m-dimensional (finite) simplicial complex, and let
f: K — K be a simplicial map. Let f, = (fou,---»> fruz), Where fiu: C(K) -
C,(K) is the ith term of the chain map f,. Then

M) = _Zo (=1)'tr fig.
ExaMpLE 9.7. In the above example, let f = 1. Then tr f;, = rank C/(K), so
that A(1g) is the Euler—Poincaré characteristic of K.

EXAMPLE 9.8. If f: K — K (as in Example 9.6), let f, = (fox» - -+ > fs), Where
fox: H(K) > Hy(K). Then

Afy) = i(—l)i  fin.

Lemma 9.18. Let C be a chain complex of the form0—C, — - — Cy — 0 in
which each C; is f.g., and let f: C — C be a chain map. Then

ML) = Afe)
where fi: H,(C) —» H,(C).

Proor. Imitate the proof of the corresponding result for the Euler—Poincaré
characteristic (Theorem 7.15), using Exercise 9.17 at appropriate moments.
O

It follows that if f: X — X is a continuous map on a compact polyhedron,
then A(f) defined by A(f,) is a well defined number, independent of any
triangulation of X.

Theorem 9.19 (Lefschetz). Let X be a compact polyhedron and let f- X — X be
continuous. If 2(f) # 0, then f has a fixed point.
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ProoF. Assume that f has no fixed points, so that compactness of X provides
8 > Owith ||x — f(x)|| > é forall x € X. Let X = |K|for some finite simplicial
complex K, and choose n so that mesh Sd" K < 3d. Choose ¢ so that there
is a simplicial approximation g: Sd"** K — Sd" K to f. If h: Sd"*' K - Sd" K
is a simplicial approximation to the identity |Sd"** K| — {Sd" K|, then |g| ~
f =~ flh| and |g|, = f,|hl,. Tterated application of Lemma 9.17 gives h, =
(Sd’,)7%, hence

9,5d%: C,(Sd" K) - C,(Sd" K)

is a chain map inducing f, (actually, since Lemma 9.17 applies only to reduced
homology, this is so for all subscripts n > 0; however, it holds trivially when
n = 0 because Sd is the identity on 0-simplexes).

If o is a p-simplex in Sd” K, then g,Sd}(o) = ) m;t;, where m; € Z and each
1; is a p-simplex. If, for every simplex o, none of the 7, is o, then the definition
of trace gives A(g4Sd%) = 0, hence A(f,) = A(g,Sd}) =0, by Lemma 9.18.
Suppose, on the contrary, that some 7, = ¢ for some p and some p-simplex
o. Since Sd. (o) = ) m;p;, where each p; is a p-simplex with |p;| = ||, it follows
that g, p; = |gl(p;,) = |o|. Hence thereis x € |o| with |g|(x) € |o| (namely, any
x € |p;,|); that is, [x — |g|(x)|| < mesh Sd” K < 4. But Exercise 7.10 (essen-
tially the definition of simplicial approximation) gives |||g|(x) — f(x)|| < 6.
Thus

[x = fO) < llx = gl + [Hgl(x) — f(X)] < b,
and this contradicts the definition of é. O

Corollary 9.20. Let X be a path connected compact polyhedron for which H,(X)
is finite for every n > 0. Then every f: X — X has a fixed point.

PRrOOF. Since rank H,(X) = 0 for n > 0, it follows that fix=0foralln>0
where f,, is the homomorphism induced by f,, on H,(X)/tH,(X); therefore
tr f,5 = Oforalln > 0 and

Af) = tr fox.
Since X is path connected, Hy(X) = Z and tr fyx # O (indeed fo4 is the
identity, by Theorem 4.14(iii), and so tr fy, = 1). The result is now immediate
from the Lefschetz theorem. |
Corollary 9.21. If n is even, every f: RP" — RP" has a fixed point.
PRrOOF. We saw in Theorem 8.47 that Hy(RP") = 0 or Z/2Z forallqg > 0. []

Corollary 9.22. If X is a compact contractible polyhedron, then every f: X - X
has a fixed point.

Proor. Immediate from Corollary 9.20, because H,(X) = 0foralln > 0. [
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Of course, Corollary 9.22 implies the Brouwer fixed point theorem.

Corollary 9.23. If X is a compact contractible polyhedron with more than one
point, then there is no multiplication pu: X x X — X making X a topological

group.

ProOOF. Suppose X were a topological group. Choose y € X with y # 1; then
@: X —» X defined by ¢(x) = xy (= u(x, y)) is a continuous map (even a
homeomorphism) having no fixed points. O

Corollary 9.24 (= Theorem 6.23). If n > 1, then the antipodal map a: " - S"
has degree (—1)"*1,

ProoF. By definition, degree a = d, where a,4: H,(S") —» H,(S") is multiplica-
tion by d. Thus tr a,4 = d = degree a, so that

AMa)=1+(—1)d.
But A(a) = 0 because the antipodal map has no fixed points; therefore d =

(_ 1)n+1. D

There is a survey article [Bing] in which the following simple example is
given. Let X denote a circle in the plane with a spiral converging to it.

Then CX, the cone on X, is a contractible space that does not have the fixed
point property.
EXERCISE

9.18. If f: 8" — S"is a continuous map that is not a homotopy equivalence, then f has
a fixed point.
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Tensor Products

The last topic in this chapter answers the question: What is H, (X x Y) in
terms of H,(X) and H,(Y)? The ultimate answer is quite satisfactory, and it
involves a nice mixture of algebra and topology. First, we need the notion of
tensor product (which we shall define) and some results from homological
algebra (which we shall quote). The link with algebraic topology is the
Eilenberg—Zilber theorem, whose heart is an application of acyclic models.

Definition. Let 4 and B be abelian groups. Their tensor product, denoted by
A ® B, is the abelian group having the following presentation:

Generators: A x B, that is, all ordered pairs (a, b).
Relations: (a + a’, b) = (a, b) + (a’, b) and (a, b + b') = (a, b) + (a, b’) for
alla,a’e Aand all b, b’ € B.

If F is the free abelian group with basis 4 x B and if N is the subgroup of F
generated by all relations, then A ® B = F/N. We denote the coset (a, b) + N
by a ® b. Observe that a typical element of A ® B thus has an expression of
the form Y m;(a; ® b;) for m; € Z. Indeed one can dispense with the m; because
of Exercise 9.20 below.

EXERCISES
9.19. a®0=0=0®bforallae A and b € B.
*9.20. If m € Z, then m(a ® b) = (ma) ® b = a ® (mb).

*9.21. If A is torsion, then A ® Q = 0. (Hint: If a € A, then ma = 0 for some m > 0; if
qgeQ,thena® g = a ® m(qg/m) = ma ® (g/m) =0.)

*9.22. If A and B are finite abelian groups whose orders are relatively prime, then
A® B=0.

A definition by generators and relations, though displaying elements, is
difficult to work with; for example, it is usually unclear whether or not a given
element is zero. A worse defect is that one does not understand what purpose
the construction is to serve.

Definition. Let 4, B, and G be abelian groups. A bilinear function 9: 4 x B— G
is a function such that

o(a+a',b)=op(a,b)+ ¢la’, b)
and

o(a,b+b')=0¢(ab)+ ¢lab’)
forall a,a’ € A and all b, b’ € B.
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The natural map v: A x B— A ® B taking (a, b) into a ® b is bilinear.
The next result states that A ® B is a group (indeed is the only group) that
converts bilinear functions into ordinary (linear) homomorphisms.

Theorem 9.25.

(i) Given any abelian group G and any bilinear map @: A X B — G, there
exists a unique homomorphism f: A ® B — G making the following diagram
commute:

AxB —— AQB

/
@ S f
N4

(v is the natural map (a, by—a ® b).
(i) A ® B is the only group with this property; that is, if T is an abelian group
and n: A x B — T is a bilinear map such that the diagram

AxB —' > T

//
N /S f
v

G

always has a unique “completion” f,then T =~ A ® B.

Proor. (i) Recall that A ® B = F/N, where F is free abelian with basis A x B
(and N is generated by certain relations). Consider the diagram

AxBc« F F/IN=AQB
///
5 s
® ? ///f
G/

Define @: F - G by extending by linearity. The relations N are such that
N cker®, and so ¢ induces a homomorphism f: F/N — G, namely,
f:(a, b) + N+— @(a, b) = ¢(a, b). In other words, f(a ® b) = ¢(a, b) for every
{a, b) e A x B. Such a homomorphism f is unique, for the set of all a® b
generates A @ B.

(i) Consider the following diagram:

AxB — > A®B
\%
T

By hypothesis, there exist homomorphisms f: A@B—»>Tandg: T-> A® B
with fv = 5 and gn = v. Now consider the diagram
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AxB —Y 5 A®B

7
Ve
\ el
s
A® B.
Both gf and the identity complete the diagram, so that uniqueness of the

completion gives gf = identity. A similar diagram shows that fg = 1, hence
f and g are isomorphisms. O

Theorem 9.26. Let f: A — A’ and g: B — B’ be homomorphisms.

(i) There is a unique homomorphism A ® B — A’ ® B, denoted by f ® g, with
a® b fa® gb for everyac Aand b € B.
@) If f': A" —> A" and g': B'— B" are homomorphisms, then (f' ® g)o (f ® g) =
(f"ofI®(g' 29
PROOF. (i) The function ¢: 4 x B— A’ ® B’ defined by ¢(a, b) = fa ® gb is
easily seen to be bilinear. By Theorem 9.25(i), there is a unique homomor-
phism A ® B—> A’ ® B with a ® b ¢(a, b) = fa ® gb.
(i) Both maps complete the diagram

AxB —— A®B
-

/
¢ yd

A" ®/B”,
where g(a, b) = £'(/(@) ® ¢'(9(b)). 0

Corollary 9.27. Let A be a fixed abelian group. Thereis a functor T = T,: Ab —
Ab such that TB)= A® Band T(f)=1,® f.

ProoOF. That T preserves composites follows from Theorem 9.26(ii):

(L®f)o(L®N=L&S];
that 1, ® 1z = 1,5 p follows from Theorem 9.25(i). d

One usually denotes the functor T, by A ® __.

EXERCISES

9.23. For a fixed abelian group B, show that there is a functor F = Fz: Ab — Ab such
that F(4) = A ® B and F(g) = g ® 1;. (One usually denotes this functor by
—_®B)

9.24. (i) Prove that there is an isomorphism A ® B— B® A takinga® b—b ® a.
(i) For any abelian group A, the functors A ® — and _ ® A are isomorphic.

*9.25. Prove that the tensor product functor T, (and Fp) is additive. Conclude that if
f: B— B’ is the zero map (f = 0), then T(f) = 0, and that if B = {0}, then
T(B) = {0}.
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*9.26. If f: B — B is multiplication by an integer m, that is, f(b) = mb for all b e B,
then 1, ® f is also multiplication by m.

*9.27. (i) For every abelian group A, there is an isomorphism 7,: Z ® A - A with
n® a— na.
(ii) Show that the family of all 7, comprise a natural equivalence between
Z ® __ and the identity functor on Ab.

We remind the reader of a property of direct sums of abelian groups.
Suppose that {B;: j € J} is a (possibly infinite) family of abelian groups and
that { f;: B; > G| j € J} is a family of homomorphisms into some abelian group
G. There exists a unique homomorphism f: Y B, > G with f|B; = f; for all
jeld.

Theorem 9.28. There is an isomorphism A® ) B;—) (A ® B) with
a® (b)—(a® b))

Proor. First, the function n: 4 x Y, B; > Y (A ® B;) defined by (a, (b)) —
(a ® b)) is bilinear. Consider the diagram with ¢ bilinear

AxYB —— Y(A®B)

s
¢ I'd

G.

For each j, define ¢;: 4 x B; > G by (a, b;)—> ¢(a, b;), where b, € Y B; has b; in
the jth coordinate and 0 elsewhere. It is easy to see that each ¢ is bilinear, so
there exists a homomorphism f;: A ® B; - G with a ® b;— ¢(a, b;). Our re-
marks about direct sums show that there is a homomorphism f: Y (A®B)—-G
with Y a® b, - Y fla®b) =Y o(a, b) = ¢(a, Y b)) = ¢(a, (b)). It follows
that fiy = ¢, so Theorem 9.25(ii) gives A ® ) B; =~ > (4 ® B;). But this last
theorem not only asserts that an isomorphism exists; it also constructs one
(with a commutative diagram). The reader can now show that this isomor-
phism does send a ® (b;) into (a ® b;). O

Note that Exercise 9.13 shows only that there is some isomorphism
A®Y B, (A ® B;) whenever there are only finitely many summands, and
so it is a weaker result than Theorem 9.28.

Universal Coefficients

If (C,, 0)is a complex, then so is (C,, ® G, 0 ® 14) (for any fixed abelian group

G), because the composite of any two consecutive maps in
3., ®1 8,®1

Cri®G625 C,06-220C,, ®6

is zero, thanks to the additivity of — ® G (Exercise 9.25).




Universal Coefficients 257

Definition. Let (X, A) be a pair of spaces and let G be an abelian group. If
(S,(X, A4), 0)is the singular chain complex of (X, 4), then the singular complex
with coefficients G is the complex

5 S (X, A® 62BN 5,(X, H® G 2L 5, (X, ARG >+

The nth homology group of (X, A) with coefficients G is
H,(X, 4; G) = ker(d, ® 1)/im(d,,,; ® 1).

The word “coefficient” is suggested by the definition of tensor product, for
a typical n-chain in S,(X, A) ® G has the form ) f; ® g;, where B, € S,(X, A)
and g; € G; the elements g; do resemble coefficients.

Here is one way such a construction arises in topology. Given a field F and
a space X, construct a vector space analogue of S, (X), call it S (X, F), as
follows: S,(X, F) is the F-vector space with basis all n-simplexes in X; the
differentiations are F-linear transformations defined on basis vectors as the
usual alternating sum. Note that the subgroups of cycles and of boundaries are
F-vector spaces, since they are, respectively, kernels and images of F-linear
transformations. It follows that the homology groups are now F-vector spaces.
This can be convenient, because it allows one to use linear algebra. We have
already alluded to this in Chapter 7 when we mentioned how to find the Betti
numbers of finite polyhedra in terms of ranks and nullities of certain matrices.

Coefficients make a more serious appearance in obstruction theory (see
[Spanier, Chap. 8]) where the coefficients are certain homotopy groups. But
the major reason one needs coefficients is for spectral sequences, the most
powerful method of computing homology groups (see [McCleary]). In the
very statements of its theorems, one sees terms of the form H,(X, H,(Y)),
homology groups of X with coefficients H,(Y).

For every abelian group G, H,( ; G)is a homology theory with coefficient
group G. The proof is straightforward, using Theorem 9.29 (the interested
reader may look at the corresponding result for cohomology, Theorems 12.3,
12.4,12.9, and 12.10).

The first question is the relation of homology with coefficients to ordinary
homology. The optimistic guess is that H,(X, 4; G) = H,(X, A) ® G; unfor-
tunately, this is always true only for certain G, namely, G torsion-free, and so
itis usually false. This question eventually leads to an algebraic question: How
does __ ® G affect exact sequences?

Theorem 9.29. If B' > B -5 B” — 0 is an exact sequence of abelian groups, then
for every abelian group A, there are exact sequences

1®i l®p

A® B — A®B A® B ——0

and

i®l P®1

B®A B® A B®A——0.
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ProOF. (i) im(1 ® i) < ker(1 ® p).

It suffices to prove that (1 ® p)(1 ® i) = 0; but this composite is equal to
1®pi=1®0=0.

(i) ker(1 ® p) = im(1 ® i).

If we denote im(1 ® i) by E, then 1 ® p induces a map p: (4 ® B)/E -
A® B’ givenbya® b + Er—a ® pb (since E < ker(1 ® p), by (i)). It is easily
seen that 1 ® p = pn, where n: A ® B — (A ® B)/E is the natural map.

If p is an isomorphism, then

ker(1 ® p) = ker pn = kern = E = im(1 ® i),

as desired. Let us construct a map 4 ® B” - (A ® B)/E inverse to p. The
function f: A x B” = (A ® B)/E defined by

fla,b")=a®b + E,

where pb = b”, is well defined: such an element b € B exists because p is a
surjection; if pb; = b” = pb, then b, — b € ker p = im i, hence b, — b = ib’ for
some b’ € B, and

a®b; —a®b=a®(b, —b)=(1Ri)(a®b')eim(l ®i)=E.

Now f is easily seen to be bilinear, so that Theorem 9.25(i) gives a homomor-
phism f: A ® B" - (A ® B)/E with fla® b") = a® b + E (where pb = b"). It
is plain that f and p are inverse functions.

(1i) 1 ® p is a surjection.

If Y g, ® b’ € A® B’, then surjectivity of p provides elements b; € B, for
all i, with pb; = b/, and

(1® P)(z a;®b) = Zai ® b/
Proof of exactness of the second sequence is similar to that just given. [

Note that there is no zero at the left, nor need there be one even under the
extra hypothesis that i is injective.

ExamrLE 9.9. Consider the short exact sequence 0 - Z 5> Q 5 Q/Z — 0, and
let G be a torsion group. Now Exercise 9.27(i) shows that Z ® G = G, while
Exercise 9.21 shows that Q ® G = 0. Thus there can be no injection Z ® G —
Q ® G, and so, in particular, i ® 1 is not injective.
Corollary 9.30.
(i) Let m > 0. For any abelian group G,
(Z/mZ)® G = G/mG.

(ii) If m, n are integers with (m, n) = d (i.e., gcd = d), then

(Z/mZ)® (Z/nZ) = Z/dZ.
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Proor. (i) Apply — ® G to the short exact sequence
05287258 2mz >0
(where the first map is multiplication by m) to obtain exactness of

G

" P ZmZ)® G——0
(we have used Exercises 9.26 and 9.27). The first isomorphism theorem
now applies: G/ker(p® 1) =~ im p® 1. But ker(p ® 1) = im m = mG, and
imp®1=(Z/mZ)® G.

(i) The proof that G cyclic of order n implies G/mG cyclic of order d =
(m, n) is left to the reader. O

Observe that Exercise 9.22 is a consequence of this corollary.

Corollary 9.31. If A and B are known f.g. abelian groups, then A ® B is also
known.

PRrOOF. 4 and B, being f.g. abelian groups, have decompositions as direct sums
of cyclic groups. When we say these groups are “known”, we mean that we
know such decompositions of each. The result now follows from Corollary
9.30 and Theorem 9.28. O

EXERCISES

*9.28. (i) Let F and F’ be free abelian groups with bases {x;: j€ J} and {x;: k€ K},
respectively. Then F ® F' is free abelian with basis {x; ® x;: je J, k € K}.
(Hint: Theorem 9.28.)
(i) If F and F’ are f.g. free abelian groups, then F ® F'is a f.g. free abelian group
and rank F ® F’ = (rank F)(rank F').

9.29. Compute A ® B,where A=Z @ Z @ Z/6Z @ Z/5Z and B = Z/3Z & Z/5Z.

Evaluating ker(4' ® G - A ® G), where 0 > A’ > A —- A" - 0 is a short
exact sequence of abelian groups, is one of the basic problems of homological
algebra.

Definition. For each abelian group A, choose an exact sequence 0 — R 4 F o
A — 0 with F free abelian. For any abelian group B, define

Tor(4, B) = ker(i ® 1p).

Note that R is free abelian, by Theorem 9.3. Choosing bases of F and of R
thus gives a presentation of A by generators and relations.

(We can view this construction in a sophisticated way. If we delete A4,
then C, =0—- R - F — 0 is a chain complex, asis C, ® B=0—->R® B -
F ® B — 0 (just attach a sequence of zeros). Hence Tor(A4, By = H,(C, ® B).
For fixed B, Tor( , B)is even a (covariant) functor. If f: A —» A4’ is a homo-
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morphism, then Theorem 9.9 asserts the existence of the dashed arrows
making the diagram below commutative.

0 > R > F A 0
.
; 1 f
N ;

0 > R F A 0.

The dashed arrows constitute a chain map over f; moreover, after being
tensored by 1, they constitute a chain map C, ® B — C, ® B (where C, is
the complex 0 - R’ —» F’ — 0). One defines f,: Tor(A4, B) » Tor(A4’, B) as the
homomorphism H,(C, ® B) -» H,(C, ® B) induced by this chain map.)

Of course, there is an obvious question. Is the definition of Tor independent
of the choice of exact sequence 0 > R - F — 4 — 0? The answer is “yes”. In
fact one can even work on the second variable: if0 —» R’ 5 F' - B — Qs exact,
then ker(i ® 15) = ker(1, ® j). Proofs of these facts can be found in any book
on homological algebra.

The reader may yearn for a less sophisticated description of Tor(4, B). Here
is a presentation of it. As generators, take all symbols {a, m, b), where a € 4,
be B,me Z, and ma = 0 = mb. These generators are subject to the following
relations:

la,m,b+b'>=<Ca,mb) +{a,mb'y ifma=0=mb=mb
da+a',mby)=<La,mb)y+<a,mb) ifma=ma =0=mb,
{a,mn,b> = {ma,n, by if mna=0 = nb;
{a, mn, by = {a,m,nb) if ma= 0= mnb.

With this description of Tor(4, B), it is easy to define the map f, induced by
f:A— A’; send the coset of {(a, m, b) into the coset of { fa, m, b). It also
follows that Tor(A, B)is a torsion group for all A and B (this is the etymology
of Tor).

Here are the basic properties of Tor.

For each fixed abelian group B, Tor( , B): Ab— Ab is an additive
(covariant) functor satisfying the following:

[Tor1].1f0 > A" > A - A” — 0 1is a short exact sequence, then there is an
exact sequence

0 — Tor(4’, B) - Tor(A4, B) > Tor(A", B)» A ® B> A® B—» A” ® B — 0.

[Tor 2]. If A4 is torsion-free, then Tor(A4, B) = 0 for any B.

[Tor 3]. Tor(}) A4;, By = Y Tor(4;, B) and Tor(4, ) B;) = ) Tor(4, B)).
[Tor 4]. Tor(Z/mZ, B) = B[m] = {b € B: mb = 0}.

[Tor 5]. Tor(A4, B) =~ Tor(B, A) for all 4 and B.

Using these properties, one can compute Tor(A4, B) whenever A and B are
f.g. abelian groups. Indeed [Tor 4] shows that Tor(A, B) is finite in this case.
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Remark. As with tensor product, fixing the first variable of Tor gives an
additive functor Tor(A4, ): Ab— Ab, and the value of Tor(4, ) on B is
(isomorphic to) the value of Tor( , B) on A.

Proofs of the properties [Tor i], 1 < i < 5 (and of the theorem mentioned
in the remark), can be found in books on homological algebra.

Let A be an abelian group, andlet0 - R - F — 4 — 0 be an exact sequence
with F free abelian. For any abelian group B, Tor(F, B) =0, by [Tor 2],
and so the exact sequence given by [Tor 1] shows that Tor(4, B) =~
ker(R ® B —» F ® B); we have recaptured the definition of Tor.

EXERCISES

9.30. (i) For any abelian group G, prove that Q ® G is a vector space over Q. (Hint:
Q® G is an abelian group admitting scalar multiplication by rational
numbers.) Conclude that dim Q ® G is defined.

(i) f0—» A" — A - A” - 0 is an exact sequence of abelian groups, then 0 —
Q® A ->Q®A—- Q® A" - 0is an exact sequence of vector spaces. Con-
clude that

dmQ®A=dmQ® A +dimQ® 4"
(Hint: Use [Tor 1] and [Tor 2].)
9.31. Compute Tor(A4, B), where A = Z®Z D Z/6Z ® Z/5Z and B =Z/3Z D Z/5Z.

*9.32. For any abelian group G, prove that rank G = dim Q ® G. (Hint: Exercise
9.21.)

*9.33. If 0> B> B— B”" —» 0 is an exact sequence of abelian groups and if A4 is
torsion-free, then

0 A®XB - A®B—-A®B"-0
is also exact.

*9.34. If F, H are abelian groups with F free abelian, and if ae F and he H are
nonzero, thena® h#0in F® H.

We are now able to compute homology with coefficients.

Theorem 9.32 (Universal Coefficients Theorem for Homology).

(i) For every space X and every abelian group G, there are exact sequences for
alln > 0:

0 H,(X) ® G 5 H,(X; G) - Tor(H,_,(X), G) - 0,
where o: (cls z) ® g cls(z ® g).
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(i) This sequence splits; that is,
Hn(X7 G) = Hn(X) ® G ('B TOI'(H,,_I(X), G)

Remark. The value of the first statement is that one has an explicit formula
for an isomorphism H,(X)® G = H,(X; G) in the special case when
Tor(H,_,(X), G) vanishes.

PROOF. (i) We prove a more general result. If (C,, 0) is a free chain complex,
then there are exact sequences for all n > 0:

0- H,(C,)® G H,(C, ® G) - Tor(H,_,(C,), G) = 0,

where a: (cls z) ® g+ cls(z ® g) (note that if zis a cycle in C,, then z® g is a
cycle in C, ® G for every g € G). The theorem follows by specializing C, to
S (X).

The definition of cycles and boundaries of C, gives exact sequences for
every n:

i d
0— Z,<% C,— B,_, -0, (1)

where i, is the inclusion and d, differs from &, only in its target; there is a
commutative diagram

0

Cn — Cn—l

N

BnAl

Since B,_, is a subgroup of the free abelian group C,_,, Theorem 9.3 shows
that B, ; is free abelian; by (the rephrasing of) Corollary 9.2, Eq. (1) is a split
exact sequence. Exercise 9.13(i) now applies to show that

®1 d,®1
00— 2,062 c 062258  ®6——0 @)
is a (split) exact sequence.

If Z, is the subcomplex of C, whose nth term is Z,, then the differentiations
in Z, are restrictions of 6, and hence are zero; it follows that the differentiations
in Z, ® G are zero. Define B, to be the chain complex whose nth term is B, _;
(sic) and with all differentiations zero; it follows that the differentiations in
B; ® G are zero. Assembling the exact sequences (2) gives an exact sequence
of complexes

00— Z, ®G——>C ®G B+®G—+0
and this sequence begets a long exact sequence of abelian groups (exact

triangle)

— Hyo (B ® G) = Hy(Z, ® 6) 2225 H(C, ® 6) 2% H (B} ® 6)—= H,_,(Z, ® G) >



Universal Coefficients 263

where A, is the connecting homomorphism. Since By ® G and Z, ® G have
zero differentiations, Exercise 5.6 gives

H(Z,®G)=(Z,®G),=Z,®G
and
H,(By ® G)=(B; ®G), =B,; ®GC.
The long exact sequence can thus be rewritten as
>B®G5Z,8G M HC, @602 B ®6—22Z, ,®G-—.

For each n, there is thus an exact sequence

0 (Z, ® G)fim A,y —— Hy(C, ® G) L2 1er A, -0, (3)
where « is induced by (i ® 1),,; that is,

z®g+imA,,, —(i®1),:z®g) =clsz® g).

Let usevaluate A, (and A, ,,) and the two outside terms in Eq. (3). Consider
the usual diagram for the connecting homomorphism:

c,®6 L B ®6G —— 0

o®1

0—— 7,86 8L ¢ '®6

On any generator b,_; ® g of B,_; ® G, we have
Ayl ®9)=(® ) (O® DA 1) (by-y ® 9)
=b,_; ® gregarded asanelement of Z, , ® G;thusA, =j,_; ® 1, wherej,_;:
B,_; . Z,_, is the inclusion. We may thus rewrite the exact sequence (3) as
0-(Z,® G)im(j, ® 1) > H,(C, ® G) > kerj,_, ® 1>0.  (3)

The definition of homology gives exact sequences for every n:

0— B,y 5 Z, , — H,,(C,) — 0.

By [Tor 1], there is an exact sequence
Tor(Z,-;, G) = Tor(H,_4(C,), 6) > B,y ® G 227, , ® G+ H,_,(C,) ® G~ 0.

Since Z,_, is torsion-free (it is a subgroup of the free abelian group C,_,),
[Tor 2] says that Tor(Z,_,, G) = 0. Therefore

ker(jn—l ® 1) = Tor(Hn——l(C*)a G)

and, by replacing n — 1 by n,
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(Z, ® G)/im(j, ® 1) = coker(j, ® 1) = H,(C,)® G. 4)
The exact sequence (3') can thus be rewritten as
0 H,(C,) ® G 3 H,(C, ® G) — Tor(H,-,(C,), G) ~ 0. (5)

(i) It remains to show that the exact sequence (3'), hence (5), is split.
Examining elements gives the string of inclusions

im@,,,®1)cZ,®Gcker(6,®1)cC,®G.

Now Z,® G is a direct summand of C,® G (because the exact sequence
(2) splits); a fortiori, it is a direct summand of ker(d, ® 1). It follows that
(Z,® G)/im(8,,; ® 1) is a direct summand of ker(d, ® 1)/im(d,,, ® 1) =
H,(C, ® G). But im(d,+, ® 1) = im(j, ® 1), so that (Z, ® G)/im(f,+; ® 1) =
H,(C,) ® G (by (4)), and the result now follows from Exercise 9.10. O

Remarks. (1) There are stronger forms of the universal coefficients theorem
(and also a contravariant version to be discussed in Chapter 12); this weaker
version is satisfactory almost always.

(2) The name of the theorem is well chosen, because it reminds one that
homology with any coefficient group G can be computed from ordinary
homology.

(3) Note that Tor delayed his entrance until the last act of the proof.

EXERCISES

9.35. If Gis a torsion-free abelian group, then (cls z) ® g+ cls(z ® g) is an isomorphism
H,(X)® G > H,(X; G).

9.36. For every positive integer m and every space X,
H,(X; Z/mZ) ~ H,(X) ® Z/mZ ® H,_,(X)[m],
where, for an abelian group H, one defines
H[m] = {he H: mh = 0}.
Conclude that if H,_,(X) is torsion-free, then
H(X;Z/mZ)~ H,(X)® Z/mZ.

{When p is a prime, one calls H,(X; Z/pZ) homology mod p.)
ExaMPLE 9.10. Although homology with coefficients was defined only for
singular homology, the proof of the universal coefficients theorem also applies
to the simplicial and cellular homology theories as well, since they have been

defined using free chain complexes (see the remark after Theorem 9.8 and
Exercise 9.14(iii)).

ExaMPLE 9.11. Ordinary homology can be regarded as homology with coeffi-
cients in Z, for H,(X) ® Z =~ H,(X), by Example 9.2, and Tor(H,_,(X), Z) = 0,
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by [Tor 2]. An easier way to see this, however, is to return to the definition
of homology: applying the functor __ ® Z to a chain complex does not change
anything (Example 9.2).

ExaMPLE 9.12. If G is the additive group of either Q, R, or C, then
H,(X; G) = H,(X)® G,

because G is torsion-free in each case, and so [ Tor 2] gives Tor(H,_,(X), G) = 0.
(H,(X; Q) is called rational homology, H,(X; R) is called real homology, and
H,(X; C)is called complex homology.)

One can simplify the discussion of the Lefschetz number if one uses rational
homology. By Example 9.12, H,(X; Q) is a vector space over Q; moreover, if
f: X — X is continuous, then f: H,(X; Q) — H,(X; Q) can be seen to be a
linear transformation, and so the trace of f, is now the usual trace of linear
algebra. A similar simplification occurs in our discussion, in Chapter 7, of
computing homology; if one wants only Betti numbers, then all is linear
algebra.

Eilenberg—Zilber Theorem and the Kiinneth Formula

The long algebraic interlude began with the problem of computing H,(X x Y).
The main result shows that S, (X x Y)is determined by S,(X) and S,.(Y).

Definition. Let (C,, d) and (G,, 0) be nonnegative chain complexes. Their
tensor product C, ® G, is the (nonnegative) chain complex whose term of
degree n > 0 is

(Ce ® Gy = Z Ci®Gj

i+j=n

and whose differentiation D,: (C,, ® G,), = (C, ® G,),— is defined on genera-
tors by

D,(c;® g;) = dc; ® g; + (— 1)'c; ® dg;, i+ j=n

Since i + j = n and both d and 0 lower degrees by 1, we have D,(c; ® g;) €
(Cy ® G,),—;. The sign in the definition of D, is present to force D,_; D, = 0,
as the reader can easily check.

EXERCISES

9.37. If : C,, » Cy and p: E, — E, are chain maps, then A® u: C, ® E, —» C, ® E|
is a chain map, where

AW, = z 4 ® p.

i+j=n
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9.38. If 4, A: (C,, d) —» (C,, d’) are chain homotopic and if u, y': E, — E;, are chain
homotopic, then 4 ® p and A’ ® u’ are chain homotopic. (Hint: First show that
A ® pand A’ ® p are chain homotopic via s ® y, where d's + sd = A — 1')

*9.39. If C, is chain equivalent to C,, and if E is chain equivalent to E,,then C, ® E,,
is chain equivalent to C, ® E..

*9.40. Let 0 — S, — S, — S, — 0 be a short exact sequence of nonnegative complexes.
If E, is a nonnegative free chain complex, then 0 > S, ® E, - S, ® E, —
Sy ® E, — 0is exact. (Hint: Exercise 9.33.)

Theorem 9.33 (Eilenberg—Zilber). For topological spaces X and Y, there is a
(natural) chain equivalence {: S (X x Y)— S, (X)® S,(Y), unique to chain
homotopy, hence

Hy(X x Y} = H,(8,(X) ® S,(Y))
foralln > 0.

Proor. Let Top x Top denote the category with objects all ordered pairs of
topological spaces (4, B) (we do not demand that B be a subspace of A), with
morphisms all ordered pairs of continuous maps, and with coordinatewise
composition. Let .# be the set of all (A?, A%), p, ¢ > 0. Define functors
F, E:Topx Top—»>Comp by F(X,Y)=S,(XxY) and E(X,Y)=
S,.(X)® S,(Y). We show that both F and E are free and acyclic.

For fixed p > 0, define an F,-model set %, to be the singleton {d”}, where
dP: A? - AP x AP is the diagonal xi—(x, x) (note that d” e F,(A?, A?) =
S,(AP x A?)).If A; and A, are spaces and o: A? - A, x A, is a p-simplex, then
there are continuous maps o;: A? — A,, for i = 1, 2, with ¢ = (6, X g,) o d?
(define ; = p; o 6, where p;: A; x A, — A, s the projection, fori = 1, 2). Con-
versely, given any pair of continuous maps 6;: A > A4,, then (5, x 6,)od?is
a p-simplex in A; x A,. It follows that F, is free with base Z,,. Since A7 x A?
is convex, we see that the model (AP, AP) is F-acyclic.

Let us now consider the functor E. Exercise 9.28(i) shows that S,(X) ® S,(Y)
is free abelian with basis all symbols ¢ ® 7, where 6: A? > X and t: A7 Y
are continuous. By Example 9.4, the functor S, is free with (singleton) base
{67}, where 87: A? — AP is the identity (of course, 6 € S,(A?)). It follows easily
that E, is free with base in .#: indeed the E-model set %, = {6’ ® d%¢
S,(A?) ® S,(A%): p + q = n} serves. To check acyclicity, recall that each A? is
S,-acyclic (i.e., H,(A?) = H,(S,(A?)) = 0 for all m > 1), so that the free chain
complex S, (A?) is chain equivalent to Z,, the chain complex with Z concen-
trated in degree 0 (Theorem 9.8). Therefore the model (A?, A?) is E-acyclic,
because E(A?, A?) = S_(AP) ® S,(A%)is chainequivalenttoZ, ® Z, = Z,, by
Exercise 9.39.

Define ¢: HyF — HyE as follows. For a pair of spaces 4; and A,,
Fy(A,, A,) = So(A; x A,) is the free abelian group on all ordered pairs
(a;, a,) (where a; € 4;), while Eg(A;, A;) = (S,(4;) ® S,(4,))o is the free
abelian group on all symbols a, ® a,. It is easy to see that the maps
@4, 4, Fo(Ay, A3) > Eg(Ay, A,), defined by (a,, a,) a; ® a,, induce iso-
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morphisms HyF(A4,, A,) - HyE(A,, A,) which constitute a natural equiva-
lence @. By acyclic models (Theorem 9.12(iii)), there is a natural chain map
7: F — E, unique to homotopy, that is a natural chain equivalence. O

To use the Eilenberg—Zilber theorem, it is necessary to solve the algebraic
problem of computing the homology groups of the tensor product of two
complexes. The proof below (which I learned from [Vick]) reduces the prob-
lem to the universal coefficients theorem.

Lemma 9.34. Let A, and G, be nonnegative chain complexes. If every differen-
tiation in A, is zero, then

H,(4,®Gy) = ¥, Hi(4;®Gl),

where G is G, “shifted by i”, that is,
(G;:)n = Gn—i'
ProoF. Recall that D,: (4, ® G,), = (4, ® G,),—, is defined by a;® g;—

da; ® g; + (—1)'a; ® dg;, where i + j = n, where d is the differentiation in 4,,
and where 0 is the differentiation in G,,. As d = 0, by hypothesis, we have

ker D, 3 ker 1 ® 0,_;
mD,,; F\im1®d )

For each fixed i, there is thus the shifting described in the statement. O

Lemma 9.35. If C, and G, are nonnegative free chain complexes, then
H,(C, ® G,) = H,(H,(C,) ® Gy),

where H,(C,) is regarded as a chain complex in which every differentiation is
zero.

PRrOOF. Let B,, Z, be the subcomplexes of C, whose terms are boundaries
and cycles, respectively; each of these complexes has all differentiations zero,
hence the quotient complex H, = H,(C,) may also be viewed as a complex
with zero differentiations. As in the proof of the universal coefficients theorem,
let B denote the complex (with zero differentiations) with nth term B,_;.
There are two short exact sequences of complexes:

0-2,5C,5B; >0 1)
0->B,52,5H,-0 @)

(here p is the natural map and i, j are inclusions). Since each term of G, is free
abelian, Exercise 9.40 gives exactness of
0—2,86,-2%¢,®6, 2258 ©G,—0 3)

and
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0—— B, ®G, ———»Z ® G, LOl»H ® G, ——0. 4)

Next, the exact sequences
ill n
0—Z2,—C,—B, ;—0

must split, since Corollary 9.2 applies because B,_, is free abelian (Theorem
9.3); there are thus homomorphisms g,: C, » Z, with g,i, = 1, . Define
¢,. C, — H, as the composite

®n = Dn4n-
The map ¢: C, — H, is a chain map: if ¢ € C,,,, then

pdc = p,q,dc
= p,(dc) (because dc € Z, and hence is fixed by g,,)
=0 (because dc is a boundary).

On the other hand, d'¢c = 0, where d’ is the (zero) differentiation of H,,, and
so od = d'¢.
Consider the following diagram:

. (1, @), .
H,. (B, ®G, )—2 H(Z,®G,) — H,(C,®G,) —3 H,(B}®G,) - H, (Z,®G,)

N

H(B,®G,) o HAZx®G,) o H(H, ®Gy) —5— H,- (B, ®G,) o Hymi(Z,BGy).

® (p®1), (J®1),

The rows are exact, because they arise by applying the exact triangle to
sequences (3) and (4); thus D and A are connecting homomorphisms. Since
H,.,(Bf ® G,) = H(B, ® G,), we may define « and «' to be identities.
Finally, define f§ to be (¢ ® 1),.

We claim that each of these squares commutes up to sign. If this is so, then
a trivial modification of the five lemma shows that f is an isomorphism, and
the proof is complete. Each verification is routine; for example, let us prove
that the first (and fourth) squares actually commute. Let b} ® g,—; be a cycle
in (By);®G,—; = B_; ® G,_;; hence 0=db ®g,;+ (—1)b} ® g, =
(- 1)b} ® 0g,-;, because db; = 0. By Exercise 9.34, it follows that dg,_; =0
(for B;_, is free abelian). Hence A cls(b}' ® g,_;) = cls(D{(¢; ® g,-;)), where
¢c; € C;and dc; = b}. Now

D(c;® gp—i) =dc; ® gui + (— l)ici ® 0g,-; = b ® gu-i

(since dc; = b and dg,_; = 0). We have checked commutativity for a set of
generators of H,,,(B; ® G,). The commutativity to sign of the other two
squares is left to the reader. O

Theorem 9.36 (Kiinneth Theorem).

) If C, and G, are nonnegative free chain complexes, then there are exact
sequences for all n:
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0- ) H(C,)® H\(G,) 5 H(C,®G,)— Y. Tor(Hy,C,), H,(G,)~0,
i+j=n p+q=n—1
where o: cls(z;) ® (cls z])— cls(z; ® zj).
(ii) This exact sequence splits; that is,
H(C,®G,) = Y H(C,)®H(G)® Y Tor(H,C,), H(G,)).

i+j=n ptg=n—1

PrOOF. By Lemmas 9.35 and 9.34,
H,(C,®G,) = H,(H(C)® G,) = Z H,(H/(C,) ® G.).

By the universal coefficients theorem, Theorem 9.32 (actually, by the more
general isomorphism given in its proof), there are split exact sequences for all
n,i,
0 - H,(C,) ® H,(G}) > H,(H,(C,) ® G}) - Tor(H,(C,), H,,(G})) > 0;
that is, there are split exact sequences
0 - H(C,) ® H,_{(G,) > H,(HC,) ® GL) > Tor(H,(C,), H,_;_;(G,)) 0.

If i > n, we have H,(G.) = 0. Taking the direct sum over all i > 0 now gives
the result. O

There are more sophisticated proofs allowing one to prove the Kiinneth
theorem with no (freeness) condition on the nonnegative chain complex G,.
There is an immediate proof of the universal coefficients theorem from this
more general Kiinneth theorem. Given an abelian group G, define G, as the
chain complex with G concentrated in degree 0: G, = G and G, =0ifn # 0
(all differentiations are necessarily zero). By Exercise 5.6, Hy(G,) = G and
H,(G,) = 0for n # 0. The tensor product C, ® G, in this case is just C, ® G,
and the Kiinneth theorem simplifies to

Hn(C* ® G) = Hn(c*) ® G @ TOI'(H,,_I(C*), G);

as claimed.
Combining the Eilenberg—Zilber theorem with the Kiinneth theorem yields
the result we have been seeking.

Theorem 9.37 (Kiinneth Formula).? For every pair of topological spaces X and
Y and for every integer n > 0, there is a split exact sequence

3 Here is the original form of the Kiinneth formula. If X and Y are compact polyhedra, then
b(X x Y)= Y b(X)b(Y),
i+j=n
where b,(X) is the ith Betti number of X. This follows from Theorem 9.37 once one observes that,

for any f.g. abelian groups 4 and B, the group Tor(A4, B) is finite, and hence it contributes nothing
to the calculation of Betti numbers.
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0— Y HXO®HMSHX xY)» ¥ Tor(H,X), H(Y)) >0,
itj=n p+tg=n—1
where o”: (cls z;) @ (cls zj)—cls({'(z; ® z;)y and {': S, (X) ® S,(Y) > S, (X x Y)
is the inverse of an Eilenberg—Zilber chain equivalence. Hence
HX x V)= Y HXQHY® Y Tor(H,X) H(Y).

i+j=n p+q=n—1

Proor. The Kiinneth theorem gives a split exact sequence with middle term
H,(S,(X) ® S,(Y)), and the Eilenberg—Zilber theorem identifies this term with
H,(X x Y). O

This theorem is especially useful when X and Y are compact polyhedra,
better, finite CW complexes, for then each of their homology groups is a f.g.
abelian group. Thus, if the homology groups of X and Y are known, then
Corollary 9.31 and the cited properties of Tor are adequate for computing
H, (X x Y).

ExAMPLE 9.13. Let m, n be positive integers. If m # n, then

B =0 e
If m = n, then
Z ifp=0,2m
H,S" xS =<Z®Z ifp=m
0 otherwise.

(Note that this example agrees with our earlier computation of the homology
groups of the torus S* x S'.)

ExaMPLE9.14. If X = S* v §% v §3(wedge), then we saw in Exercise 7.26 that

Z ifp=0,1,23
0 otherwise.

Hp(X)={

It follows from Example 9.13 that X and S' x S2 have the same homology
groups; however, they do not have the same homotopy type (see Exercise 9.46
below).

ExaMpLE 9.15. If X = RP? x RP?, then Theorem 8.47 with the Kiinneth
formula gives

~

z ifp=0
ZPZOZLNRL ifp=1
H,(X) =< Z/2Z ifp=2

Z®ZP2Z  ifp=3
0 if p> 4.

-
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EXERCISES

9.41.
9.42.

9.43.
9.44.
9.45.
*9.46.
*0.47.

9.48.

9.49.

If X and Y are acyclic, then X x Y is acyclic.
If X and Y are path connected, then
H,(X x Y)=H,(X)® H,(Y)

and

Hy(X x Y) = Hy(X) ® [H,(X) ® H,(Y)] @ H,y(Y).
Compute H, (K x RP"), where K is the Klein bottle.
Compute H, (RP" x S™).
Compute H (RP" x RP™).
Prove that S! v $2 v §* does not have the same homotopy type as S! x §2.

Show that S! x S* and S? v S! v §' have the same homology groups. (In
Example 12.8, we shall see that these two spaces do not have the same homotopy
type.)

(i) Show that RP? and RP? v S3 have the same homology groups. (Hint:
Exercise 7.26(ii).)
(i) Show that RP3 and RP? v S? do not have the same homotopy type.
(iii) Show that RP3 x RP? and (RP? v $%) x RP? have the same homology
groups and the same fundamental group. (These spaces do not have the
same homotopy type.)

Compute H,(T"), where T" is the r-torus, that is, T" is the cartesian product of
r copies of S'.



CHAPTER 10

Covering Spaces

When first computing 7, (S!), we looked to winding numbers for inspiration.
Every closed path fin S at 1 (1 = ¢2™° e §') suggested the picture

R

} exp

I —— S.

f

We proved two preliminary results: the lifting lemma (Lemma 3.14) says that
every (not necessarily closed) path f possesses a “lifting” f:I— R that is
unique once f(0) is specified

R

f t exp

I — St
S
the covering homotopy lemma (Corollary 3.15) says that ifg: 1 — S'is a path
and if f ~ grell, then f ~ §rel I. More precisely, if F: I x I - S* is con-
tinuous (i.e., F is a homotopy), then one can lift the homotopy: there exists a
continuous F* making the following diagram commute:
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F exp
IxI —— S.
F

These two lemmas were used (in Theorem 3.16) to show that the degree
function d: 7,(S*, 1) - Z, defined by [ f]+ f(1), is an isomorphism. In the
first section, we shall extend this proof by replacing the exponential map
exp: R — S! by certain maps between more general spaces. What emerges is
a tool for computing fundamental groups as well as an analogue of Galois
theory! Moreover, many important constructions (e.g., fibrations, “killing”
homotopy groups) can be viewed as generalizations of covering spaces.

Basic Properties

Definition. Let X and X be topological spaces and let p: X — X be continuous.
An open set U in X is evenly covered by p if p™(U) is a disjoint union of open
sets S; in X, called sheets, with p|S;: S; - U a homeomorphism for every i.

The exponential map exp: R — S* provides an example: the open set U =
§' — {—1} is evenly covered by exp, where exp(t) = e*™: indeed

(exp) ™' (U) = UZ (n—2n+1%)

so that the sheets here are open intervals.

Definition. If X is a topological space, then an ordered pair (X, p) is a covering
space of X if:

(i) X is a path connected topological space;
(ii) p: X - X is continuous;
(iif) each x € X has an open neighborhood U = U, that is evenly covered by p.

The map p is called the covering projection,’ and an open set that is evenly
covered by p is called p-admissible or, more simply, admissible.

! A covering projection is an example of a local homeomorphism, defined as follows. A continuous
map f: Y — X is a local homeomorphism if each y € Y has an open neighborhood V with f(V)
open in X and with f|V: V — f(V) a homeomorphism.
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It is clear that the admissible open sets comprise an open cover of X. The
picture to keep in mind is

\

-
<

Lemma 10.1. Let (X, p) be a covering space of X. Then p is an open continuous
surjection and hence is an identification; moreover, X is path connected.

PRrOOF. If x € X and U = U, is admissible, then p(p~*(U)) = U and x € im p;
hence p is a surjection. To see that p is open, let ¥ be an open set in X and let
x€ p(V) let U be an admissible open set contalmng x,let X e p~1(x)N V, and
let U be the sheet over U containing X. Then UNV is an open set in U
(containing X), and so p(U N V) is an open subset of U containing x; therefore
p(V) is open. Finally, an open continuous map is an identification; moreover,
a continuous image of a path connected space is path connected. O

Remark. The covering projection p: X — X need not be closed. For example,
the discrete set {n + 1/n: n > 3} is a closed subset of R whose image under
exp is not closed in S*.

EXERCISES

10.1. Show that (R, exp) is a covering space of S*.

10.2. If S* is regarded as a multiplicative topological group and if k € Z — {0}, then
the map p,: S! — S! given by z>z* is continuous. Prove that (S%,p,) is a
covering space of S'.

*10.3. Prove that (S, p) is a covering space of RP”", where p is the map identifying
antipodal points.

*10.4. Let X be a wedge of two circles, say, X = A v B, and let x, denote their point
of tangency. Let q: S! - X be the identification map that identifies — 1 and +1
(so we may assume that g(—1) = x4 = ¢(1)).



Basic Properties 275

(i) Show that (S!, g) is not a covering space of X.
(ii) Let X be a doubly infinite sequence of tangent circles:

}=...m'..’

with points of tangency %, for k € Z. Define p: X » X to be the map with
p(X,) = x, for every k and with the restriction of p to every circle being g (we
have been imprecise). Prove that (X, p) is a covering space of X.

*10.5. If (X, p)is a covering space of X and if x, € X, then the fiber p~(x,) is a discrete
subset of X.

*10.6. Let (X, p) be a covering space of X. Prove that if X is either Hausdorff or locally
compact or locally path connected or is an n-manifold, then so is X. Indeed any
“local” property of X is inherited by X.

*10.7. Let p: X — X be continuous and let U be an open set in X that is evenly covered
by p. If V is an open subset of U, then V is also evenly covered by p.

10.8. (i) If (X,, p;) is a covering space of X;, for i = 1, 2, then (X, x X,, p, x p,)
is a covering space of X, x X,. (Hint: If U, is p,-admissible and U, is
p,-admissible, then U; x U, is (p; x p,)-admissible.) Conclude that the
plane is a covering space of the torus.

(i) Prove that an infinite cylinder R x S! is a covering space of the torus. (Hint:
For any path connected space X, (X, 1) is a covering space of X.)
y—

b'¢
ql J P
Y X
in whish B and o are homeomorphisms and (X, p) is a covering space of X. Show
that (Y, g) is a covering space of Y.

*10.9. Consider the commutative diagram

B

B —
o

Theorem 10.2. Let G be a path connected topological group, and let H be a
discrete normal subgroup of G. If p. G — G/H is the natural homomorphism,
then (G, p) is a covering space of G/H.

Remark. We know, by Exercise 3.23, that G/H is a topological group.

PROOF. Let us first show that p is an open map. If V is open in G, then
p(V) = {Hx: x € V}. Hence

plp(V)= |J Hx= | hV.

xeV heH
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Now each hV is open in G (because g+ hg is a homeomorphism G — G), and
so p~p(V)is open in G; since p is an identification, it follows that p(V) is open
in G/H.

Since H is discrete, every subset of H is closed in H, and so every subset of
H is open in H. In particular, there is an open set W in G with WN H = {1},
where 1 is the identity element of G. As the map G x G — G given by (x, y)+—
xy~! is continuous, there is an open neighborhood V of 1 with V¥V~ < W
(recall that VV ™! = {ab™': a, b e V}). Define U = p(V); since p is open, U is
an open neighborhood of 1 in G/H. We claim that U is evenly covered by p.
As we saw above,

p U =pp(V)= | Y,
heH

where each hV is open in G. The sets of the form hV, where h € H, are pairwise
disjoint: if h, k are distinct elements of H and hV NkV # (&, then there are
elements v, w € V with ho = kw; hence vw™* =k the VV '!NH < WNH =
{1}, a contradiction. Finally, p|hV is a homeomorphism from hV to U. We
already know that p|hV is an open continuous map; p|hV is a surjection,
since p(hV) = p(hp(V) = p(V) = U (because he H = ker p); p|/hV is an
injection, because if p(hv) = p(hw) (where v, w e V), then p(v) = p(w) and
wleVVINH = {1}.

It is now easy to see that if X € G/H, then XU is an open neighborhood of
X in G/H that is evenly covered by p. Therefore (G, p) is a covering space of
G/H. O

Note that if (G, p) is a covering space of G/H, then H = ker p is just the
fiber over 1; by Exercise 10.5, H must be discrete.

After giving a uniqueness result, we shall show that the lifting lemma and
the covering homotopy lemma (which we have proved for (R, exp)) hold for
arbitrary covering spaces.

Lemma 10.3. Let (X, p) be a covering space of X, let Y be a connected space,
and let f:(Y, yo) = (X, xo) be continuous. Given %, in the fiber over x,, there
is at most one continuous f: (Y, yo) = (X, X,) with of =1

(Xa -’20)

|

(Y, yo) —7—’ (X, xo).

PROOF. Suppose that f': (Y, yo) — (X, %,) satisfies pf’ = f. Let
A= {yeY:f(y) = [}

and

B={yeY:f(y) # [}
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Clearly, Y = AUB, ANB = J,and A # & (because y, € A). If we show that
A and B are open, then the connectivity of Y will force B = ¥, hence f = f".

Let a € A. Let U be an admissible neighborhood of f(a), and let S be the
sheet over U containing f(a) = f'(a). Of course, W = f~1(S)N f'~1(S) is an
open neighborhood of a in Y. Indeed W < A:if w € W, then f(w) and f’(w) lie
in S, and so pf(w) = f(w) = pf’(w); hence f(w)= f'(w) because p|S is a
homeomorphism. Therefore w e A, W < 4, and A is open.

Were X Hausdorff, one could use a standard result that A4 is closed, and
this would complete the proof. Without this assumption, we argue as follows.
If b € B, then let V be an admissible neighborhood of f(b). If both f(b) and
£'(b) lie in the same sheet over V, then the argument above gives f(b) = f'(b),
contradicting the fact that b € B. Hence f(b) e S and f'(b) € S’, where S, S’ are
distinct sheets. But now W’ = f~1(S)N f"~1(§’) is an open neighborhood of
b, and one can check quickly that W’ < B. Therefore B is open. O

Theorem 10.4 (Lifting Lemma). Let (X, p) be a covering space of X and let
J: (4, 0) > (X, xo) be a path. If %, is in the fiber over x,, then there exists a
unique f: (I, 0) - (X, X,) with pf = f.

ProoOF. In light of Lemma 10.3, I connected implies the uniqueness of any such
f- We now prove that f exists. Suppose that [a, b] = Iis such that f([a, b]) < U,
where U is an admissible neighborhood of x = f(a). If X lies in the fiber over
x, then % lies in a unique sheet, say, S. It is easy to see that §: ([a, b], a) = (X, %)
defined by § = (p|S)™! o (f|[a, b]) satisfies pg = f|[a, b].

For each tel, let U, be an admissible neighborhood of f(¢). Now
{f7X(U,): t e I}, being an open cover of the compact metric space I, has a
Lebesgue number A. This means that if 0 < é < 4 and Y is a subset of I of
diameter less than §, then Y < f~1(U,) for some t e I; that is, f(Y) < U,.
Partition I with points t; =0, t,, ..., t, = 1, where t;,; —t; <dfor 1 <i <
m — 1. By our initial remarks, there is a continuous §,: [0, t,] — X with
rd; = 1[0, t,] and §,(0) = X,. Similarly, there is a continuous §,: [t,, t3] —
X with pg, = fI[t,, ts] and §,(t,) = §,(t,); indeed, for 1 <i<m—2,
there is a continuous §;;: [tiss, tisz] = X With pgiry = fI[ti+1, tiv2] and
Jir1(tis1) = Gi(t;s). By the gluing lemma (Lemma 1.1), we may assemble
the functions g; into a continuous function f:1— X, where f(f) = g;(t) if
te [t tiqg ] |

A stronger version of the covering homotopy lemma holds, and its proof
is essentially that of the special case.

Theorem 10.5 (Covering Homotopy Theorem).? Let (X, p) be a covering space
of X, and let Y be any space. Consider the diagram of continuous maps

2 Anticipating terminology not yet introduced, this theorem says that a covering projection
p: X - X is a fibration.

Suppose one defines g: Y — X by g(y) = F(y, 1) and §: Y—>~X~ by §(y) = F(y,1). Thenpj =g
and F: f ~ §. Therefore, if f ~ g, then their respective liftings f and § are also homotopic.
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Y
x
wherej(y) = (y, 0) for all y € Y. Then there exists a continuousmap F: Y x 1- X
making the diagram commute; moreover, if Y is connected, then F is unique.

__f_,

><+——><t

Y

I—+,

Proor. Note that if Y is connected, then Y x I is also connected, and so
Lemma 10.3 gives the uniqueness of F (because, for any y e Y, we have
F(y, 0)= f(y)) N

We show first that it suffices to work locally: we shall show that F exists if
each y € Y has an open neighborhood N, such that there is a continuous F,
making the following diagram commute

N, — X

s

(the horizontal maps are restrictions of f and F, respectively). Since {N, x I
ye Y} is an open cover of Y x I, it suffices to show that the Fy agree on
overlaps (Lemma 1.1'). Suppose that y’ € N, N,. Then

F(y,0) = f(y') = F,(y', 0);
moreover, if t € I, then
pF(y, 1) = F(y', ) = pE(¥', ).

Thus both F, and F, are liftings of F{{y’} x I which agree on (y’, 0). Since
{y'} x Lis connected, Lemma 10.3 gives F,|{y’'} x I = F,[{y'} x I;as y’isan
arbitrary element of N, N N,, it follows that F, and F, agree on (N,N N,) x I =
(N, x )1 (N, x I), as desired.

We now construct the neighborhoods N, and the maps Fy. ForeachyeY
and each ¢t €1, let U, be an admissible neighborhood of F(y, t) in X; since F
is continuous, there are open neighborhoods M, and I, of y and ¢, respectively,
with F(M, x I,) « U,. Compactness of I implies that finitely many I,’s cover
I; denote them by I, ..., L. If we define N, = ﬂ3=1 M,, then N, is an open
neighborhood of y. Also, there are numbers 0 =t, <t, <-"-<t,=11in
I with [t;_,, t;] contained in some I, (depending on i), where v=1, ..., n.
Hence N, x [t;-,,t;] =« M, x I, and F(N, x [t;_,, t;]) is contained in some
admissible open set in X (which depends on i).

It suffices to construct continuous maps G;: N, x [t;_;, t;] — X for i=
1, ..., m, such that
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(i) pG; = FIN, x [t;—y, t;],
(ii) G.(y’,0) = f(y')for all y’ EN,,
and
(i) G- (¥’ ti1) = Gi(y', t;—y) for all y’ e N, and all i,

because such maps G; can be glued together giving F,: N, x I > X, as desired.
To define G,, let U be an admissible open set W1th F (N x [0,¢t;]) = U, let
{S,: € A} be the sheets in X over U, and let ¥, = f7(S,) in Y. Note that
{V,: 2 € A} is a disjoint open cover of N,. Define G, as the composite

F St
V, x [0, t,] U g

It is easy to see that G, satisfies (i) and (ii). Assuming that G;_, exists, a similar
construction gives G;, and so the proof is completed by induction. O

Corollary 10.6 (Covering Homotopy Lemma). Let (X, p) be a covering space
of X. Let xq, x, be pointsin X, let f, g: 1 > X be paths in X from x, to x,, and
let X, be in the fiber over x.

() If F:1 x I - X is a relative homotopy F:f ~ g rel 1, then there exists a
unique continuous F: 1 x I - X with pF = F and F(0, 0) = %,.

(i) If f, G are the liftings of f, g, respectively, with f(O) = %o = §(0), then
f()=§(1)and F:f ~ jrel 1.

Remark. Statement (ii) is often called the monodromy theorem.

ProoF. (i) This follows from Theorem 10.5 if we set Y = L.

(ii) If we define F,: I —» X by F,(t) = F(t, 0), then pF, = f and F,(0) =
F(0, 0) = X,; the lifting lemma (Theorem 10.4) gives F, = f. Next, F|{0} x I
is a path in X lying over the constant path at x, and starting at X; Theorem
10.4 gives F(0, 1) = X, for all t € I Similarly, F|{1} x I is the constant path
at f(1). Finally, if F,:1— X is defined by F,(t) = F(t, 1), then pF, = g and
Fi(0)= F(0,1) = %, (since F|{0} x T is constant). Hence F, = §. Therefore

g1 =F (1) = F(1, 1) = f(1), and F: f ~ § rel i, as desired. ]

Recall that the fundamental group =, is a functor from pointed spaces to
groups; in particular, if ¢: (X', xg) = (X, x,) is continuous, then there is a
homomorphism ¢,: (X', x5) = 74(X, x,) defined by [ f'1—[of'].
Theorem 10.7. If (X, p) is a covering space of X, then

7.l:l(XNva g()) g 7[1(X, xO)
is an injection (Where X, lies in the fiber over x,).
Proor. Let f: (I I) - (X, %) be a closed pathin X at E Xo- pr*[f] =[pfl1=1

in 7, (X, X,), then there is a relative homotopy F: pf ~ crel I, where c is the
constant path at x,. By Corollary 10.6, there is a lifting F: f ~ & rel I, where
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¢ is the constant path at X4, hence [ f1=11in n,(X, X,). Therefore p, is an
injection. O

In the special case of the covering space (R, exp) of S, the covering
homotopy lemma enables one to define the degree map d: =, (S, 1) » Z (the
fiber over 1) by [ 1 f(1), where f is the lifting of f with f(0) = 0 € R. For
an arbitrary covering space (X, p) of X, there is a function

7'51(X, xO) XY K
where Y is the fiber over x,, given by

(Lf1, y— fQ),

where f is the lifting of f with f(0)=ye Y c X. Corollary 10.6 shows that
this function is well defined, for it is independent of the choice of path in the
path class [ f]. Fixing y € Y thus gives a function 7, (X, x,) = Y that general-
izes the degree function d. Since a fiber Y may not be equipped with a group
structure (as is the case for (R, exp) or, more generally, for topological groups),
these generalized degree functions are not homomorphisms.

Definition. Let G be a group and let Y be a set (topological space). Then G
acts on Y if there is a (continuous) function G x Y — Y, denoted by (g, y)— gy,
such that

(99")y = g(g'y)
and
ly=y

forall ye Y and g, g’ € G (here 1 is the identity element of G). Call Y a G-set
(G-space) if G acts on Y. One says that G acts transitively on Y if, for each y,
y' € Y, there exists g € G with gy = y’; call Y a transitive G-set (G-space) in this
case.

Let a group G act on a set Y. For each g € G, the function on Y defined by
y+> gy is a permutation of Y (its inverse is y+> g~ y); moreover, if G acts on
a topological space Y, then y+ gy is a homeomorphism.

Definition. Let a group G act on a set Y, and let y € Y. Then the orbit of y is
o(y)={gy:9geG} ¥,
and the stabilizer of y (also called the isotropy subgroup of y) is
G,={geG:gy=y} cG.

It is easy to see that G, is a subgroup of G. Note that G acts transitively on
Y if and only if o(y) = Y forevery y € Y.
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Lemma 10.8. If a group G actson a set Y and if y € Y, then

lo(y)I =[G :G,].
In particular, if G acts transitively, then |Y| = [G: G, ].

ProofF. The following statements are equivalent: gy = hy; g ‘hy =y;
g 'h e G,; gG, = hG,. If G//G, denotes the family of left cosets of G, in G, then
it follows that ¢: o(y) — G//G, given by ¢(gy) = gG, is a well defined function
that is injective. Since ¢ is obviously a surjection, it is a bijection. O

Remark. There is another way that Y can be a G-set: if there is a function
G x Y — Y, denoted by (g, y)— yg, such that

y(99') = (y9)9’

and

yl=y

forall ye Y and g, g’ € G. Call Y a right G-set if such a function exists; call Y
a left G-set when the original definition holds.

We are forced to consider both types of G-sets because of our choice of
notation. When f and g are paths, then f * g means first traverse f and then
g; when f and g are functions, then their composite f o g means first apply g
and then f. There is no real problem here, because one can convert a right
G-set into a left G-set by defining

gy =yg "

Note that this does work, because
9@’y =9(yg’ =g Ng " =yg’'g7") = y(gg) " = (99')y-

Theorem 10.9. Let (X, p) be a covering space of X, let x, € X, and let Y be the
fiber over x,.

(i) m,(X, x,) acts transitively on Y.
(ii) If X € Y, then the stabilizer of % is p,m,(X, %)-
(iii) |Y] = [m1(X, Xo): Py (X, %o)]-

PROOF. (i) Let us first show that Y is a (right) 7, (X, x,)-set. If [ f] € 7, (X, x,)
and % € Y, then X[ /] is defined as f(1), where f is the (unique) lifting of f with
f(0) = %. By Corollary 10.6, this definition does not depend on the choice of
representative in the path class [ f].

It is easy to see that X[ f] = X when f is the constant path at x,, for then
f is the constant path at X. Suppose that [g] € (X, x,). Let f be the lifting
of f with f(0) = %; let § be the lifting of g with §(0) = f(1). Then f % is the
lifting of f *g that begins at %, and it ends at g(1). It follows easily that
X[f*g]l=ELfDIg].



282 10. Covering Spaces

Choose %, € Y, and let X be any point in Y. Since X is path connected (this
is the first time we have recognized this property of X), there is a path 1 in X
from %, to % Now pl is a closed path in X at x, whose lifting with initial
point %, is visibly 4. Thus [pA] € 7, (X, x,), and %,[pA] = A(1) = %. It follows
that 7, (X, x,) acts transitively on Y.

@ii) If f is a closed path in X at x,, let f be the lifting of f with f(0) = Xo.
If [f] € 71(X, Xo)z,, the stabilizer ofxo, then %, = %,[f] = f(1); hence [f] e
(X, %) and [f1=1[pf1€ p*nl(X X,). For the reverse inclusion, assume
that [ f] = [pg] for some [§] € n,(X, %,). Then f = § (for both lift f and both
have initial point X,), and so f(1) = §(1) = %,. Therefore X,[ f] = fQ) = %,,
and [ f] lies in the stabilizer of X,,.

(iii) This now follows from Lemma 10.8. O

Theorem 10.10. Let (X, p) be a covering space of X, let x,, x, € X, and let Y,
Y, be the fibers over x,, x,, respectively. Then

| Yol = Y4l

Proor. Choose %, € ¥, and %, € Yy, let 1 be a path in X from %, to %,, and
let 2 = pA denote the corresponding path in X from x, to x;. It is easy to see
that the following diagram commutes:

o p) o -
n (X, o) — (X, X,)
Py p*

(X, Xo) —— m1(X, x,).

Here the top map = sends [/ ]+ [A~! = f * 1], and the bottom map o sends
[f1—[A7! = f * 2]. Since these maps are isomorphisms and p,, is an injection,
it follows that X induces a bijection between cosets: [7, (X, x;): p*nl(X' ,Xo)] =
[7, (X, x,): p*nl()? , %1)]. Theorem 10.9(iii) now gives the result. O

We have just proved that all the fibers in a covering space have the
same cardinal. Since each fiber is discrete, it follows that any two fibers are
homeomorphic.

Definition. The multiplicity of a covering space (X, p) of X is the cardinal of
a fiber. If the multiplicity is m, one also says that (X, p)is an m-sheeted covering
space of X, or that (X, p) is an m-fold cover of X.

Corollary 10.11. If n > 2, then n,(RP") = Z/2Z.

Proor. We know that (S", p) is a covering space of RP" (Exercise 10.3) of
multiplicity 2; therefore [7,(RP", x4): p,7,(S", Xo)] = 2. By Corollary 7.6, §"
is simply connected for n > 2. Therefore |n, (RP", x,)| = 2 and n; (RP", x,) =
Z/27. d
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Corollary 10.12. Let (X, p) be a covering space of X, let x, € X, and let Y be
the fiber over x,.

(i) If X, %, € Y, then p,n,(X, X,) and p*nl()?, X,) are conjugate subgroups
of 1y (X, xo). )

(ii) If S is a subgroup of n,(X, x,) that is conjugate to p,n,(X, X,) for some
X, € Y, then there exists X, € Y with S = p*nl()?, x,)

Remark. Since X is path connected, we know that ,(X, X,) = n,(X, %,), so
that their images under the injection p,, are isomorphic. This corollary asserts
that these images are even conjugate.

ProoF. (i) Recall the commutative diagram from Theorem 10.10 (with
YO = Yl ):

o . T - .
(X, Xo) — m(X, X;)

N

71 (X, Xo) - 7y (X, Xo);
here X: [f]H[Z‘l*f*IJ and o: [f]—[A71 % f* 4], where):isapath inX
from X, to X,, and 4 = pA. Now
p*ZTEI(X, -SEO) = p*nl(X, 551) = ap*nl()?, i0)’

so that the two subgroups are conjugate by [1] € 7, (X, x,) (note that 1 is a
closed path in X at x, since both %, x1 eY)

(i) Suppose that § = [}. p, (X, Xo)[A] for some closed path A in X at
X,. Let 1 be the path in X lying over 4 for which 1(0) = Xo. Note that ey
(because pi = ), say, A(1) = %,. Using the commutative diagram in Theorem
10.10,

S = UP*”1(Xa Xo) = P*Enl(X, %) = P*"l()?, X1)
as desired. O

Definition. A covering space (X, p) of X is regular if p, n,(X, %,) is a normal
subgroup of 7, (X, x,) for every x, € X.

If (X, p) is a regular covering space of X, then p, (X, Xo) = p,n,(X, %,)
for every X,, X, in the same fiber. If X is simply connected, then (X, p) is
regular.

EXERCISES

10.10. Let (X, p) be an m-sheeted covering space of X, where m is prime. If X is simply
connected, prove that =, (X, x,) = Z/mZ.
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10.11. It is known that (m, ¢(m)) = 1, where ¢ is the Euler ¢-function, if and only if
every group of order m is cyclic. Prove that if (X, p) is an m-sheeted covering
space of X, where (m, @(m)) = 1,and if X is simply connected, then , (X, x,) =
Z/mZ.

10.12. Let (X, p) be an m-sheeted covering space of X (we allow m to be an infinite
cardinal). If U is an admissible open set in X, so that p™(U) = | J;; S;, then
Il =m.

*10.13. Let (X, x,) be a pointed space, let (X, p) be a covering space of X, and let
Y = p}(x,). Let 0: m,(X, x,) = Sy (where Sy is the symmetric group on Y) be
the homomorphism corresponding to the action of #,(X, x,) on the fiber,

namely, 0([ f]): X— X[ f].

(i) Show that ker 6 = [);.y P71 (X, %). (The quotient =, (X, xo)/ker 0 is
called the monodromy group of (X, p).)

(ii) If X is simply connected, then 8 is an injection.

10.14. Let G be a simply connected topological group, and let H be a discrete normal
subgroup. Prove that n,(G/H, 1) =~ H. (Remark: This is Exercise 3.24, whose
solution should now be clearer.)

*10.15. If n,(X, x,) is abelian, then every covering space of X is regular.

*10.16. Let (¥, q) and (X, p) be covering spaces of X. If there exists a continuous
h: ¥— X with ph = g, then h is a surjection. (Hint: Use unique path lifting.)

*10.17. Let (X, p) be a covering space of X, let x, € X, and let %5 € pHxo) If fisa
closed path in X at x, and if f is the lifting of f with f(0) = X,, then [f] e
p*nl()?, %,) if and only if f is a closed path in X at %,.

Covering Transformations

In this section, we investigate maps between covering spaces of a space X. Let
us begin by recalling the covering homotopy theorem (Theorem 10.5). If (X, p)
isa covermg space of X and if f: Y — X is a continuous map that has a lifting
f Y — X, then any homotopy starting with f lifts to a homotopy starting at
f. Thus, if f ~ g and f has a lifting f; then g has a lifting § and f~gIfY=1
then Theorem 10.4 says that every f: I — X does have a lifting; the next result
gives a necessary and sufficient condition for f: Y — X to have a lifting.

Theorem 10.13 (Lifting Criterion). Let Y be connected and locally path con-
nected, and let f: (Y, yo) = (X, x,) be continuous. If (X, p) is a covering space
of X, then there exists a unique f: (Y, yo) = (X, o) (Where %, € p~1(x,)) lifting
[ if and only if fyn (Y, yo) < pymi (X, %o).

Proor. Lemma 10.3 allows us to consider only existence. Assume that a lifting
f does exist: pf = f and f(y,) = X,. Then

fimi(Y, yo) = P*f;m(Y, Yo) © P*nl(X, Xo)-



Covering Transformations 285

The converse is less obvious. By Corollary 1.21, Y is path connected. Let
y€Y and let h:1— Y be a path from y, to y; thus fh is a path from

f(yo) = x, to f(y).

By Theorem 10.4, there is a unique path 1 in X that lifts f# and with 1(0) = %,.
We propose to define f:Y - X by f(y) = A(1).If f is well defined, then pf(y) =
pA(l) = fh(1) = f(y).

We claim that A(1) is independent of the choice of path h. Choose another
path h, from y, to y, and let 4, be the path in X lifting fh, for which 1, (0) = %,.
Now h#h7! is a closed path in Y at y,, hence fo (hxhi') = (fo h)*(fo h1?)
is a closed path in X at x,,. Since

[(f o W*(f o hi")] = fylh*hi*] € fimi(Y; yo) = pymi(X, o)
(the inclusion is the hypothesis), there exists a closed path § in X at X, with
(fohyx(fohi')~pgrell.
Hence
(foW=(fohi")*pd, = pj+*pi, rel |,
and
foh~po(j+i)rell,

because pA, = fo h,.
By Theorem 10.5, the covering homotopy theorem,
Al reld
and A(1) = (§* 4,)(1) = 1,(1), as desired.

It remains to prove that f: Y —» X is continuous. Let y € Y, let X = f),
and let U, be an open neighborhood of %; we must find an open neighborhood
V of y with f(V) = U,. Let x = p% € X, let U be an admissible open neighbor-
hood of x, and let S be the sheet over U containing %. Replacing U, by U, N §
if necessary, we may assume that U, c S (remember that S is an open set in X).

Since p is an open map, the set U, defined by U, = p(U,) is an open
neighborhood of x with U, < U; since f is continuous, f~1(U,) is an open
neighborhood of y in Y. By Corollary 1.19, Y locally path connected implies
that there is an open path connected V with y € V = f~}(U,). We claim that
f(v) = U,, which will complete the proof. Let h: I - Y be a path from y, to
y, and let 1 be the lifting of fh with A(0) = %,. If v € V, then there is a path
h,: 1 - Vfrom ytov;thus h,(I) = V = f'(U,)and fh,(I) c U,. Let i: 1 » X
be the lifting of fh, with {i(0) = X. Since U; < U and U is admissible, it follows
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that i = (p|S)~!(fh,), hence fi(1) e SN T, = U,. Now A(1) = % = ji(0), so that
Axfi is defined. But p(1xfi) = pA*pji = fhx fhy = f(h*h,), where hxh,
is a path from y, to v; moreover, (1% 0)(0) = A(0) = Xo. Therefore flo) =

(A% i) (1) = ji(1) e U, as desired. O

The lifting criterion is a fine example of a good theorem of algebraic
topology: a topological result (here the existence of a certain continuous map)
is equivalent to an algebraic problem (is one subgroup contained in another).

Corollary 10.14. Let Y be simply connected and locally path connected, and let
[y, yo)—>(X Xxo) be continuous. If (X p)is a covermg space of X and if
%o € p"H(xo), then there exists a unique [ (Y, yo) = (X, %,) lifting f.

PRrooF. Since Y is simply connected, 7,(Y, yo) = {1}, and so f,7;(Y, y,) =
{1} Cp*nl(X5 io) D

This corollary applies, in particular, to Y = §", n > 2.

Remark. Recall (Exercise 3.8) that a simply connected space need not be locally
path connected.

Corollary 10.15. Let X be connected and locally path connected, and let (X, p)
and (Y, q) be covering spaces of X. Choose basepoints x, € X,%, € X,and jo e ¥
with pX, = xXg = q¥,-

If q.m (Y, §o) = pum (X, %), then there exists a unique continuous
h: (Y, 35) = (X, %,) with ph = g, and h is a homeomorphism.

Proor. The existence and uniqueness of h are guaranteed by the theorem; we
need check only that h is a homeomorphism. Consider the commutative
diagram

~ h ~

Y — X

q\/p
X.

The theorem also guarantees a continuous k: (X, %,) = (¥, 7,) with gk = p.
The composite hk and the identity 13 both complete the diagram

-5 X
,\,,
X

uniqueness of the completion gives hk = 13. Similarly, kh = 13, and h is a
homeomorphism (with inverse k). O

>

>
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The next theorem augments the lifting criterion (Theorem 10.13).

Theorem 10.16. Let X be connected and locally path connected, and let (X, p)
and (Y, q) be covering spaces of X. Choose basepoints x, € X, %, € X,and j, e ¥
with pX, = Xo = q¥o-

If q,m.(Y, §o) © puni(X, %), then there exists a unique continuous
h: (Y, 5,) = (X, %,) with ph = q. Moreover, (Y, h) is a covering space of X,
and so X is a quotient space of Y.

PRrOOF. By the definition of covering space, both X and ¥ are path connected;
by Exercise 10.6, X locally path connected implies that both X and ¥ are
locally path connected. Since q*nl(f’i $o) < P (X, Xo), the lifting criterion
provides a unique continuous h: (¥, 7,) — (X, X,) such that ph = q. It remains
to prove that (¥, h) is a covering space of X; Lemma 10.1 will then apply to
show that h is an identification, hence X is a quotient space of Y.

Let X € X,and let x = pX € X. Let U, be a p-admissible open neighborhood
of x and let U, be a g-admissible open neighborhood of x. Then U; N U, is an
open neighborhood of x, and, since X is locally path connected, there is an
open path connected U with x € U < U, N U,. By Exercise 10.7, U is evenly
covered by p and by q. Hence p™'(U) = U S;, where the S; are sheets in X; let
§ = §;, be the sheet containing X. It suffices to prove that S is evenly covered
by h (for h is a surjection, by Exercise 10.16).

Now ¢ '(U) = | T, where the T, are sheets in Y; thus the T, are open,
pairwise disjoint, and ¢|T;: T, — U are homeomorphisms, hence each T, is
path connected. For each k,

ph(Ty) = q(T,) = U,
so that
W) < p'(U)=S;

Since h(T,) is path connected and the S; are open, pairwise disjoint, it follows
that either h(T;) = S or h(T;) NS = . Therefore h™1(S) is the disjoint union
of those T, such that h(T,) < S. Finally, if h(T;) < S, then there is a commu-
tative diagram

T,
W,
T >S

U piS
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Since ¢|T; and p|S are homeomorphisms, it follows that k| T, is a homeo-
morphism. We have shown that S is evenly covered by h. O

Definition. A universal covering space of X is a covering space (X, p) with X
simply connected.

Often one abuses notation and says that X is a universal covering space of
X when X is simply connected.

ExaMPLE 10.1. The space of real numbers R is a universal covering space of
S!, and the plane is a universal covering space of the torus. If n > 2, S"is a
universal covering space of RP".

The reason for the adjective “universal” is provided by the next theorem.
We defer the question of the existence of universal covering spaces (see
Theorem 10.34).

Theorem 10.17. Let X be connected and locally path connected, and let (¥, q)
be a covering space of X. If (X, p) is a universal covering space of X, then there
exists a unique continuous h: X — Y making the following diagram commute:

PROOF. Since X is locally path connected, Exercise 10.6 says that X is locally
path connected. Corollary 10.14 now gives the result. O

A standard argument shows that a universal covering space, if it exists, is
unique to homeomorphism. The converse of Theorem 10.17 is not true unless
some mild restrictions are imposed on X (see Corollary 10.35).

The fundamental group has already been seen to be intimately related to
covering spaces. When comparing covering spaces (¥, g) and (X, p) of a space
X, one considers diagrams of the form

Y\__/

This leads one to the following group.

Definition. If (X, p) is a covering space of X, then a covering transformation
(or deck transformation) is a homeomorphism h: X — X with ph = p; that is,



Covering Transformations 289

the following diagram commutes:

X———»X

NS

Define Cov(X/X) as the set of all covering transformations of X.

It is easy to see that Cov(X/X) is a group under composition of functions.
Before continuing, we mention an analogy between groups of covering trans-
formations and Galois groups. Suppose that F is a subfield of a field E. Recall
that

Gal(E/F) = {automorphisms o: E — E|o fixes F pointwise}.

If i: F « E is the inclusion, then an automorphism o of E lies in Gal(E/F) if
and only if the following diagram commutes:

Since all arrows are reversed, one might expect that covering transformations
give a “co-Galois theory”; that is, there may be “duals” for covering spaces of
the usual results for Galois groups. In this analogy, universal covering spaces
will play the role of algebraic closures (see Theorem 10.52).

In light of Theorem 10.9, the next result suggests that Cov(X/X) resembles
Ty (X’ x0)~

Theorem 10.18. Let X be connected and locally path connected, and let x, € X.
Then a covering space (X, p) of X is regular if and only if Cov(X/X) acts
transitively on the fiber over x,,.

PROOF. Let %,, %, € p~(x,). If (X, p) is regular, then Corollary 10.12 gives
p*nl()?, Xo) = p*nl()?, %,). By Corollary 10.15, there is a homeomorphism
h: (X, %,) = (X, %;) with ph=p; thus he Cov(X/X) and h(X,) = %,, as
desired.

Conversely, assume that Cov(X/X) acts transitively on p~!(x,): if %o, X, €
p~1(x,), then there exists h € Cov(X/X) with h(%,) = X,. Now h,n,(X, %,) =
n,(X, %,). Since p = ph, it follows that p, = p,h,, hence

nl()?, Xo) = P*h*n1()?a %) = P*”l(X, x1).

By Corollary 10.12, p*nl()? , X5) is a normal subgroup of 7,(X, x,), and so
(X, p) is regular. O
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Theorem 10.19. Let (X, p) be a covering space of X.

() If he Cov(X/X) and h # 1z, then h has no fixed points.
(i) If hy, hy e Cov(X/X) and there exists %€ X with h (%) = hy(%), then
hy = h,.

PROOF. (i) Suppose that there exists % € X with h(X) = %; let x = px. Consider
the diagram
(X’ -i) - (Xa 55)

p P
(X, x).

By Lemma 10.3, there is at most one way to complete this diagram so that it
commutes. Since both 4 and 1z complete it, h = 15, a contradiction.

(i) The map hi'h, € Cov(X/X) has a fixed point, namely, %, and so
hi'h, = 1z, by (i); therefore h, = h,. O

Definition. Two covering spaces (¥, g) and (X p) of a space X are equivalent
if there exists a homeomorphism ¢: ¥— X making the following diagram
commute:

yF—2. %

N/

Theorem 10.20. Let X be locally path connected, and let x, € X. Let (Y, q) and
X, p) be covering spaces of X, and let X, € p~ (xo) and j, € q 1(x(,) Then (Y, q)
and (X, p) are equivalent if and only if q*nl(Y 7o) and p*nl(X Xo) are con-
Jjugate subgroups of n,(X, x,).

PROOF. Assume that (¥, g) and (X, p) are equivalent, and let ¢: ¥ - X be
a homeomorphism with pp = q. Then ¢(J,) € p*(x,) and q,7,(¥, 7o) =
P71 (X, 9F,). By Corollary 10.12(), p, 7, (X, ¢7,) and p,7,(X, %,) are con-
jugate subgroups of 7, (X, x,).

Conversely, assume that g, 7,(¥, ) and p,n,(X, %,) are conjugate sub-
groups of m (X, xo). By Corollary 10.12(ii), there exists £, € p~*(x,) such that
q,.m.(Y, yo) = p*nl(X X,). The lifting criterion provides a continuous map

@: ¥ - X with pp = g, and Corollary 10.15 says that p is a homeomorphism.
Therefore (Y, g) and (X, p) are equivalent. O

Recall that if (X, p) is a covering space of X and if x, € X, then 7, (X, x,)
acts transitively on the fiber p™'(x,): if [f] € 7,(X, xo) and X € p~(x,), then
X[ f]1 = f(1), where f is the lifting of f with f(0) = x.

Definition. Let G be a group, and let Y and Z be G-sets. A function ¢: Y — Z
is a G-map (one also says that ¢ is G-equivariant) if



Covering Transformations 291

o(g9y) = go(y)

for all ge G and y € Y. A G-isomorphism is a G-map that is also a bijection.
Let Aut(Y) denote the group (under composition) of all G-isomorphisms from
Y to itself.

We are going to prove that a covering space (X, p) of a space X (with
basepoint x,) is completely determined by the fiber p~'(x,) viewed as a
7,(X, xg)-set. Another group-theoretic lemma is needed.

Let G be a group, let H be a (not necessarily normal) subgroup of G, and
let G//H denote the family of all left cosets of H in G. Now G acts on G//H by
left translation: if a € G and gH € G//H, then a: gH+> agH. It is easy to see
that G//H is a transitive G-set and that H is the stabilizer of the coset H.

Lemma 10.21.

(i) If X is a transitive G-set and H is the stabilizer of a point, then X is
G-isomorphic to G//H, the family of all left cosets of H in G on which G
acts by left translation.

() If H and K are subgroups of a group G, then G//H and G//K are
G-isomorphic if and only if H and K are conjugate in G.

PROOF. (i) Let x, € X, and let H = G, . For each x € X, transitivity provides
an element g, € G with g,x, = x. The routine argument that 0: H - G//H,
defined by 0(x) = g, H, is a well defined bijection is left to the reader. To see
that 6is a G-isomorphism, leta € Gand x € X. Now x = g, xoand ax = g,.X,;
hence ax = ag,x,,and so g, ag, € G, = H. Thus g, H = ag,H. But §(ax) =
d..H and afB(x) = ag, H, so that 6(ax) = af(x), as desired.

(ii) Assume that 6: G//H — G//K is a G-isomorphism. There exists g € G
with 6(H) = gK. If h € H, then

gK = 0(H) = 0(hH) = h6(H) = hgK.

Therefore g 'hg € K and g ' Hg < K. Since (g *H) = g *0(H) = g 'gK =
K, we see that 71(K) = g~' H. The argument above now gives gKg ' < H,
hence g"1Hg = K.

For the converse, choose g € G with g™' Hg = K. Observe that the follow-
ing are equivalent for a, be G:aH = bH;a 'be H; g 'a *bge g ' Hg = K;
agK = bgK. We conclude that the function 6: G//H — G//K given by 8(aH) =
agK is a well defined injection. Clearly, 6 is onto, because b € G implies
bK = 0(bg~! H). Finally, 0 is a G-map, because 6(abH) = (ab)gK and a6(bH) =
a(bgK). O

Corollary 10.22. Let X be locally path connected, and let x, € X. Two covering
spaces (X, p) and (Y, q) of X are equivalent if and only if the fibers p~*(x,) and
q Y(x,) are isomorphic 7,(X, x,)-sets.
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ProoF. Choose %, € p~'(x,) and J, € g*(x,). By Theorem 10.20, (X, p) and
(¥, q) are equivalent if and only if p, 7, (X, %,) and g, (¥, j,) are conjugate
subgroups of 7,(X, x,). By Theorem 10.9, the fiber p~*(x,) is a transitive
(X, xo)-set, and p,7;(X, X,) is the stabilizer of %,; similarly, g*(x,) is a
transitive 7, (X, x,)-set and q*nl(f’, 7o) is the stabilizer of j,. It follows from
the lemma that p*nl()?, X,) and q*nl(Y, Jo) are conjugate subgroups of
7,(X, xo) if and only if the fibers are 7, (X, x,)-isomorphic. O

This last corollary explains why so much of the theory of permutation
groups appears in this context.

Lemma 10.23. Let a group G act transitively on a set Y, and let x, y € Y. Then
the stabilizers G, and G, are equal if and only if there exists ¢ € Aut(Y) with

o(x) = y.

ProOF. Assume that there exists ¢ € Aut(Y) with ¢(x) =y. If he G,, then
hx = x and ¢(hx) = @(x) = y; on the other hand, ¢(hx) = ho(x) = hy, and so
h fixes y. Therefore G, — G,; the reverse inclusion is proved similarly.
Conversely, assume that G, = G,. If z€ Y, then there exists g € G with
z = gx;define ¢: Y - Y by ¢(z) = ¢(gx) = gy. Now ¢ is well defined, because
if gx = g;x, then g'g, x = x, hence g"'g, € G, = G,, and so gy = g, y. Also,
¢ is a G-map, because ¢(hz) = @(hgx) = hgy = he(z). Finally, ¢ is a bijection:
its inverse is 8: Y — Y, where 6(g’y) = g'x. O

Lemma 10.24. Let (X, p) be a covering space of X, where X is locally path
connected; let x, € X, and recall that p~*(x,) is a transitive ,(X, x,)-set. Given
%o, X1 € pU(xo), there exists h € Cov(X/X) with h(X,) = X, if and only if there
exists @ € Aut(p~1(x,)) with p(X,) = %,.

Proor. If there exists h e Cov(X/X) with h(X,) = X,, then the lifting cri-
terion (with h and with h™?') gives p, (X, %) = p,7,(X, X,); the converse
follows from Corollary 10.15. Since p,n,(X, %,) is the stabilizer of X,, by
Theorem 10.9(ii), h exists if and only if the stabilizers of X, and X, coincide.
But, by Lemma 10.23, these stabilizers coincide if and only if there exists

@ € Aut(p~'(x,)) with @(%,) = X;. O

Lemma 10.25. Let (X, p) be a covering space of X, where X is locally path
connected. Let x4 € X, and let the fiber p~1(x,) be viewed as a w,(X, x,)-set.
Then h— h|p~*(x,) is an isomorphism

Cov(X/X) = Aut(p(x,)).
PrOOF. Denote p~t(x,) by Y. If h € Cov(X/X), then it is plain that A(Y) =Y

andthath|Y: Y — Yisa bijection. To see that h| Yis a n, (X, xo)-isomorphism,
consider [ f] e m,(X, xo) and X € Y. Now
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(L f1%) = hf(D),
where f is the lifting of f with f(0) = %. On the other hand,

[f1nE) = f,(1),

where f, is the lifting of f with £, (0) = h(%). But phf = pf = fand hf(0) = h(X),
so that uniqueness gives f,; = hf. Hence h([ f1%) = [ f1h(%), as desired.

Clearly, h+— h|Y is a homomorphism. By Theorem 10.19(i), this map is an
injection. To see that this map is a surjection, let ¢ € Aut(Y). If X € Y, then
Lemma 10.24 provides h € Cov(X/X) with h(X) = ¢(%). Since 7, (X, x,) acts
transitively on Y, for each X, € Y thereexists [ f] € n (X, x,) with X, = [ f]X.
Therefore

h(X,) = h([f1%) = [fIhEZ) = [f1o(X) = o([f1X) = o(%,),
and so h|Y = ¢, as desired. |

Recall that if H is a subgroup of a group G, then its normalizer is the
subgroup

Ng(H) = {g e G: gHg™! = H}.

Note that H is a normal subgroup of Ng(H); moreover, if H is a normal
subgroup of G, then Ng(H) = G.

Lemma 10.26. Let G be a group acting transitively on a set Y, and let y, € Y.
Then

Aut(Y) = Ng(G,)/G,,

where G, is the stabilizer of y,.

Proor. Let ¢ € Aut(Y). Since G acts transitively on Y, there is g € G with
©(¥o) = gy,. First, we show that g € Ng(G,). If h € G, then hy, = y, and

g¥o = ©(¥o) = @(hyo) = ho(yo) = hgyo;

hence y, = g 'hgy, and g 'hg € G,, as desired. Second, if ¢(y,) = gy, =
d1Yo, then g 1g, fixes y, and g, G, = gG,. Therefore the function

I': Aut(Y) - Ng(G,)/G,
defined by
I'(p)=g7" Go,

where ¢(y,) = gyo, is a well defined function.

To see that I' is a homomorphism, let 8 € Aut(Y)and let 8(y,) = g'yo- Now
09(yo) = 0(gyo) = g0(yo) = gg'yo, so that T'(6¢) = (99')"' G,. On the other
hand, T(O)T(¢) = g1 Gog Gy, = g’ *9 1 G,. Since (gg') ' = g’ "1g7}, it fol-
lows that I" is a homomorphism (the reason for the inverse in the definition
of I' is now apparent).
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Assume that I'(¢) = G,. Then @(y,) = yo, hence @(hyy) = ho(y,) = hy,
for every h € G; that is, ¢ fixes every element in Y of the form hy,. As G acts
transitively, ¢ = 1y, and so I' is an injection.

Finally, assume that g € Ng(G,). The function ¢: Y — Y given by ¢(y) =
hgy,, where y = hy,, is easily seen to be a well defined G-automorphism of Y.
As T'(¢) = g1 G,, it follows that I is a surjection and hence that T is an
isomorphism. O

Theorem 10.27. Let (X, p) be a covering space of X, where X is locally path
connected. Then, for x, € X and %, € p~'(x,),

Cov(X/X) = Ne(pym1 (X, %o))/psmi(X, o),

where 1 denotes (X, xq).

PrOOF. By Lemma 10.25, Cov(X/X) = Aut(p~!(x,)), where the fiber p~*(x,)
is viewed as a transitive 7, (X, x,)-set (Theorem 10.9(i)). The stabilizer of X,
is p,7,(X, %,), by Theorem 10.9(ii). The theorem now follows from Lemma
10.26. O

Corollary 10.28. Let (X, p) be a regular covering space of X, where X is locally
path connected. Then, for x, € X and %, € p~1(x,),

COV(X/X) = 7T1(X, xo)/p*nl()zs io)’

the monodromy group of the regular covering space.

ProoF. Since (X, p) is a regular covering space of Y, P71 (X, X,) is a normal
subgroup of n,(X, x,), and so p, (X, %) = p,7,(X, y) for all y € p~*(x,).
O

Corollary 10.29. Let (X, p) be a universal covering space of X, where X is locally
path connected. Then, for x, € X,

Cov(X/X) = n,(X, x,).

PRrOOF. Since X is simply connected, (X, %,) = {1} for every %, € p~*(x,),
and so p, (X, %) = {1}. O

Observe that the last result gives a description of the fundamental group
of X, which requires no choice of basepoint.

ExaMPLE 10.2. We use Corollary 10.29 to give another proof that =, (S?, 1) =
Z. Since R is simply connected, (R, exp) is a universal covering space of S! (of
course, S! is locally path connected); hence Cov(R/S!) = n,(S*, 1). Let h: R —
R be a homeomorphism with exp(h(x)) = exp(x); then h(x) = x + n(x), where
n(x) € Z (by definition, exp(x) = ¢>™*). Hence n(x) = h(x) — x is a continuous
map R — Z; as R is connected and Z is discrete, n(x) is constant, say, n{x) = n.
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Therefore h(x) is the translation x + x + n. [tis clear that all such translations
under composition form an infinite cyclic group.

EXERCISES

10.18. Let (X, p) be a universal covering space of X, where X is locally path connected.
If x, € X, give an explicit isomorphism Cov(X/X) — n,(X, X,)-

10.19. In Exercises 8.6 and 8.7, it is shown that complex and quaternionic projective
spaces are quotient spaces of spheres. Are these spheres universal covering
spaces?

10.20. If G is a simply connected and locally path connected topological group, if H
is a discrete normal subgroup, and if p: G — G/H is the natural map, then every
continuous ¢: G —» G with pe = p has the form ¢(x) = xh, for some h, € H.
(Hint: Adapt the argument in Example 10.2.)

10.21. Let (X, p) be a covering space of X, where X is locally path connected. Prove
that (Xl, p) is regular if and only if, for each closed path f: I — X, either every
lifting f of f is a closed path or no lifting f of f is a closed path. (Hint: Exercise
10.17))

10.22. Let (X, p) be a covering space of X, where X is locally path connected. If (X, p)
is regular, then the monodromy group of (X, p) (see Exercise 10.13) is iso-
morphic to Cov(X/X).

10.23. If X is an H-space (a fortiori, if X is a topological group), then every covering
space of X is regular. (Hint: Exercise 10.15.)

Existence

When does a space X possess a universal covering space (X, p)? More
generally, given x, € X and a subgroup G of n{(X, x,), when does there exist
a covering space (X, p) of X (and a point X, € p™*(x,)) with G = p,n,(¥X, %,)?

Definition. Let G be a subgroup of 7, (X, x,) and let P(X, x,) be the family of
all paths fin X with f(0) = x,. Define f; ~ f, (more precisely, f; ~ f, mod G)
by

) f1(1) = fr(1);
() [fi*fy']eG.

Lemma 10.30. If G is a subgroup of n,(X, x,), then the relation f, ~ f, is an
equivalence relation on P(X, x,).

Proor. Reflexivity holds because 1 € G; symmetry holds because g € G implies
that g~! € G; transitivity holds because g, h € G implies that gh € G. O

Definition. Let (X, x,) be a pointed space and let G be a subgroup of 7, (X, x,).
Denote the equivalence class of fe P(X, x,) by {(f)¢, and define X as the
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set of all such equivalence classes. If e, is the constant path at x,, define
%o = {eo ¢ € X¢. Finally, define a function p: X; — X by {(fds— f(1).

It is obvious that p(%,) = x,. We shall prove that, with some mild condi-
tions on X, the set X can be topologized so that (X, p) is a covering space
of X with p,n,(X4, %) = G

Definition. If fe P(X, x,) and U is an open neighborhood of f(1), then a
continuation of f in U is a path F € P(X, x,) of the form F = fx A, where
AM0)= f(1)and A(D) = U.

Definition. Let X = (g, and let U be an open neighborhood of x in X. Then
(U, %) = (U, {fdg) = {{F)g € Xs: F is a continuation of f in U}.

Note thatif f ~ f” and 4(0) = f(1), then fx A ~ f'xA.
Recall that a family £ of subsets of a set Y is a basis for a topology if:

(B1) for each y € Y, there is B € # with y € B;
(B2) if B;,B, € #andify € B, N B,, then thereis By € # withy € B; = B, N B,.

The corresponding topology on Y is the family of all unions of sets in 4.
One may rephrase Corollary 1.19 by saying that a space is locally path
connected if and only if it has a basis of path connected subsets.

Lemma 10.31. Let (X, x,) be a pointed topological space, and let G be a subgroup
of m,(X, xo). Then the subsets (U, X) form a basis for a topology on X for
which-the function p: X; — X is continuous. Moreover, if X is path connected,
then p is a surjection.

PrOOF. Let % = ()¢ € X4, and let e be the constant path in X at f(1). For
every open neighborhood U of f(1), the function F = f x e is a continuation
of fin U. Therefore (B1) holds, for X = {f>¢ = (F)¢ € (U, X).

We show thatif § € (U, %), then (U, %) = (U, 7). Now j = (F)g = {f *A)g,
where A(0) = f(1) and AD) <= U. If Ze(U, %), then £ = (F' g = {f *udg,
where u(0) = f(1) and pu(I)c U. Hence F' ~ frpu~ (f*)*(A7 % p) ~
Fx(A % p);since (A7t u)(0) = F(1)and (A"t * w)(I) =« U, we have £ = (F' )¢ =
(F(A7 % w)dg e (U, ) and (U, X) = (U, ). The reverse inclusion is proved
similarly. To prove (B2), assume that Z e (U, X) N (V, y); then (U, X) = (U, 2)
and (V, §) = (V, 2), and it is easy to see that Z e (U NV, 2) = (U, 2)N(V, 2).

To prove that p: X; — X is continuous, let X € X and let U be an open
neighborhood of pX in X. Then it is easy to see that p((U, %)) = U. Finally, if
X is path connected, then for each x € X, there is a path f in X from x, to x,
and p(X) = x, where X = {f ). O

Lemma 10.32. Let (X, x,) be a pointed space, and let G be a subgroup of
n,(X, xo). Every path f in X beginning at x, can be lifted to a path fin X
beginning at X, and ending at {f)g.
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Proor. For tel, define f;: I - X by f,(s) = f(ts). Each f, is a path in X
beginning at x,; that is, f, € P(X, X,), fo = ¢, (the constant path at x,), and
fi = f. Define f: 1 X by

J© = {fide-

Observe that f(0) = {fo)¢ = )¢ = %o and that f(1) = <{fi)>¢ = {f)¢-
Moreover, for each tel, we have pf(t) = p{f,D¢ = f.(1) = f(t), that is,
pf = f. It remains to prove that f is continuous.

Let t, € I and let (U, f(¢,)) be a basic open set containing f{(t,). Since f is
continuous, there is an open interval V of t, in I with f(V) = U; we claim that
f(V) = (U, f(t,)), that is, if t € V, then f, is a continuation of S, im U. It is
straightforward to show that f, = f, * 4 for some path 4 with A(0) = f, (1) =
fto)and with A(I) = U:ift > t,, thenlet A = f|[t,, t] suitably reparametrized
so that its domain is I; if t < t,, reparametrize f~'|[t, t,]. O

Corollary 10.33. If (X, x,) is a pointed space and G is a subgroup of m,(X, x,),
then X is path connected.

ProoF. For each % = (f); € X;, there is a path in X from X, to X. O

There is a necessary condition that a locally path connected space X have
a universal covering space (X, p). If x € X, then Exercise 10.7 allows us to
assume that x has a path connected admissible open neighborhood U. Let
% e p~}(x), and let S be the sheet lying over U that contains X. There is a
commutative diagram

7y(S, ¥) —— n,(X, %)

(P|S)*J J Px

nl(Ua X) E— TEI(X, x)’

where the horizontal maps are induced by inclusions. Since =, (X, %) = {1}
(because X is simply connected) and ( p|S), is an isomorphism (because p|S is
a homeomorphism), it follows that =, (U, x) — 7, (X, x) is the trivial map.

Definition. A space X is semilocally 1-connected® if each x € X has an open
neighborhood U so that i, : n,(U, x) - 74(X, x) is the trivial map (where
i: U & X is the inclusion).

ExaMpLE 10.3. Every simply connected space is semilocally 1-connected.
3 A space X is called locally 1-connected if, for each x € X, every neighborhood N of x contains

a neighborhood U of x with i,: n,(U, x) - 7, (N, x) trivial. Compare this definition with that of
locally path connected (which could be called locally 0-connected).
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ExaMPLE 10.4. If each point x € X has a contractible open neighborhood, then
X is semilocally 1-connected. By Corollary 8.31, every CW complex (and
hence every simplicial complex) is semilocally 1-connected.

ExAMPLE 10.5. A cartesian product of infinitely many circles is connected and
locally path connected, but it is not semilocally 1-connected (see [Spanier,
p. 84]).

One can rephrase the definition. A space X is semilocally 1-connected if
each x € X has an open neighborhood U with the following property: every
closed path in U at x is nullhomotopic in X.

Theorem 10.34. Let (X, x,) be a pointed space and let G be a subgroup
of (X, xo). If X is connected, locally path connected, and semilocally
1-connected, then (X, p) is a covering space of X and p*nl()?G, Xo)=G.

ProoF. Let x e X. Since X is semilocally 1-connected, there is an open
neighborhood W of x with every closed path in W at x nullhomotopic in X.
Since X is locally path connected, there is an open path connected neighbor-
hood U of x with x e U « W; of course, every closed path in U at x is
nullhomotopic in X. We shall show that U is evenly covered by p, and this
will show that (X, p) is a covering space of X (for we already know that X
is path connected and p is a continuous surjection).

Let % € p~1(x), so that X = {f)g, where f is a path in X from x, to x. To
prove that U is evenly covered by p, we shall show that (U, %) is the sheet over
U containing X. First, p|(U, %): (U, %) — U is a surjection. If y € U, there exists
a path 1 in U from x to y (because U is path connected). Then f* 4 is
a continuation of f in U with (f * 4)(1) = y; hence {f *A)g € (U, X) and
p({f *A>¢) = (f * A)(1) = y. Second, p|(U, %) is an injection. Suppose that 7,
2e (U, %) and p() = p(2). Now Z = {f *uds, where u(0)= f(1) = x and
u(l) < U; similarly, j = {f * 1), where 4(0) = x and A(I) = U. Since p(j) =
p(2), we have A(1) = u(1), so that 1%~ is a closed path in U at x. By the
choice of U, Axu~! is nullhomotopic in X. Hence f*A*p™ '+ f~! is null-
homotopic in X; that is, [f*A*pu '+ f*] =1 in mn,(X, x,). Therefore
[f*A+xut%f 1] eG, and so {(f*A)s = (f *xu)g, that is, j = Z. Third,
p|(U, %) is an open map. Every neighborhood W of % in X, contains an open
set of the form (U, %), where U is as chosen in the first paragraph. But, for
such U, we know that p((U, %)) = U (because p|(U, X)is a surjection). It follows
that p|(U, %): (U, X) = U is a homeomorphism.

Next, we show that p~(U) = | J;(U, %). Clearly, p™'(U) contains the union.
For the reverse inclusion, let j € X be such that p(j) e U, that is, § = {(f)¢
and f(1) € U. Since U is path connected, there is a path Ain U from f(1) to x.
Then f = A is a continuation of f in U, so that X defined by X = {f * 1)¢ lies
in the fiber over x. Now (f # 4)* 47! is a continuation of f* 4 in U, so that
(f*N)xa1 g e (U, R).But j = (fde = (f*H)x1 .

Aseach (U, %) is open in X, it remains to prove that the sheets are pairwise
disjoint. In the proof of Lemma 10.31, we showed that if j € (U, X), then
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U, %= U, p.If%,, % € p~*(x), and if there exists j € (U, %,)N (U, %,), then
(U, %) = (U, p)fori = 1,2,and (U, %,) = (U, %,). We have proved that (X;, p)
is a covering space of X.

Finally, let us show that p,m,(X;s, %) = G. Let [f]e n,(X, x,). Since
(X, p) is a covering space of X, there exists a unique lifting f of f with f(0) =
%,. In Lemma 10.32, however, we constructed such a lifting, namely, f(t) =
{f:>g> Where f, is a path from x, to f(¢). By Exercise 10.17,[ f] € p*nl(XG, Xo)
if and only if f is a closed path at %,, that is, f(0) = f(1) = %,. But f(0) =
Xo = {eq g, Where ¢, is the constant path in X at x,, while fay = {fi1de =
{f>¢- Hence f(0) = f(1)if and only if f ~ eo. But f ~ e, if and only if [ ] =
[f *e3'] € G. Therefore p,n,(Xs, %) = G, as desired. O

Corollary 10.35. Let X be a connected, locally path connected, semilocally
1-connected space.* Every covering space (Y, q) of X is equivalent to a covering
space of the form (X, p).

ProoF. Choose a basepoint x, € X and let j, € ¥ lie in the fiber over x,. If
G = q*nl(f’, Vo), then p*nl(XG, X,) = G, and so Theorem 10.20 applies to
show that (¥, g) is equivalent to (X, p). O

Corollary 10.36. Let X be a connected, locally path connected, semilocally
1-connected space. If (X, p) is a covering space of X, then every open contractible
set U in X is evenly covered by p.

ProoF. In the proof of the theorem, we saw that if U is an open path connected
set in X for which every closed path in U is nullhomotopic in X, then U is
evenly covered by p (indeed, if x € U, then

ptU)= | (U 3)
Xep U(x)
In particular, contractible open sets are evenly covered in every covering space
of the form (X, p). The result follows from Corollary 10.35. O

Corollary 10.37. Let X be connected and locally path connected. Then X has a
universal covering space if and only if X is semilocally 1-connected.

Proor. Sufficiency follows immediately from the theorem; necessity was
proved in our discussion given just before the definition of semilocally
1-connected. O

We repeat the description of the elements of X; when it is simply connected,

that is, when G = {1}: they are the equivalence classes of P(X, x,) defined by
the relation f ~ g if f(1) = g(1) and f * g~! is nullhomotopic in X.

4 Perhaps such spaces should be called triply connected!
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Theorem 10.38. Every connected CW complex has a universal covering space.

ProoF. CW complexes are locally path connected (Theorem 8.25) and semi-
locally 1-connected (Example 10.4). O

It follows immediately that connected polyhedra have universal covering
spaces. Let us give a direct proof of this, avoiding the fussy proofs of Theorem
8.25 and Corollary 8.31.

Lemma 10.39. A locally contractible space X is locally path connected and
semilocally 1-connected.

Proor. Let x e X, let U be an open neighborhood of x, and let V< U
be an open neighborhood of x, which is contractible to x in U; that is, let
F:V x I - U be a continuous map with F(v,0) = v and F(v, 1) = x for all
ve V.If vy € V, then f(t) = F(v,, t) is a path in U from v, to x. It follows that
X is locally path connected (use the definition of locally path connected rather
than its characterization, Corollary 1.19).

With the same notation as in the first paragraph, it is easy to see that if
i: V & U is the inclusion, then iy: 7, (V, x) - 7, (U, x) is trivial. It follows that
if j: V & X is the inclusion, then j,: 7;(V, x) = 7, (X, x) is trivial; hence X is
semilocally 1-connected. ]

Theorem 10.40. Every polyhedron is locally contractible, and every connected
polyhedron has a universal covering space.

Proor. The second haif of the statement follows from the first, in light of
Lemma 10.39 and Corollary 10.37.

Let x € X and let U be an open neighborhood of x. By Exercise 7.12(iii),
we may assume that there is a simplicial complex K with |[K| = X and with
x € Vert(K). Define F: st(x) x I - |K| by F(w, t) = tx + (1 — t)w, where w e
st(x) (Exercise 7.7(ii) guarantees that such convex combinations make sense).
Note that F is a deformation in |K| of st(x) to x and that F({x} x I) =
{x} = U. By the tube lemma (Lemma 8.9'), there is an open neighborhood V
of x such that F(V x I) « U. Replacing V by VN U if necessary, we may
assume that V' < U. It follows that X is locally contractible. O

Though we have not proved it, we remind the reader that CW complexes
are locally contractible.

Corollary 10.41. Every connected n-manifold has a universal covering space
(which is also an n-manifold).

ProoF. We have already remarked that n-manifoids are locally contractible,
hence locally path connected and semilocally 1-connected, by Lemma 10.39.
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In Exercise 10.6, we observed that any covering space of an n-manifold is itself
an n-manifold. O

In Exercise 10.6, we observed that every covering space X inherits local
properties of X. Let us prove that other properties of the base space X may
lift to properties of covering spaces (X, p) of X.

Theorem 10.42. Every covering space (X, p) of a connected, locally path con-
nected, semilocally 1-connected topological group X can be equipped with a
multiplication making X a topological group and p a homomorphism.

PROOF. Let e be the identity element of X. By Corollary 10.35, we may assume
that X = X, for some subgroup G of 7,(X, e). Let m: X x X — X be the given
multiplication in the topological group X, and write m(x, y) = x o y for x,
ye X.If f, g € P(X, e), define a product fo g by pointwise multiplication:

(feg)t)= f(t)og(t) foralltel

Note that fo g is continuous, being the composite of the continuous functions
f x g and m. Since f(0) = e = g(0), it follows that (fo g)(0) = ¢,and so fo g €
P(X, e). We propose to define multiplication in X; by

f6£976 = {f° P> (1)

but we need some preliminary results to prove that this is well defined.
Let o, a5, B;, B, be paths in X that agree when necessary: o, (1) = f,(0),
o, (1) = B,(0), and o, (1) o &, (1) = B,(0) o B,(0). Evaluating at t € I gives

(g * By) o (tp * B) = 0ty 0 03) % (By © ). @
If, as usual, a7 (f) = a(1 — t), then evaluating at t € I gives
(g oay)™ =oagt oay. ©)
Let us denote the pointwise inverse of « by a:
at) = ()"
Now suppose that « and f are closed paths at e; we claim that
aof ~axpfrell )

To see this, consider the continuous map F: I x I - X defined by F(s, t) =
a(st) o B(s). The following picture displays F on the boundary of I x I:

aef
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By Exercise 3.4(iii), f~ (xop)*a ' rell, hence f*a~ao frell Since
n,(X, e) is abelian, by Corollary 3.21, it follows that a* f ~ a o f rel I

Let us now show that formula (1) does not depend on the choice of
paths in (/D¢ and {g)¢. Suppose that f; € {f); and g, € {g)s: thus f(1) =
fQ) and [f*f']€G; g;(1) =g(1) and [g*g71']1e G. Now (fog)(l)=
f@) o g(1) = (f; © g1)(1). Moreover,

[(fog*(fieg) ' 1=[fog)*(fi'ogiH], by()
=[(f*fi')e(g+g1")], by (2
=[(f*fi)*(g*g:")], by(d)
=[f*fi'1lg*9:'1€G.

Therefore {f>6{g>¢ = {f1)6<g1 Vg, as desired.
Define & € P(X, e) to be the constant path at e. It is easy to see that X;is

a group with identity € and with [ f]theinverse of [ /7. Since p({fDg) = f(1),
it follows at once that p is a homomorphism.

It remains to prove that Xj; is a topological group. To see that inversion
X, > X, is continuous, let (U, {(f)¢) be a basic open neighborhood of < f ¢
(thus U is an admissible open neighborhood of f(1)™!). Since X is a topological
group, U™ = {x"': x e U} is an open neighborhood of f(1); moreover,
we may assume that U ™! is admissible (for any open subset of an admissible
open set is admissible). But inversion carries (U™}, (f);) inside (U, )
and hence it is continuous. To see that multiplication is continuous, let
W be an admissible open neighborhood of f(1)g(1), and let U, V be admissible
open neighborhoods of f(1), g(1), respectively, such that Uo V = {uov:
ue U,ve V} = W. Then multiplication carries (U, {f)g) x (V, {g)¢) inside
(W, {f>e{9>s), and so X, is a topological group. |

EXERCISES

10.24. Let X be a topological group that is connected, locally path connected, and
semilocally 1-connected, and let G be a subgroup of n,(X, e), where e is the
identity of X. If f is a closed path in X at e, show that [f]=[f""] and
e =< e

10.25. Let X be an H-space that is connected, locally path connected, and semilocally
1-connected, and let G be a subgroup of 7, (X, e), where e is a homotopy identity
in X. Prove that X, is an H-space and that p “preserves” multiplication.

Remark. A Lie group is a topological group whose underlying space is an
n-manifold and whose group operations are real analytic. Covering spaces of
connected Lie groups are aiso Lie groups.

Theorem 10.43.
(i) Every covering space (X, p) of a connected CW complex (X, E, ®) can be
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equipped with a CW decomposition so that X is a CW complex with
dim X = dim X and p is a cellular map.®

(iiy Every covering space (X, p) of a connected polyhedron X can be equipped
with a triangulation so that X is a polyhedron with dim X = dim X and p
is a simplicial map.

Remark. Since covering spaces of compact spaces need not be compact, one
is thus obliged to consider infinite CW complexes and infinite simplicial
complexes.

PROOF. (i) Let I be a set indexing the points in a fiber: if x € X, then p~(x) =
{X;:iel, p(X;) = x}. For each e€E, let x, = ®,(0) € e. Since D" is simply
connected, the lifting criterion (Theorem 10.13) provides continuous maps
®,;: (D", 0)— (X, %), alle e E and i € I, with p®_; = ®, and p(%;) = x,.

(X, %)
(D" 0) — (X, x,)

Denote @_,(D" — $*!) by é;. Define
®={®,:D"->XlecE,icl,n=nle)}
={é:ecE,iel}
and
X™ =) {é; € E: dim(&) < n}.

If (X, E, @) is a CW complex, then dim X = dim X and p is a cellular map
(indeed, since p®,; = @,, a relative homeomorphism, it is easy to see that
plé;: & — e is a homeomorphism).

We show by induction on n > 0 that X® is a CW complex; the argument
in the last paragraph of the proof of Theorem 8.24 shows that this implies that
X is a CW complex. The induction begins because X© is discrete (X, p) is a
covering space).

Assume that n > 0;let us check the axioms in the definition of CW complex.

(1) If 5 e X, let y = p(§), let e be the cell in X containing y, and let f be a
path in e from y to x,. For each j; € p~!(y), there is a lifting f; of f that is a
path in &, from j, to %,. But j = j, for some i, so that j € &, ¢ X. Therefore
X = Uns0 X®. (Of course, X™ is the union of cells, by its very definition.)

To see that this is a disjoint union, consider cells e, a in X™, and suppose

5 More is true: the appropriate restriction of p is a homeomorphism from each cell in X to a cell
in X.
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that &;Nd; # ¢ for some i, j. By induction, we may assume that &; is an
n-cell and hence is open in X® (Corollary 8.22(iii)). If e 5 a, then p(é;N d;) =
pé;Npd;=eNa= &, hence &Na; = J; if e = a, then &N¢ = F for i #j
because Lemma 10.36 says that e is evenly covered by p.

(2) If dim(e) = n, then ®,(S"™) = X"V, Since p®,; = @,, it follows that
(8" 1) « X"V 50 that @, is a map of pairs (D”, $"~!) - (&,U XV, X1,
Furthermore, each @, is a relative homeomorphism because each ®, is.

(3) We use the following commutative diagram to check that X® has the
weak topology determined by the closures of its cells.

| pe@ 2, %

)

1 D" — X,
@

Here ¢ = ||, ®D.;, o = ||.®,, and g = || g.., where q,;: D"@ — D™ acts as
the identity. By Lemma 8.16, X has the weak topology if and only if @ is an
identification. Suppose that B is a subset of X with ¢ !(B) open; since @ is a
continuous surjection, ¢ is an identification if each such B is open in X. Let
% € B, let x = p(%), let U be an admissible open neighborhood of x, and let U
be the sheet over U containing X. Then B is open if and only if each such BN T
is open in X. Changing notation if necessary, we may thus assume that B = U,
where p|U is a homeomorphism. Now ¢ ~!(B) is open; since q is an open map,
g®~'(B) is open. We claim that g¢*(B) = ¢ ' p(B). If this claim is correct,
then pqd 1 (B) = po ' p(B) = p(B)is openin X, because ¢ is an identification.
It follows that (p|0)*(B) = Bis open in X, for p|U is a homeomorphism, and
this will complete the proof.

Assume that $(z) € B. Commutativity of the diagram gives ¢q(z) = pé(z) €
p(B); hence q3~1(B) = ¢~ 'p(B). For the reverse inclusion, let z € ¢ ' p(B), so
that o(z) € p(B). Now z € D™®, say; choose a path fin D™® from z to 0. Hence
of is a pathin e from @(z) to x,. Let § be a lifting of of with §(0) € B; of course,
G(1) = %, for some i. But @q;;'f is also a lifting of ¢f (for péq.f = pqqzlf =
of ), which ends at X;. By uniqueness of path lifting (here we lift the reverse of
of ), it follows that @q'f = §, and so ¢q.f(0) = §(0) € B. But ¢q.'f(0) =
$q.(z), and so z € q¢ 1 (B), as desired.

(4) X™ is closure finite, for if dim(é;) = n, then the closure of &; is contained
in &, U®,(S*1). Since ®,,(S"!) is compact, it is contained in a finite CW
subcomplex of X™~1; it follows that the closure of &; meets only finitely many
cells.

(i) If X is a polyhedron, then one can adapt the proof above replacing the
word “cell” everywhere by “open simplex”. The straightforward and simpler
details are left to the reader. O

Corollary 10.44. If X is a connected graph, then its universal covering space is
atree.
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PROOF. A connected graph is, by definition, a connected one-dimensional
simplicial complex. The universal covering space X of X is thus a simply
connected graph. It is easy to see that X can have no circuits, hence X is a tree.

0

Corollary 10.45. Let X be a compact connected CW complex, and let (X, p) be
a j-sheeted covering space of X for some integer j. Then X is compact and

21X) = ju(X).

ProOF. The proof of the theorem shows that there is a CW decomposition of
X having precisely j i-cells for each i-cell in X. Thus, if &, respectively a;,
denotes the number of i-cells in X, respectively X, then &; = ja, for all i. Since
X has only finitely many cells, it follows that X has only finitely many
cells and hence is compact. Moreover, the definition of the Euler—Poincaré
characteristic is

1X) = ¥ (= V@ =j ¥ (= 1oy = jp(X). O

Here are some applications to group theory; for deeper applications, see
[Massey (1967)].

Theorem 10.46. Every subgroup G of a free group F is itself free.

PRroOF. Let {x;: i€ I} be a basis of F, and let X be a wedge of |I| circles. By
Corollary 7.35, 7, (X, xo) = F (where x, is a basepoint of X). Now the covering
space (X;, p) of X has fundamental group isomorphic (via p,) to G. Theorem
10.43(ii) says that X ; is a (connected) one-dimensional simplicial complex, and
Corollary 7.35 says that its fundamental group is free. ]

Theorem 10.47. A free group F of rank 2 contains a subgroup that is not finitely
generated.

ProoF. In Exercise 10.4(ii), we exhibited a covering space (X, p) of §* v S!
that is a doubly infinite sequence of tangent circles. If one regards X as a
simplicial complex, then there is a maximal tree whose complement is the
union of the open upper semicircles in X. By Corollary 7.35, (X, %) is free
of infinite rank. But 7, (X, %,) is isomorphic to a subgroup of 7, (S* v S%, x,),
which is free of rank 2. O

One can show that the commutator subgroup of a free group of rank > 2
is free of infinite rank.

Theorem 10.48. Let F be a free group of finite rank n, and let G be a subgroup
of finite index j. Then G is a free group of finite rank; indeed

rank G =jn —j + 1.
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ProoF. If I is a finite graph (i.e., a finite one-dimensional simplicial complex),
let e(I") denote the number of edges in T and let v(I") denote the number of
vertices in I'. If T is a finite tree, then e¢(T) = v(T) — 1: since T is contractible,
%(T) = 1; on the other hand, y(T) = v(T) — e(T) (there are elementary proofs
of this equality). It follows that if T is a maximal tree in a finite graph I', then
the number of edges in I’ — Tis e(I') — e(T) = e(I') — v(T) + 1. Since T is a
maximal tree, v(T) = v(I') (Lemma 7.33). Therefore, if I is a finite graph, then
7, (T, x) is free of rank e(I") — v(I') + 1 (Corollary 7.35).

If X is a wedge of n circles, then it is easy to see that y(X) =1 — n. Let
(X4, p) be the covering space of X corresponding to G (we identify F with
n,(X, %)). Since [F : G] = j, Theorem 10.9(ii) says that Xy is a j-sheeted cover-
ing space. Therefore

e(Xe) —v(&e) +1=—3(X) + 1
—jx(X) + 1 by Corollary 10.45

—jl —n)+1

=jn—j+ 1.

as claimed. O

EXERCISES

In each of the following exercises, the space X is connected, locally path connected,
and semilocally 1-connected.

10.26. If X is compact and (X, p) is a finite-sheeted covering space of X, then X is
compact.

10.27. If j is a positive integer and x,, is a basepoint in X, then the number of j-sheeted
covering spaces of X is the number of subgroups of 7, (X, x,) having index j.
(Remark: There is a group-theoretic result that could be used in conjunction
with this exercise. If G is a finite abelian group, then the number of subgroups
of G having index j is equal to the number of subgroups of G having order j.)

10.28. Ifjis a positive integer and X is a finite CW complex, then there are only finitely
many j-sheeted covering spaces of X. (Hint: Use the group-theoretic result that
a finitely generated group has only finitely many subgroups of index j.)

Orbit Spaces

If (X, p) is a covering space of X, then both (X, x,) and Cov(X/X) act
on the fiber p~'(x,); moreover, if (X, p) is a regular covering space, then
Cov(X/X) = n,(X, xo)/p, 71 (X, %,). Let us now concentrate on groups acting
on X instead of on fibers. Plainly, Cov(X/X) acts on X; moreover, if (X, p) is
regular, then there is a surjection 7, (X, x,) = Cov(X/X) (the isomorphism
above displays Cov(X/X) as a quotient group of 7, (X, x,)), which shows that
7,(X, x,) acts on X as well.
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Definition. If a group G acts on a space Y, then the orbit space Y/G is the set
of all orbits of G,

Y/G = {o(y): ye Y},

regarded as a quotient space of Y via the identification v: y+— o(y).

The next pair of lemmas will be used in proving an analogue of the
fundamental theorem of Galois theory.

Lemma 10.49. Let (X, p) be a regular covering space of X, where X is connected
and locally path connected, and let G = Cov(X/X). There exists a homeo-
morphism ¢: X — X/G making the following diagram commute:

X 7 X/G;
moreover, (X, v) is a covering space of X/G.

PRrooF. If x € X, choose % € p~(x), and define ¢ by

@(x) = v(X) = o(X).

(1) ¢ is well defined.

Assume that X, € p~!(x). The hypotheses allow us to use Theorem 10.18,
so that Cov(X/X) acts transitively on p~'(x). There exists g € Cov(X/X) with
g(X) = X, and so o(X) = o(X,), as required.

(2) ¢ is a bijection.

Commutativity of the diagram and the surjectivity of v imply that ¢ is
surjective. To see that ¢ is injective, assume that ¢(x) = @(y). Then there exists
%€ p~(x) and j € p~(y) with o(X) = o(J); that is, there exists g € Cov(X/X)
with X = g(y). Hence

x=pX)=pg(y) =pj=y
(recall that pg = p for every covering transformation g).

(3) ¢ is continuous.

If U is open in X/G, then the continuity of v shows that p~2¢~*(U) =
v"1(U) is open in X. But p is an open map, so that p(p~ o }(U)) = ¢ 1(U) is
open in X.

(4) ¢ is open.

If V is open in X, then v 1¢o(V) = p~}(V) is open in X; since v is an
identification, @(V) is open in X/G.

We have shown that ¢ is a homeomorphism. That (X, v) is a covering space
of X/G now follows from Exercise 10.9. O

Let us generalize the notion of equivalence of covering spaces.
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Definition. Let (X, p) and (¥, g) be covering spaces of X and Y, respectively.
These covering spaces are equivalent if there exist homeomorphisms ¢ and
making the following diagram commute:

) SN e

q} ll’

Y — X.
v

If X =Y and y = 14, then we have the old definition of equivalence. The
conclusion of Lemma 10.49 can now be restated: the covering spaces (X, p)
and (X, v) are equivalent.

Lemma 10.50. Let X be connected and locally path connected, and consider the
commutative diagram of covering spaces

where (X, p) and (X, r) are regular; let G = Cov(X/Y) and let H = Cov(X/X).
Then there is a commutative diagram

P X/G

- %

X/H
of covering spaces, each of which is equivalent to the corresponding covering
space in the original diagram.

Proor. By Lemma 10.49, (X, r) is equivalent to (X, ') and (X, p) is equivalent
to (X, p’), where r’ and p’ are natural maps that send a point into its orbit.
Lemma 10.49 does not apply to the third covering space because (¥, ) need
not be regular.

Now G = Cov(X/Y) ¢ H = Cov(X/X): if p: X - X is a homeomorphism
with r¢ = r, then pp = qro = gqr = p. It follows that, for each % e X, the
G-orbit of % is contained in the H-orbit of %. Define q': X/G — X/H to be the
function that sends a G-orbit into the H-orbit containing it; it is clear that
q'r’ = p’. Note that ¢’ is continuous: if U is open in X, then r'"'q¢'"}(U) =
p~1(U) is open in X; since ' is an identification (because (X, r') is a covering
space), r'(r'"1q'~}(U)) = ¢'""*(U) is open. Finally, (X/G, q’) is a covering space
of X/H equivalent to (¥, ), by Exercise 10.9. O
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Corollary 10.51. Let X be a connected, locally path connected, semilocally
1-connected space, and let (X, p) be its universal covering space. Every covering
space (Y, q) of X is equivalent to (X/G, v) for some subgroup G of Cov(X/X).

PROOF. By Theorem 10.17, there exists a continuous map r: X — ¥ making
the following diagram commute:

moreover, (X, r) is a covering space of ¥, by Theorem 10.16. Since X is simply
connected, both (X, p) and (X, r) are regular covering spaces. Therefore
Lemma 10.50 applies to show that (¥, g) is equivalent to (X/G, v), where
G = Cov(X/Y). O

There are set-theoretic problems arising from an attempt to consider all
the covering spaces of a space X: the totality of all covering spaces equivalent
to a fixed covering space (X, p) is a proper class and not a set. The same
problem arises in Galois theory; there are too many field extensions of a given
field F unless one restricts attention to only those inside a given algebraic
closure of F. In light of the last corollary, let us regard “all” covering spaces
of a space X to be of the form (X/G, v), where (X, p) is a universal covering
space of X and G is a subgroup of Cov(X/X).

Theorem 10.52. Let X be a connected, locally path connected, semilocally
1-connected space, and let (X, p) be its universal covering space. Denote the
family of all covering spaces of X of the form (X/G, v), where G is a subgroup
of Cov(X/X), by 2, and denote the family of all subgroups of Cov(X/X) by &.

Then ®: 2 - & defined by (Y, gy Cov(X/Y) and ¥: & — 2 defined by
G+ (X/G, v) are bijections inverse to one another.

Remark. Recall that Corollary 10.29 gives an isomorphism Cov(X/X) =
7,(X, xo). Therefore this theorem shows that the covering spaces of X are
classified by the subgroups of the fundamental group of X. (Also see Theorem
10.20.)

PrOOF. Let us evaluate both composites ®¥ and W® to see that they are
identities. If G = Cov(X/X), then ®¥(G) = Cov(X/(X/G)); call this last group
G*. Note that G* consists of all homeomorphisms h: X - X making the
following diagram commute:
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where v: X > X/G is the natural map. Is G = G*? If g€ G and % € X, then
o(X) = o(g%) (definition of orbit), so that vg = v; hence g € G* and G = G*.
For the reverse inclusion, let h € G*, so that vh = v. If ¥ € X, then o(%) =
o(h(%)), so that, by definition of G-orbit, there exists g € G with g(h(X)) = X.
Since g € G* (by the first inclusion), it follows that gh € G¥*. By Theorem
10.19(i), gh = 1z, and h = g1 € G.

Finally, ¥® is the composite (X /G, v)> Cov(X /(X /G)) = G* — (X/G*, v*).
But we have just seen that G = G*, so that v =v* and WY@ is also an
identity. ]

Corollary 10.53. Let X be a connected, locally path connected, semilocally
1-connected space, and let (X, p) be its universal covering space. If G is a
subgroup of Cov(X/X) (= n,(X, X,)), then

1(X/G, *) ~ G.

ProOF. By Corollary 10.29, 7,(X/G, ) = Cov(X/(X/G)). In the proof of the
theorem, however, we saw that the latter group is just G. O

The theorem reverses the viewpoint adopted earlier: instead of beginning
with X and constructing X, one can also start with X and construct X (as an
orbit space). Let us pursue this further. Let (X, p) be a covering space of X,
let U be an admissible open set in X, and let S be a sheet in X lying over U.
Suppose that h € Cov(X/X) and that h(S)NS # . If X € h(S)N S, then there
is § € S with £ = h(j). Hence pX = ph(j) = pJ, so that both X and  lie in the
fiber over pX. Since p|S is a homeomorphism, it follows that X = j. By
Theorem 10.19(i), h = 13.

Definition. Let G be a group acting on a space X. An open set V in X is proper
if g¥ NV = J for every g € G — {1}. One says that G acts properly on X if
every point in X has a proper open neighborhood.

Our preliminary discussion shows that Cov(X/X) acts properly on X.

Theorem 10.54. Let X be a connected locally path connected space, let G be a
group acting properly on X, and let p: X — X/G be the natural map.

() (X, p) is a regular covering space of X/G.
(i) If X is semilocally 1-connected, then Cov(X/(X/G)) = G.
(iii) If X is simply connected, then n,(X/G, %) = G.

PROOF. (i) The natural map p is an identification. If U is any open set in X, then

pHpUN =) gU

geG

is open; it follows that p(U) is open, hence p is an open map. Let £ € X/G, let
x € X be such that p(x) = &, and let U be a proper open neighborhood of x.
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We claim that p(U) is evenly covered by p (we do know that p(U) is an open
neighborhood of ¢&). If g, h are distinct elements of G, then gU N hU = ¢ (lest
g 'hUNU # ). It remains to prove that p|gU: gU — p(U) is a bijection (for
we already know that p|gU is an open continuous map). If u € U, then u and
gu lie in the same orbit, for every g € G, and so p(gu) = p(u); hence p|gU is
surjective. If p(gu) = p(gv), where u, v € U, then there exists h € G with gu =
hgv; hence gU NhgU # ¢, a contradiction. Therefore p|gU is an injection.
We have proved that (X, p) is a covering space of X/G.

Now G = Cov(X/(X/G)) because each g € G may be regarded as a homeo-
morphism of X with pg = p. As the fiber over £ is {gx: g € G} (where p(x) = &),
it follows that G, hence Cov(X/(X/G)), acts transitively on the fiber. By
Theorem 10.18, (X, p) is regular.

(i) This follows at once from Theorem 10.52.

(iii) This follows at once from Corollary 10.29. O

EXERCISES

10.29. Let X be connected, locally path connected, and semilocally 1-connected, let
(X, p) be its universal covering space, and let G and H be subgroups of
Cov(X/X). Prove that G = H if and only if (X/G, v) is a covering space of X/H,
where v sends G-orbits of elements of X into H-orbits.

10.30. (i) If a group G acts properly on a space X, then G acts without fixed points;
that is, if g € G and g # 1, then g has no fixed points.
(i) If X is Hausdorff, G is finite, and G acts on X without fixed points, then
G acts properly on X.

10.31. If Gis a topological group, then every subgroup H acts on G by left translation:
if h € H and x € G, then h: x+ hx. Prove that if H is a discrete subgroup, then
H acts properly on G. (Hint: See the proof of Theorem 10.2.)

*10.32. (i) For every p > 2, show that the action of Z/pZ on S giving lens spaces
L(p, q) (Example 8.22) is proper.
(i) Show that S* is a universal covering space of L(p, q) for all g and that
ny(L(p, q)) = Z/pZ.
(iii) Show that L(p, q) is a compact connected 3-manifold.

10.33. Let G be a group. If there exists a tree T on which G acts properly, then G is
free. (Hint: T — T/G is a universal covering space.)

Remark. The theory of groups acting on spaces in a rich one; we recommend
[Bredon] to the interested reader.



CHAPTER 11

Homotopy Groups

Since a closed path f: (I, I) = (X, x,) can be viewed as a map (S?, 1) = (X, x,),
one may view 7, (X, x,) as (pointed) homotopy classes of (pointed) maps from
S' into X. It is thus quite natural to consider (pointed) maps of S" into a space
X ; their homotopy classes will be elements of the homotopy group n,(X, x,).
This chapter gives the basic properties of the homotopy groups; in particular,
it will be seen that they satisfy every Eilenberg—Steenrod axiom save excision.

Function Spaces

We shall soon be examining subspaces of the space of all paths in a space, so
let us begin by looking at function spaces.

Definition. If X and Y are topological spaces, then XY is the set of all
continuous functions from Y into X. The compact-open topology on X" is the
topology having a sub-basis consisting of all subsets (K; U), when K is a
compact subset of Y, U is an open subset of X, and

(K; U)={fe X":f(K) = U}.

A typical open set in X7 is thus an arbitrary union of finite intersections
of sets of the form (K; U).

Although there are other topologies one can give XY, we shall always
consider it topologized with the compact-open topology. We remark that the
compact-open topology does arise naturally. For example, if X is a metric
space, then the compact-open topology on XY, for any space Y, is precisely
the topology given by uniform convergence on compact subsets (see [Munkres
(1975), p. 286]).
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Let X, Y,and Z be sets,and let F: Z x Y — X be a function of two variables.
If we fix the first variable, then F(z, ): Y — X is a function of the other
variable; let us write F, instead of F(z, ). Thus F determines a one-parameter
family of functions F,: Y — X; better, F determines a function F*:Z —
Hom(Y, X) by F#(z) = F, (where Hom(Y, X) denotes the set of all functions
from Y into X).

Definition. If F: Z x Y — X is a function, then its associate is the function
F#:Z - Hom(Y, X) defined by F#(z) = F, (where F,: y— F(z, y)).

Note that F can be recaptured from its associate F*:if G: Z — Hom(Y, X),
define G*: Z x Y - X by G’(z, y) = G(z)(y). Indeed F+— F* is a bijection
Hom(Z x Y, X) » Hom(Z, Hom(Y, X)) with inverse G+ G’ (this is called
the exponential law for sets because it becomes XZ*Y = (XY)? if one uses
exponential notation). A decent topology on function spaces (the set of all
continuous functions) should give analogous results.

There is another obvious function in this context.

Definition. If X and Y are sets, then the evaluationmap e: Hom(Y, X) x Y - X
is defined by

e(f,y) = f(y).

Theorem 11.1. Let X and Z be topological spaces, let Y be a locally compact
Hausdorff space, and let XY have the compact-open topology (as usual).

(i) The evaluation map e: X¥ x Y — X is continuous.
(i) A function F: Z x Y — X is continuous if and only if its associate F*: Z — XY
is continuous.

PRrOOF. (i) Let (f, y) € XY x Y, and let V be an open neighborhood of f(y) in
X. Since f'is continuous, there is an open neighborhood W of y with f(W) < V;
since Y is locally compact Hausdorff, there is an open set U with U compact
suchthatx e U =« U = W.Now (U; V) x U is an open neighborhood of (£, y).
If(f",y)e(U; V) x U, thene(f", y') = f'(y') € f'(U) = f'(U) = V, as desired.
Therefore e is continuous.

(ii) Assume that F#: Z — XY is continuous. It is easy to check that F is the
composite

F* x 1 e
ZxY—XYxY

X;

since e is continuous, it follows that F is continuous.

Conversely, assume that F is continuous. Observe first that if z € Z, then
y>(z, y)is a continuous map 1,: Y - Z x Y and F, = F o 1,; it follows that
each F, is continuous and that the target of F* is indeed X¥ (not merely
Hom(Y, X)).

It suffices to prove that if z € Z and (K; U) is any sub-basic open neighbor-
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hood of F#(z) = F,, then there exists an open neighborhood V of z with
F#*(V) c (K; U). Now F, e (K; U) means that F(z, y)e U for every ye K;
equivalently, F({z} x K) < U; continuity of F says that F~'(U) is an open
subset of Z x Y. Hence F~}{(U)N(Z x K)is an open subset of Z x K contain-
ing {z} x K, and the tube lemma (Lemma 8.9') gives an open neighborhood
V of z with V x K < F~Y(U). It follows that F# (V) < (K; U), as desired. []

Corollary 11.2. Let X and Z be spaces, and let Y be locally compact Hausdorff.
A function g: Z — X¥ is continuous if and only if the composite e o (g x 1) is
continuous.

1
ZxY 2 L xtxy—2x.
Proor. If this composite is denoted by F, then g is just its associate F*. [

Remember the following commutative diagram:

F* x 1
ZxY — 2 L XYxY

F e

X.

A thorough treatment of function spaces proves the exponential law: if
X, Y, Z are spaces with Y locally compact Hausdorff, then F—F* is a
bijection X2*Y - (XY)? with inverse G — G; indeed this bijection is a homeo-
morphism.

Homotopy fits nicely into this setting. Assume that f, g: Y - X are homo-
topic maps, where Y is locally compact Hausdorff. For this remark, let a
homotopy be a continuous function F: I x Y- X with F;= fand F; =g
(usually, the domain of Fis Y x I). The associate F* of F is a continuous map
F#:1- XY;thatis, F* is a path in XY from f to g. Conversely, every path in
XY determines a homotopy. It follows that the homotopy classes are the path
components of X¥: [, X] = ny(XY).

Group Objects and Cogroup Objects

From concrete point-set topology, we now pass to categories. As we are
interested in the homotopy category (actually, hTop,,), a category with com-
plicated morphisms, this abstract approach is probably the simplest.

Definition. An object 4 in a category ¥ is an initial object if, for each object
X in %, there exists a unique morphism A — X. An object Z in € is a terminal
object if, for each object X in %, there exists a unique morphism X — Z.
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It is plain that any two initial objects in a category, if such exist, are
equivalent; similarly, terminal objects are unique. One can thus speak of the
initial object and the terminal object (if either exists).

ExaMPLE 11.1. In the category Sets, the empty set (F is the initial object and
a singleton set is the terminal object.

ExaMpLE 11.2. The category of nonempty sets has no initial object.

ExaMPLE 11.3. Let Sets,, be the category of pointed sets. If {} is a singleton,
then A = ({x}, *) is both an initial object and a terminal object. (An object
that is both an initial object and a terminal object is called a zero object.)

ExaMPLE 11.4. In Groups, the group of order 1 is a zero object.

One can give a formal definition of duality in a category (we shall not do
s0). Suffice it to say that the dual of a commutative diagram is the commutative
diagram obtained by (formally) reversing each of its arrows; the dual of an
object that is defined by diagrams is the object defined by the dual diagrams.
Thus initial and terminal objects are dual; another pair of dual notions is
product and coproduct.

Definition. If C, and C, are objects in a category, then their product is an
object C; x C, together with morphisms p;: C; x C, - C,, fori = 1, 2, called
projections, such that, for every object X with morphisms g;: X — C,, there
exists a unique morphism 8: X - C, x C, making the following diagram
commute:

The map 6 is denoted by (q;, q,).

In the case of Sets, products are the usual cartesian products equipped
with the usual projections onto the factors, and (q,, ¢,): x—(q,(x), g2(x)).
In particular, if C; = C, = C, say, then (1., 1): C - C x C is the diagonal
x> (x, x). In general, define the diagonal A.: C —» C x C by A = (I, 1¢).
Also, note that (p;, p;) = 1¢, xc,-

Definition. If C, and C, are objects in a category, then their coproduct is an
object C, || C, together with morphisms j;: C; —» C; || C,,fori = 1,2, called
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injections, such that, for every object X with morphisms k;: C; — X, there exists
a unique morphism 6: C; || C, — X making the following diagram commute:

The map 6 is denoted by (k,, k,).

In the case of Sets, coproducts are just disjoint unions equipped with the
usual inclusions into the separate pieces, and (k,, k,) is the function whose
restriction to C; is k; for i = 1, 2. In particular, if C, = C, = C, say, then
(1¢, 1¢): C || C — C mapseach of the two copies of any ¢ € C to itself; this map
is often called the folding map. In general, define the codiagonal V.: C || C > C
by V¢ = (1, 1¢). Also, note that (j, j,) = ¢ ||c,-

Theorem 11.3.

(i) Let C,, C, be objects in a category in which C, x C, exists. Then, for every
object X, there is a natural bijection

Hom(X, C,) x Hom(X, C,) 5 Hom(X, C, x C,).

(i) Let C,, C, be objects in a category in which C, || C, exists. Then, for every
object X, there is a natural bijection

Hom(C,, X) x Hom(C,, X) &3 Hom(C, || C,, X).

PRrooF. (i) Define a function Hom(X, C,) x Hom(X, C,) - Hom(X, C; x C,)
by sending the ordered pair (f;, f,) into the unique morphism (also denoted
by (f1,f2)!) which is guaranteed to exist by the definition of product. Define
a function in the reverse direction as follows: to g: X — C; x C, associate the
ordered pair (p, g, p,g), where p;: C; x C, — C;is the projection (for i = 1, 2).
It is easy to check that these functions are inverse, hence both are bijections.
The check of naturality is also left to the reader: if h: X — Y is any morphism,
then the following diagram commutes:

Hom(X, C,) x Hom(X, C,) » Hom(X, C, x C,)
h* x h* h*

Hom(Y, C,) x Hom(Y, C,) - Hom(Y, C, x C,).
(i) This proof is dual to that in the first part. O
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The notation ( f;, f,) for the morphism X — C, x C, (orfor C, || C, — X),
though awkward in the proof of Theorem 11.3, is now seen to be convenient.

EXERCISES

11.1. (i) Let C,, C, be sets. Define a new category ¥ as follows: its objects are all
ordered triples (X, q,, g,), where X isasetand g;: X - C;(fori=1,2)isa
function; a morphism 0: (X, q,, q,) — (Y, r,, r,) isa function §: X — Y mak-
ing the following diagram commute:

Y
T r;
C, ] C,;
@ 4
X

composition is ordinary composition of functions. Prove that (C; x C,,
P1, P2) is a terminal object in .

(i) Given sets C,, C,, construct a category in which their coproduct is an initial
object.

11.2. In Ab, show that product and coproduct coincide (C; x C, =C; @ C, =
C, |l C,). In Groups, show that product is direct product and that coproduct
is free product (and so product and coproduct are distinct).

*11.3. (i) In Sets, and Top,, consider the objects (4;, a;) for i = 1, 2. Their product
is (A, x A,,(a,, a,)) and their coproduct is the wedge (4, v A4,, *), where
* is the pair {a,, a,} identified to a point.
(i) In Top,, show that A, v A4, is homeomorphic to the subset (4, x {a,})U
({a,} x A;) of A; x A,. (In general, the coproduct cannot be imbedded in
the product; for example, if 4; and A, are finite groups with more than one
element, then their free product (coproduct in Groups) is infinite while their
direct product (product in Groups) is finite.)

11.4. If products exist, then the associative and commutative laws hold; similarly for
coproducts. (Warning: One needs an extra diagrammatic axiom to deduce the
generalized associative law from the associative law involving three terms.)

*11.5. (i) If C; x C, and D, x D, exist, and if f;: C; » D, are morphisms fori = 1, 2,
then there is a unique morphism f; x f,: C; x C, — D, x D, making the
diagrams (for i = 1, 2) commute (unlabeled arrows are projections):

e, xc, =", p «p,

|

D,

G

i

(ii) There is a dual construction f; || f5: Cy 1| C, = D, || D,.
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*11.6. (i) If g;: X — C; are morphisms for i = 1, 2, prove that

(41> 92) = (@1 x q2)Ax.
(ii) If k;: C; > X are morphisms for i = 1, 2, prove that
(ky, ky) = Vilky 11 k).
(i) If A and B are abelian groups and f, g € Hom(4, B), then
AxB=A@B=A}| B
and
S +9=Vp{f x g,

*11.7. (i) If Z is the terminal object in a category ¥ and if X is any object in €,
then X x Z is equivalent to X via the projection X x Z —» X. (Hint: Let
A:X x Z— X and q: X x Z — Z be the projections, and let 8 = (1, w),
where w: X — Z is the unique morphism in Hom(X, Z). Then 40 = 1y and
04 = 1y, 5, the latter equality arising from the fact that both morphisms

complete the diagram

XxZ

X
|
|
|
|
|
|
|
|
|
|

X

X xZ

where ¢ is the unique morphism X x Z —» Z.
(ii) If A is an initial object, then 4 || X is equivalent to X via the injection
X->A4] X

The axioms in the definition of a group can be rewritten so that they become
assertions that certain diagrams commute! There are two reasons for doing
this: one can consider “group-like” objects in a category; one can reverse
arrows to obtain the dual notion of “cogroup”.

Definition. Let € be a category having (finite) products and a terminal object
Z. A group object in % is an object G and morphisms y: G x G — G (called
multiplication), #: G — G, and ¢: Z — G such that the following diagrams
commute (the morphisms f x g and (f, g) are defined in Exercises 11.5 and
11.6).
(i) Associativity:
1 x

GxGxG —5 GxG
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(ii) Identity:

GxZ 2% 6x6 &L zx6

A Iu p
G

(A and p are the equivalences of Exercise 11.7(i) namely, the projections
AGXZ->Gandp:Z x G— G).

G

[w

(iii) Inverse:
G
|
VA — 7,

€
where w: G — Z is the unique morphism to the terminal object.

(1, n) (1)

P, G x G —

Qe— X
=

_—
€

It is easy to see that a group object in Sets is a group and that a group
object in Top is a topological group. In hTop, the weaker notion of a space X
equipped with x and ¢ satisfying condition (ii) is an H-space.

Here is the dual of a group object.

Definition. Let € be a category having (finite) coproducts and an initial object
A. A cogroup object in ¥ is an object C and morphisms m: C — C || C (called
comultiplication), h: C — C, and e: C — A, such that the following diagrams
commute (the morphism f || g is defined in Exercise 11.5).

(i) Co-associativity:

c 2, cJc

|

Cl]lC ——> C||C]|]|C.

m||1

1] m

(i) Co-identity:
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(iii) Co-inverse:

(1, h)

—C|| C ~———>(h’ D

a

a—
3

QU
K

C
al
A

where a: 4 — C is the unique morphism from 4 to C.

—

—_
e e

>

We shall see that suspensions lead to cogroup objects in hTop,.

Recall that if G is an object in a category %, then the (contravariant) functor
Hom( , G): € — Setsis defined on morphisms g: X — Y as g*: Hom(Y, G) —»
Hom(X, G), where g*: f — fg. Similarly, (covariant) functor Hom(G, ):% —
Sets is defined on g as g,.: Hom(G, X) - Hom(G, Y), where g,: f + gf.

When we say that Hom( , G) takes values in Groups, then it follows, of
course, that Hom(X, G) is a group for every object X and g* is a homo-
morphism for every morphism g; a similar remark holds if Hom(G, ) takes
values in Groups.

Theorem 11.4. Let € be a category with ( finite) products and a terminal object.
An object G in € is a group object in € if and only if Hom( , G) takes values
in Groups.

In this case, the multiplication

My: Hom(X, G) x Hom(X, G) - Hom(X, G)
is given by
(/s 9 ulf, 9),

where u is the multiplication on G and (f, g): X - G x G is the morphism of
Theorem 11.3(i).

PRrROOF. Assume that G is a group object in 4. By Theorem 11.3(i), we identify
Hom(X, G) x Hom(X, G) with Hom(X, G x G). Define My as in the state-
ment. For every fixed object X, apply Hom(X, ) to each of the three
diagrams in the definition of group object. It follows that Hom(X, G) is a
group object in Sets, hence is a group. It remains to show that if h: X — Y,
then h*: Hom(Y, G) - Hom(X, G) is a homomorphism. If f, g € Hom(Y, G),
then h*My(f, g) = h*(u(f, 9)) = w(f, 9h = u(fh, gh) = p(h*f, h*g) =
My (h* f, h*g). Therefore, Hom( , G) takes values in Groups.

Conversely, for each object X, assume that there is some group operation

My: Hom(X, G) x Hom(X, G) > Hom(X, G).
Again, identify Hom(X, G) x Hom(X, G) with Hom(X, G x G), and now
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specialize X to G x G. Thus
Mg, ¢: Hom(G x G, G x G) > Hom(G x G, G).

Define 4 €e Hom(G x G, G) as the image of the identity 1, ; under the func-
tion Mg ¢. If ny: Hom(X, G) - Hom(X, G)isinversion, set X = G and define
n € Hom(G, G)as n4(1g). Define ¢ e Hom(Z, G), where Z is the terminal object
in %, as the identity element of the group Hom(Z, G). One can also view ¢ as
an image of an identity morphism. For each object X, Hom(X, Z) is a single-
ton and there is a function £y: Hom(X, Z) - Hom(X, G) whose (unique) value
is the identity element of the group Hom(X, G). Set X = Z, so the unique
element of Hom(Z, Z) is 1;; then ¢ = g5(1,).

That G so equipped is a group object in ¥ can be seen using the Yoneda
lemma, Exercise 9.7. We prove associativity, but the similar proofs of the
commutativity of the identity and inverse diagrams are left to the reader.

By hypothesis, each Hom(X, G) is a group, and the associative law holds
for its multiplication: there is a commutative diagram

M 1
Hom(X, G) x Hom(X, G) x Hom(X, G) ~—~~— Hom(X, G) x Hom(X, G)

lxMx{

Hom(X, G) x Hom(X, G) = Hom(X, G).

X

My

By Theorem 11.3, we may rewrite this diagram as

M. 1
Hom(X, G x G x G) =2~ Hom(X, G x G)

lxMx\

Hom(X, G x G) — Hom(X, G).

My

One checks easily that there is a natural transformation M: Hom( ,G x G) -
Hom( , G) with M = (My), that is, the appropriate diagrams commute.
Write u = Mg, 6(lgxg) € Hom(G x G, G). By the Yoneda lemma, Exercise
9.7(iv), for every object X and every morphism f: X - G x G, one has

Mx(f)=peof. (*)
The associativity diagram above can be used to show
MM x 1)=M( x M): Hom( ,G x G x G)»> Hom( ,G)

is a natural transformation. If h: X - G x G x G, then the Yoneda lemma
gives

My(My x 1)(h) =uoh,
where u = Mg, (Mg, X D)(lgee X 1g) eHom(G x G x G, G). Since
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lgxg X lg = lgxgxg> ONE has

u= Mg, c(Mgxsllgxs) X 1g)
= Mg, e(p x 1) = pu(u x 15), by Eq. (+).

Similarly, [M(1 x M)]x(h) = v o h, where v = u(lg x y). Taking X = G x
G x Gand h = 15, 5xg, Wweseethatu = v,i.e, u(p x 1) = pu(1 x p),as desired.
Ol

Remark. Recall that if p,, p,: G x G — G are the projections, then 15,6 =
(py,P,). Therefore, up = Mg, (1« g) = Mg (D1, D2); that is, p is the product
(in the group Hom(G x G, G)) of the morphisms p, and p,.

There is a dual result.

Theorem 11.4'. Let € be a category with ( finite) coproducts and an initial object.
An object G in % is a cogroup object in € if and only if Hom(G, ) takes values
in Groups.

In this case, the multiplication

Py: Hom(G, X) x Hom(G, X) - Hom(G, X)
is given by
(s 9=/, 9)m,
where m is the comultiplication of G and (f, g): G || G — X is the morphism of
Theorem 11.3(ii).

ProoF. The argument is similar (dual) to the one just given, but let us describe
the comultiplication of G when Hom(G, ) takes values in Groups. For each
object X, there is a multiplication

Py: Hom(G, X) x Hom(G, X) - Hom(G, X).

Identify Hom(G, X) x Hom(G, X) with Hom(G || G, X) as in Theorem
11.3(3ii). Now set X = G || G, so that

Ps | ¢t Hom(G || G, G || G) - Hom(G, G || G).

Then the comultiplication m: G — G || G is the image of 15|, ¢ under Py || 6.
But(j,,2) = 1 || ¢» Where j; and j, are the injections of the coproduct G || G.
Therefore, m is the product of j, and j, in the group Hom(G, G || G). O
EXERCISES

11.8. Prove that a group object in Groups is an abelian group.

11.9. In Sets and in Top, the only cogroup object is .

11.10. In Sets, and in Top,, the only cogroup object is *.
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*11.11. (i) Let € be a category with (finite) products and a terminal object. If G and
H are group objects in %, call a morphism f: G — H special if the following
diagram commutes:

¢ 1y

G H

Qe—X
Te—x

f s

where the vertical arrows are the multiplications in G and in H. Show that
all group objects in ¢ and all special morphisms form a category. State
and prove the analogous result for cogroups.

(ii) If G and H are group objects in ¢, then Hom(X, G) and Hom(X, H) are
groups. Show that if f: G — H is special, then f,: Hom(X, G) - Hom(X, H)
is a homomorphism.

11.12. Prove that every abelian group is both a group object in Ab and a cogroup
object in Ab.

11.13. Prove that every f.g. free group is a cogroup object in Groups. (One can
dispense with the finiteness hypothesis.)

11.14. Every topological group (with its identity element as basepoint) is a group
object in hTop,, and in Top,.

Loop Space and Suspension

The homotopy category hTop is the interesting category for us. It is easy to
see that the empty set (J is an initial object; because there are no (continuous)
functions X — (& when X is nonempty, there are no cogroups in hTop. If we
consider pointed spaces, however, then we shall see that there are interesting
cogroups in hTop,.

Lemma 11.5. The category hTop, has a terminal object and an initial object
(indeed it has a zero object), and it has ( finite) products and ( finite) coproducts.

PROOE. Let * be a singleton, and let 4 = (x, *). If X is a pointed space (we do
not display the basepoint), then there is a morphism from X to A, namely,
[f], where f: X — « is the constant map. This morphism is unique, for any
morphism [g]: X — A is a (pointed) homotopy class of pointed maps g: X —
A; but the only such pointed map is the constant map. A similar argument
shows that A is also an initial object, for the only pointed map 4 — (X, x,) is
the function taking * to x,.

If C, and C, are pointed spaces, let C; x C, (with projections p;) be their
product in Top,.. We claim that C; x C, with projections [ p;] is their product
in hTop,,. Let [ f;]: X — C; be morphisms. In Top,, one can complete the
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appropriate diagram with (f;, f5). Suppose that F;: f; ~ f; is a pointed homo-
topy X x I - C, for i =1, 2. Then (F,, F,): X x I - C; x C, is a pointed
homotopy (f1, ) =~ (f{,/5). Itfollows that [(f1, f>)]: X - C, x C, completes
the appropriate diagram in hTop,.. We let the reader prove uniqueness of this
morphism. A similar argument shows that C; v C, is the coproduct in hTop,,.

O

Notation. A pointed space (X, x,) may be denoted by X if there is no need to
display the basepoint. In particular, if * is a singleton, then the pointed space
(%, *) may be denoted by =*.

Definition. A pointed space (X, x,) is an H-group if there are continuous
pointed maps p: X x X - X and #: X — X, and pointed homotopies:

u(ly x p) ~ u(p x 1y) (associativity);
Wy = 1y > pj,,

wherej,,j,: X = X x X are “injections” defined by j, (x) = (x, xo)and j,(x) =
(XO’ x)a

ﬂ(lx, 11) == #(’13 1X)5

where ¢: X — X is the constant map at x,.

Before giving the dual definition, let us agree on notation. As in Exercise
11.3(ii), the wedge X v X is viewed as the subspace X x {xq}U{x,} x X of
the product X x X. If p;; X x X - X, for i = 1, 2, are the usual projections
onto the first or second coordinates, respectively, then define “projections”
g: X v X-X,fori=1,2, bygq; =p;|X v X;each g, sends the appropriate
copy of x € X, namely, (x, x,) or (x,, X), into itself.

Definition. A pointed space (X, x,) is an H'-group if there are continuous
pointed maps m: X - X v X and h: X — X, and there are pointed homo-
topies:

(1y v mim ~ (m v 1y)m (co-associativity);
gym =~ 1y >~ q,m;
(1X7 h)m e (ha lX)m,

where ¢: X — X is the constant map at x,.

Lemma 11.6.

(i) For every pointed space (Z, z,), the maps (j,,j,) and (41, 4,): Z v Z —
Z x Z are equal to k, the inclusion

Z x {zy}U{zo} x Z& Z x Z.
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@) If (X, xo) is an H'-group with comultiplication m, then the following
diagram commutes to homotopy (i.e., commutes in hTop, ):

X 2, XxvX
Ay k

X x X.

(i) If (Y, yo) is an H-group, with multiplication u, then the following diagram
commutes to homotopy:

YvY
k Vy

YxY —— Y.
u

Proor. (i) Both (j,, j,) and k make the following diagram commute
XvX

b

IS
\:

X xX

/

where i, i, are the injections; uniqueness gives (j,, j,) = k.
A similar argument gives (q,, q,) = k, using the diagram

XvX
I

q

1

77X

|

: q2

|

% X
l

} P2

\’

X x X.

(i) This follows from q;m ~ 1y ~ g, m.
(iii) This follows from pj, ~ 1, ~ uj,. dJ

Lemma 11.7. The group objects in hTop, are the H-groups, and the cogroup
objects in hTop,, are the H'-groups.
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Proor. Suppose that (G, g,) is a group object in hTop,. There is a commu-
tative diagram that surmounts the diagram of the identity axiom:

G
(4] L]

G x {*} — G X G,
[1x¢g]

where A7': g (g, *). Lifting to Tep,, (I x &yA™' ~j,, and so pj, ~
u(l x g)A7' ~ 247! ~ 1;. The third homotopy in the definition exists because
the composite ew in the diagram for inverse must be the constant map G — G
at g,. Since associativity holds, by hypothesis, G is an H-group.

The routine argument that H-groups are group objects in hTop,, (as well
as the dual result for cogroups and H'-groups) is left to the reader. |

At last, here are the important examples.

Definition. If (X, x,) is a pointed space, then its loop space, denoted by
Q(X, x,), is the function space

Q(X, xo) = (X, xo)®D,

topologized as a subspace of X! (equipped with the compact-open topology).
One usually chooses w,, the constant path at x,, as the basepoint of Q(X, x,).

Although the loop space does depend on the choice of basepoint, we often
write QX instead of Q(X, x,).

Theorem 11.8. Loop space defines a functor Q: hTop, — hTop,,.

Proor. By Theorem 0.4, it suffices to prove that there is a functor Q: Top, —
Top, with f, ~ f; implying Qf, ~ Qf; (pointed homotopies). If f: X — Yisa
pointed map, define Qf: QX — QY by w fw, where w is a loop in X (at the
basepoint). As QX is a subspace of X! and Qf = £, |QX, it suffices to show
that f, is continuous. Consider the commutative diagram

1
XUxr XL vy
e e
X — ¥

f

where the maps e are evaluations. Since I is compact Hausdorff, e and hence
fe are continuous, by Theorem 11.1(i). Therefore e(f, x 1) is continuous, and
so f, is continuous, by Corollary 11.2. That Q so defined on objects and
morphisms of Top,, is a functor is left as a routine exercise.
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Suppose that F: X x I - Y is a pointed homotopy with F, = f; and F;, =
Jf1. Define ®: QX x I - QY by (w, t)— F,w. It suffices to prove that ®
is continuous. Define u: X! x Ix I- X! x I x I by (o, ¢, s)— (o, s, t); of
course, u is continuous. Consider the commutative diagram:

®x1
XIxIxI —— YIxI

(exl)u} le

XxI — Y
F

The counterclockwise composite is continuous (since the evaluation is), hence
e(® x 1) is continuous; Corollary 11.2 now gives the result. d

Theorem 11.9. If (X, x,) is a pointed space, then QX is an H-group.

ProoF. Define u: QX x QX — QX by
(0, W)~ o*w,
where, as usual,
o(2t) if 0
1

(@x@)(®) = {a)’(Zt — 1) if

To see that u is continuous, consider the composite

1
OX x QX x I, Qx x1— X

(remember that QX is a subspace of XT). On QX x QX x [0, 1], this com-
posite is equal to
17 P1x4 e
QX x QX x[0,3] — QX x [ —— X,

where p, is the first projection QX x QX — QX and g: ¢+ 2t. Since this latter
map is continuous, so is e(u x 1); by Corollary 11.2, u|QX x QX x [0, 1] is
continuous. A similar argument shows that u|QX x QX x [4, 1] is con-
tinuous, hence u is continuous (because the two restrictions agree on the
overlap).

Let us prove homotopy associativity. To define G: QX x QX x QX x I -
QX, it suffices to define F: QX x QX x QX xI x I - X, toset G = F*, and
to check that the image of F* in X! actually lies in QX. Let

w(4s/t + 1) ifo<s<(t+1)4
Flo,0, 0" t,5) = o'(ds—t—1) ift+1)/4<s<(t+2)/4
w'((4s—2-0/2~-1) if(t+2)/4<s<1

Again, Corollary 11.2 shows that G is continuous and hence is a (pointed)
homotopy u(u x 1) >~ u(1 x p). (These formulas are, of course, similar to
those that show homotopy associativity of paths.)
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Let w, be the constant map at x,; we must show that the maps
Wi o o*w, and pj,: o w, * © are each homotopic to the identity on
QX. Define F: QX x I - QX by (o, t)— @,, where

o {w(Zs/(t +1)) 0<s<(t+1)2
D4 = 1%, fe+D2<s<l.

Now F is continuous because e(F x 1) is, and so F is the desired homotopy.
The argument for w+— wg * w is similar.

Finally, define #: QX — QX by w(t)— w(1 — t); again, Corollary 11.2 can
be used to prove continuity. Define a homotopy H: QX x I - QX by defining
K: QX xIxI-X;let

Xq if0<s<t?2
w2s — 1) ift2<s<3%

K(w, t,s) = 2
w2—25—1 ifl<s<2—1)2
Xq fe-n2<s<l.

Again, continuity is proved by Corollary 11.2; details of the (now familiar)
proofs are left to the reader. Hence w+ pu(w, n(w)) is nullhomotopic, and
a similar argument shows that w > u(y(w), ®) is nullhomotopic. O

The homotopies are just those that arose in Theorem 3.2; the extra feature
is their continuity as maps of function spaces. Note that we use both * and h:
Top, (not merely Top) is needed so that y is defined (the loops must be loops
at the same point); hTop, is needed so that the axioms for a group object are
satisfied.

Recall that Hom(X, Y) in the homotopy category is denoted by [X, Y].
We use the same notation for Hom(X, Y)in hTop, when X and Y are pointed
spaces.

Corollary 11.10. For any pointed space X,[ , QX1 is a(contravariant) functor
from hToep,, into Groups. If Y is a pointed space, and if [ ], [g] € [Y, QX],

then their product is u([f], [9]) = [f *g].

PRroOF. By Lemma 11.7, QX is a group object in hTop,,. Theorem 11.4 shows
that [ , QX] is group valued; the proof of this last theorem also exhibits the
multiplication in [ Y, QX]. O

Here is a related construction. Recall thatif G: Z — XY, then G’: Z x Y > X
is defined by G(z, y) = G(z)(y). In particular, G G’ is a function (even a
bijection) Hom(Z, X') - Hom(Z x I, X). Let X and Z be pointed spaces (with
respective basepoints x,, z,), and replace X! by its subspace Q(X, x,). This
means that we restrict attention to those G such that G(z,) is the constant
loop at x, and such that G(z)(0) = x, = G(z)(1). Therefore, for all ze Z and
alltel,
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G’(z,0) = G°(z, 1) = xo = G"(20, 1);
that is, G” sends (Z x D)U( {zo} x I) into x,. These remarks suggest the
following definition.
Definition. If (Z, z,) is a pointed space, then the suspension of Z, denoted by
XZ,is the quotient space
2Z =(Z x DI(Z x ) U({z,} x 1)),
where the identified subset is regarded as the basepoint of ZZ.
There is another notion of suspension in topology, namely, the double cone:

the quotient space of Z x I in which Z x {0} is identified to a point and
Z x {1} is identified to another point.

double cone on Z.

The suspension XZ just defined is often called the reduced suspension to
distinguish it from the double cone. The picture of £Z is thus the following
one with all points on the dashed line identified.

Q (reduced) suspension £Z

If (z, 1) € Z x 1, denote the corresponding element of £Z by [z, t]. Abuse
notation and write z, = [2,0] = [z, 1] = [zo, t] forallze Zand t e L.

Theorem 11.11. Suspension defines a functor Z: hTop, — hTop,,.

Proor. By Theorem 0.4, it suffices to show that X is a functor on Top,, for
which f, ~ f, implies Xf, ~ Xf; (pointed homotopies). It is routine to show
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that ¥ is a functor on Top, if, for f: Z - Y, we define Xf: £Z - XY by
[z, t]1— [ f(2), t]. That Ef, ~ Zf, follows easily from Corollary 8.10. O

One can define a comultiplication, a co-identity, and a co-inverse on every
3(Z, z,), and one can show that £Z is always an H'-group. However, there is
an intimate relationship between ¥ and Q (they form an adjoint pair of
functors) that will allow us to see this painlessly.

If o/ is a category, we sometimes write Hom (4, 4’) to denote the Hom
set in /.

Definition. Let F: o/ — % and G: ¥ — o/ be functors. The ordered pair (F, G)
is an adjoint pair if, for each object A in &/ and each object C in %, there is a
bijection

T = 174c: Homg(F A4, C) > Hom (A4, GC),

which is natural in each variable; that is, the following diagrams commute for
all f: A’ > Aino andg:C—>C'in¥:

Homg(FA, C) -, Homg(F4', C)

Hom,(4, GC) ——— Hom(A', GC)

Homg(FA, C) —2— Homy(FA, C)

Hom (4, GC) W Hom_/(4, GC').

In short, 7 is a natural equivalence Homg(F__, _)— Hom(__, G_) (if
one makes the only reasonable definition of a functor of two variables). The
reason for the name “adjoint” is quite formal. If ¥ is an inner product space
and if f: V - V is a linear transformation, then its adjoint is a linear trans-
formation g: V — V such that (fv, w) = (v, gw) for all vectors v, w e V.

ExXAMPLE 11.5. Let &f = € = Sets, and let Y be a fixed set. Define F: Sets —
Sets by F = __ x Y, and define G: Sets — Sets by G = Hom(Y, ). For sets
A, C, define 7,.: Hom(4 x Y, C) - Hom(4, Hom(Y, C)) by G+ G*, the
associate of G. It is routine to check that (__ x Y, Hom(Y, ))is an adjoint
pair.

EXAMPLE 11.6. Let of = € = Top. If Y and C are spaces, then Hom(Y, C) =
C?, and one can use the exponential law to show that (_ x Y,( )¥)is an
adjoint pair when Y is locally compact Hausdorff.
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EXERCISES

*11.15. Let o/ = € = Ab. For any abelian group Y, show that (_ ® Y, Hom(Y, ))
is an adjoint pair.

11.16. Let F: Ab — Sets be the forgetful functor (Example 0.8), and let G: Sets » Ab
be the “free” functor: if X is a set, then GX is the free abelian group having
basis X; if f: X — Y is a function, then Gf: GX — GY is the homomorphism
obtained from f by extending by linearity. Prove that (G, F) is an adjoint pair.

*11.17. If (F, G) is an adjoint pair, then F preserves coproducts and G preserves
products.

Exercise 11.17 is a special case of the main property of adjoint pairs: there
is a notion of limit (inverse limit) and colimit (direct limit); if (F, G) is an adjoint
pair, then F preserves colimits and G preserves limits (see [Rotman (1979),
pp. 47, 55]). Examples of limits are products, pullbacks (defined below), ker-
nels, nested intersections, and completions; examples of colimits are coprod-
ucts, pushouts, cokernels, and ascending unions.

Once we recall how suspension arose, the next result is almost obvious.

Theorem 11.12. (£, Q) is an adjoint pair of functors on hTop,.

Proor. If X and Y are pointed spaces, define
Txy: [ZX, Y] - [X, QY]

by [F]+—[F*], where F* is the associate of F. Now Ty, is well defined,
because if H: £X x I — Y is a (pointed) homotopy from F, to F,, say, then
H*: X x I QY,if continuous, is a (pointed) homotopy from F{ to F{*. But
Theorem 11.1(ii) shows that continuity of H implies that of H*. Each tyy is
a bijection (its inverse is [G]— [G"]); we leave the routine check that the
required diagrams commute to the reader. O

As we remarked earlier, there are various consequences of adjointness;
for example, Exercise 11.17 gives (X v Y)=XX v XY and QX x Y) =
QX x QY.

Corollary 11.13. If X is a pointed space, then £X is a cogroup object in hTop,,.

Proor. For every pointed space Y, adjointness gives a bijection 7 = T4y:
[ZX, Y] - [X, QY], namely, [ f]—[f*], where f* is the associate of f.
Since QY is a group object in hTop,, [X, QY] is a group. We use 7 to define
a group structure on [ZX, Y1 if [ f], [g] € [£X, Y], then their product is

[u(f*,9%)1=1f%*g"].
Note that 7 is now an isomorphism of groups.

We claim that the functor [XX, ] is group valued; if so, then the result
follows from Theorem 11.4. It remains to prove that if ¢: Y — Y’ is a pointed
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map, then [¢], is a homomorphism. Consider the commutative diagram (in
the definition of adjointness):

Lok | sx v

[T

X, QY] —— [X,QY"].

L ] QLo L ]
Now Q[¢]: QY -»QY’ is a special map (see Exercise 11.11) because
P l0* ') = g * pw' for all w, 0 € QX. It follows from Exercise 11.11(ii)
that (Q2[¢]), is a homomorphism, and the diagram above now shows that
[¢], is a homomorphism (because the vertical maps are isomorphisms). [

[ZX, Y]

T

Remark. Here is an explicit formula for the comultiplication m: XX —
X v ZX. In the proof of Theorem 11.4’, we saw that m is the product of j,
and j, in the group [X£X, XX v XX], where j, and j, are the injections
X - XX v XX, If we regard £X v £X as a subspace of XX x £X (as in
Exercise 11.3), then j,([x, ]) = ([x, t], #) and j,([x, t]) = (x, [x, £]). But it
was shown in Corollary 11.13 that the product of j, and j, is [jI *j§ 1.
Recall that j#: X - Q(ZX v £X) is given by j¥(x) = ([x, ], #); there is a
similar formula for j¥ . Therefore,

_ J(Dx 2], %) fo<t<i
m([x, t]) = {(*’ o2t 1)) ifh<tel

The comultiplication on the suspension ZX is thus obtained by “pinching”.

|
<>

In particular, for X = S”, the comultiplication m: £8" —» X£S" v XS" may be
viewed as the map S"*! — §"*1 v $"*! which identifies the equator to a point.

Q_m.

OO
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The result linking this discussion to homotopy groups is that XS" ~ S"*1
for all n > 0. Explicit homeomorphisms can be given: see [Spanier, p. 42]
or [Whitehead, p. 107], but we prefer another proof that we learned from
M. Ramachandran.

Definition. Let X be a locally compact Hausdorff space, and let co denote a
point outside X. Then the one-point compactification of X, denoted by X, is
the set X* = X U {00} equipped with the topology consisting of all open sets
of X together with all sets of the form (X — K)U {c0}, where K is a compact
subset of X. We choose oo as the basepoint of X*.

EXERCISES

*11.18. The one-point compactification of R" is S" for all n > 1. (Hint: Stereographic
projection.)

*11.19. If J = [0, 1), then (J")® ~ I".
*11.20. If X is a compact Hausdorff space and 4 is a closed subset, then, in Top,,
X/A ~ (X —A)°.
Definition. If X and Y are pointed spaces, then their smash product, denoted
by X A Y (some authors write X # Y), is the pointed space
XAY=XxY)/(XVY)

(where X v Y is regarded as a subspace of X x Y as in Exercise 11.3).

The smash product does depend on the basepoint. For example, if 0 is
chosen as basepoint of I, then I A Tis homeomorphic to I x I (one identifies
two adjacent sides of I x I). On the other hand, if 3 is chosen as basepoint of
I, then I A Iis homeomorphic to the wedge of four copies of I x L

Lemma 11.14. If X is a locally compact Hausdorff pointed space, then
X~ X ASL
Proor. Since X is locally compact Hausdorff, the map 1 x exp: X x I —
X x S! is an identification, by Lemma 8.9. If v: X x S* - X A S! is the
natural map, then i = v(1 x exp) is also an identification (Exercise 1.10). But
it is easy to check that (X x I)/ker h = £X, and so the result follows from
Corollary 1.10. O
Lemma 11.15. If X and Y are locally compact Hausdorff spaces, then
X2 A Y& (X x V),
where, in each case, oo is chosen as basepoint of the one-point compactification.

PRrOOF. By definition, X® A Y® = (X® x Y®)/(X*® v Y*). Since the numera-
tor is compact and the denominator is closed, Exercise 11.20 shows that
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X* A Y is the one-point compactification of X* x Y® — X* v Y®. But
X*x Y =(X x Y)U({oo} x Y*YU(X™ x {o0}),
while Exercise 11.3 shows that
X* v Y? = ({0} x Y?)U(X® x {o0}).
Their difference is thus X x Y, as desired. O

Theorem 11.16. =5" ~ S"*! for alln > 0.

Proor (M. Ramachandran). If n = 0, the result is easy and is left to the reader.
If n > 1, then Exercise 11.18 and the above lemma give

>S" = S" A Sl — (Rn)oo AR® = (Rn X R)oo — (Rn+l)oo — S"+1. D
Corollary 11.17. S" is a cogroup object in hTop,, for alln > 1.
Proor. Each such sphere is a suspension. O

EXERCISES
11.21. Prove that S™ A S" ~ S™*"for allm,n > 1.

11.22. Prove that I" A I ~ I"*!, where the origin is taken as the basepoint of I" and 0
is the basepoint of I. (Hint: Use Exercise 11.19.)

Homotopy Groups

For each pointed space X, we know that
n,(X) =[S, X1,
where (1, 0) is the basepoint of S*.
Convention. For every n > 0, regard s, = (1,0, ..., 0) e R"*! as the basepoint
of §".
Definition. For every pointed space (X, x,) and every n > 0,

7.l:n()(9 xo) = [(Sna Sn)’ (X’ xO)]'

We shall usually abbreviate z,(X, x,) to ,(X). When n > 2, n,(X) is called
a (higher) homotopy group. Of course, =, is a functor with domain hTop,.

Theorem 11.18. For every pointed space X, n,(X) is a pointed set, and m,(X) is
a group for alln > 1.
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ProoF. That [(S°, 1), (X, x,)] coincides with 7,(X) as defined in Chapter 1 is
left to the reader; the basepoint of 7,(X) is the path component containing
the basepoint of X. If n > 1, then the result is immediate from Corollary 11.17
and Theorem 11.4". O

What is the product of [ /], [¢g] € n,(X)? If m: S" — S§" v §" is the comulti-
plication (pinching), then
[f1=[g]=(Lf1 [LgD)[m] = [(S, g)m].

Suppose that X happens to be an H-group, with multiplication u: X x X — X.
Then Theorem 11.4 also equips 7,(X) with a group structure, namely,

(/1o Lg] = [ud(Lf], [9D) = [u(f, 9)].

Theorem 11.19. If Q is an H'-group and P is an H-group, then the group
operations on [Q, P] determined by the comultiplication m of Q and by the
multiplication u of P coincide.

ProoOF. Let f, g: Q — P. By Lemma 11.6, the following diagram commutes to
homotopy:

XQ ——> PxP —— P.
u

fxg

But the multiplication determined by mis [ f]1*[g] = [(f, gym] = [V(f v g)m]
(Exercise 11.6), and that determined by u is [f]lo[g]l=[u(f,9)]=
Lu(f x g)A]. Hence [f]=[g] = [f]° [g]. O

Theorem 11.20. If X is a pointed space, then
(X)) = 7, (Q°X)

for all 1 <k <n— 1 (where QF is the composite of Q with itself k times). In
particular, if n > 2,

(X)) = n,(Q" 1 X).
PROOF. 7,(X) = [S", X] = [Z"S°, X]
= [ZnkS0, QKX = [S"%, O X] = 7, (Q*X). [
Corollary 11.21. If X is a pointed space, then n,(X) is abelian for all n > 2.

PROOF. By the theorem, 7,(X) = n,(Q"'X) if n > 2. But Q"' X is a loop
space, hence is an H-group, and hence is an H-space. By Theorem 3.20,
7, (Q""1 X) is abelian. O
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The functors =, are defined on hTop,, (with values in Sets, when n = 0, in
Groups when n = 1, and in Ab when n > 2). Such functors can be viewed as
functors on Top,,, which satisfy the (pointed) homotopy axiom: if there is a
pointed homotopy f =~ g of pointed maps, then the induced maps f, and g,
are equal.

If n > 2, it is plain that 7,(X) = 0 means that =,(X) is the trivial group; we
extend this notation to the case n = 1. Also, we write my(X) = 0 to mean that
no(X) has only one element (i.e., X is path connected).

The following result is important even though it is easy.

Theorem 11.22 (Dimension Axiom). If X is a singleton, then ,(X) = 0 for all
n=>0.

ProoF. There is only one function from S” into X, namely, the constant
function, and so [S", X has only one element. O

There is a down-to-earth description of the muitiplication in x,(X), eschew-
ing functors and cogroup objects, which is a straightforward generalization
of the multiplication in 7, (X). We have already proved (in Corollary 11.13)
that if [ ], [g] € [EX, Y], then their product is [ f* *g*], where f#: X —
QY is the associate of f. In more detail, elements of £X have the form [x, t],
where x € X and t e L if f: ZX — Y, then f* is given by f*(x) = f([x, 1)
the star multiplication is the multiplication of paths in the loop space QY. This
discussion applies to m,(X) = [S”, X] upon recalling that S" = ZS""'.

Definition. Let 1" be the partesian product of n copies of I, and let i"=
{(ty,...,t,) e somet; eI}

If n > 1, then Exercise 11.20 shows that I"/I" ~ (I* — i> (gne-point com-
pactification). But I" — I" ~ R”, and (R")® ~ S"; therefore I"/I" = §"; choose
homeomorphisms 6 = 6,: I"/I" 5 S™. If n > 2, we prove that there is a homeo-
morphism ¢ = ¢,: I"/I" 3 £§"™! with

O [tyses a1 [Opiltes - tuor ] tals
WMRDDWJJ@mﬂmgmﬁm,wgﬁnWﬁRmmﬂmemmp=
@' x HUI*! x I)and " x D/I"! x I) = " }/I"*) x 1, and consider
the diagram

"t x1I v "t x1

) (e jn—1 x I =- N _ _ =T in
A i X I Fixnoaixh !
6x1
n—1 I n—1
Sn—l x I S X S x I _ zsn—l,

TG XL € ({5} x DU x D)
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where v and ¢ are the natural maps. Define h = £(0 x 1). Now 6 x 1 is an
identification, by Lemma 8.9, and so h is an identification, by Exercise 1.10.
Corollary 1.10 thus gives a homeomorphism ¢ making the following diagram

commute
h

' x nyirt x I) —— TS
7
/
v // [7)
/
L/
/i

(because I"/i" = (I"™! x I/I"~! x I)/ker h), and this says that ¢: [t,, ..., t,]—
[0[t,.....t,_, 1. t, ], as desired. i
Each function f:(I",1") - (X, x,) induces a pointed map f:I"/I" > X;
moreover, Corollary 8.10 shows that if f, g are two such maps which are
homotopic rel I", then there is a pointed homotopy f =~ g. Therefore, there is
a bijection
b: [(Ins in), (X, xO)] - [(28"71, *)’ (X, xO)] = 77:,,(X, xO)
given by [f]+— [f(pjlj. This bijection equips [(I", .i"), (X, xo)] with a group
structure: if f, g: (I", I") = (X, x,), define f + g: (I', I") > (X, x,) by
(tys ey taey, 28, ifo<t, <4
(f+g)(tla’tn): f ! ' ) o1 2
glty,oosty_g,2t,— 1) if3<t, <1
To see that [ ] + [g¢] defined as [ f + g] actually gives a group isomorphic
to m,(X, xo), it suffices to show that b([f + g]) = b([f]1)*b([g]). But
b([f1) = [fo™'], where fo~' is defined on all [0[t,,...,t,-,],t,]€ ZS"".
Our earlier discussion therefore shows that [fo *1%[ge '] corresponds to
[(fo )" *(ge~")*], and
(f¢71)# * (gq)_l)#(g[tl’ RS tn—l])
= .f(p_l([g[tla LR tn—1]5 A]) * g¢’_1(9[t1, LR tn—l]’ A:])

= f([tl’ R tn—l’—])*g([tl’ (] tn—l’—])
= (f + g)(tla cees tn*l’f)

as desired.
If n = 2, we may picture f + g schematically:
1
g
1
2
f
0

The following figure in which the shaded regions are constant (from [ White-
head, p. 125]) suggests a direct argument, using the above formula for f + g,
that multiplication in 7,(X) (and in all higher 7,(X)) is abelian.
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7
f _’,f _’,f//_»
g gg Ag
Z[f/ /g g g
- g—» /-> -
/// "' 7 f

There are two obvious questions. If X is path connected, are its homotopy
groups independent of the choice of basepoint? If X and Y are path connected
spaces having the same homotopy type, do X and Y have the same homo-
topy groups? As is true for fundamental groups, the answers are positive, but
the proofs are more involved here.

Definition. If X is a space, then a local system of groups is a family of groups
{T(x): xe X} and a family of homomorphisms {T(¢): T(¢(0)) = T(e(1))
every path ¢} such that:

(i) if ¢ ~ ¢’ rel i, then T(¢p) = T(¢");
(i) if i, is the constant path at x, then T(i,) is the identity map on T(x);
(iii) if ¢, Y are paths in X with ¢(1) = y(0), then

T(p*¥) = TW)T(e).

Denote the fundamental groupoid of X (see Theorem 3.2) by II(X). In
Exercise 3.9, this groupoid was made into a category: define objects to be the
points of X, and define morphisms to be the path classes. A local system is
just a functor T:II(X)— Groups (condition (i) guarantees that T is well
defined on morphisms). Since every morphism in IT(X) is an equivalence (the
inverse of [¢] is [¢*]), every T(¢) is an isomorphism. We are going to see
that if X is path connected, then there is a local system on X with T(x) =
(X, x) for all x € X.

Definition. Let F: I" x I - X be a free homotopy. If 0 = (0, ..., 0) denotes the
origin in I", then ¢ = F(0, ) is a path in X; we say that F is a homotopy
along . If F(u, t) = ¢(t) for all u € I, then we say that F is a level homotopy
along ¢.
There is a retraction
I x I (I x {0})U(" x I
(when n = 2, the right side is a box without a top). Regard I" x I as imbedded
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in R"*', and let p be a point above an interior point of I" x {1}; for example,

let p=(%,...,4,2). If yeI" x 1, define r(y) to be the point where the line

from p to y intersects (I" x {0})U(i" x I). Call r a stereographic retraction.
In a similar manner, one sees that there is a retraction

RI'xIxI->TxIx {0)U( xIx1I).

Notation. Let Q(X, x,) denote the set of all maps a: (I, i") > (X, Xo)-

If ¢ is a path in X from x, to x;, and if ae Q(X, x,), define
L':(Fx {0)U(®" x I) - X by

L'u,0)=aw) ifuel®
and
L'u,t)=¢(t) ifuel"andtel
(the formulas agree on I" x {0} because a € Q(X, X,)). Then
L=Lr

is a level homotopy along ¢ with L( ,0) = o (Where r: I" x I - (I" x {0})U

(i" x 1) is a stereographic retraction).

Definition. If ¢ is a path in X from x, to x,, then

(P#: Q(X, xO) - Q(X5 xl)
is defined by
Quia—L( 1)

Lemma 11.23. Let o, f € Q(X, x,).

(i) Let ¢ be a closed path in X at Xg, and let F: o ~ B be a level homotopy
along @. If ¢ is nullhomotopic rel 1, then

a ~ frel i*.

(i) Assume that @, ¢’ are paths in X from x, to x, and that F: a ~ B is a level
homotopy along ¢@'. If ¢ ~ ¢’ rel I, then

@4(0) =~ prel I".
PROOF. (i) Let u: I x I—» X be a homotopy rel i showing that ¢ is null-
homotopic; thus, for all ¢, s € 1,
1, 0)=o() and u(, 1) = p(0, s) = u(l, s) = x,.
Define h: (I" x T x {0})U(I" x I x I) > X by
h(u,t,0) = F(u,t) ifuel’andtel;
h(u,t,s) = pu(t,s) fuei”andt, sel
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(note that these formulas agree on the overlap i* x I x {0} because F is a level
homotopy).

Define H: I" x I x - X by H=hR (where R: I" x I x I > (I" x I x {0})U
(i* x I x T)is the retraction defined before this lemma), and define K: I" x T —
X by

H(u, 0, 4t) fo<t<g
K(u,t)=< Hu, 4t —1,1) ifi<t<i
H@u 1,2-21) ifi<t<l1
One checks easily that the formulas agree on the overlaps I" x {} and
I" x {4}. Moreover, foru eI,
Ku,0)=H®u,0,0) = F(u, 0) = a(u)
and
K(u,1)=H(u,1,0) = F(u, 1) = (u),
and foru e i",
K(u, t) = x,.
(ii) Define K: I" x I > X by

K1) = {L(u, 1—21) %fOStS%

Fu2t—1) ifi<t<l1
(both formulas agree on (u, 3) with common value «(u); the map L = L'r
has been defined before this lemma). Now K: ¢ (a) > f is a level homotopy
along qo‘l*qo". Since ¢ 1% ¢’ is nullhomotopic rel i, the first part gives
Qulo)~ Bret I O

Theorem 11.24. If X is path connected, then there is a local system T: I1(X) —
Groups with T(x) = n,(X, x) for all x € X, hence
ﬂ:n(Xa xO) = 7.Cn()(5 xl)

forall x4, x; € X.

PRrOOF. We have already observed that every homomorphism T(¢) in a local
system must be an isomorphism; therefore, if ¢ is a path in X from x4 to x,,
then T(¢): n,(X, xo) 5 7, (X, x1).

Define T(¢p): n,(X, xo) = 7, (X, x,) by

Lod = [@4 ()]

To see that T(¢)is a well defined function, assume that F: o ~ fis a homotopy
rel I"; that is, F is a level homotopy along the constant path e at x,. Combining
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F with the level homotopy L: f ~ ¢4 () along ¢ gives a level homotopy
o =~ ¢, (p) along e* ¢. Since e* ¢ ~ ¢ rel I, Lemma 11.23(ii) gives ¢4 (x) ~
04(B) rel T

To see that T(¢) is a homomorphism, it suffices to prove that ¢ (o * ) ~
@4 () * @4 (P) rel I", where a, f € Q(X, x,) and ¢ is a path with ¢(0) = x,; by
Lemma 11.23(ii), it suffices to prove that there is a level homotopy o * f ~
Qu(a) x4 (p) along ¢. If Lyza >~ @u(x) and L,: f >~ @4(p) are the level
homotopies along ¢, define G: 1" x I - X by

Li(ty, ..., ty—y, 2y, 0) ifo<t, <4
Ly(ty,...,t,—1,2t,— 1,0) if3<t, <1

G(tl,...,t,,,t)={

If t,=1, then (ty,..., 01,2t =(t1y...,t,—y, ) el and (t1,..., theq,
2t,— 1) =(ty, ..., t,_y, 0) € I"; it follows that both formulas give the same
value for each t € I, namely, ¢(t), and so G is well defined. But G: o f§ ~
@4 () * @4(B) is a level homotopy along ¢, as desired.

We now verify the conditions in the definition of local system. If ¢ ~
¢’ rel I, then, forall a € Q(X, x,), we have a ~ ¢’ () along ¢’; Lemma 11.23(ii)
gives @ (o) ~ @'y (o) rel I", thatis, T(p) = T(¢'). If e is the constant path at x,,
then e, (a) ~ a, hence T(e) is the identity. Finally, if ¢ is a path in X with
¥ (0) = (1), then there are level homotopies « =~ @, («) along ¢ and @ 4(x) =~
¥4 (@4 () along Y. Together, there is a level homotopy o ~ (¢4 (a)) along
@ * . Lemma 11.23(ii) gives (¢ * ) 4 (&) = W (¢4 () rel I*; thatis, T(p * ) =
TW)T(p). O

Lemma 11.25. Let f, g: X — X be maps, and let F: f ~ g be a free homotopy;
if xo € X, denote the path F(x,, ) from f(x,) to g(xo) by @. Then there is a
commutative diagram

71X, Xo0) — (X, f(3%o))
9x T(¢)
nn(X’ g(xo))

Proor. If o € Q(X, x,), then G: I" x I - X defined by
G(u, t) = F(a(u), 1)
is a level homotopy along ¢ with G: fx ~ ga. By Lemma 11.23(ii), ¢4 (f) ~

ga rel 17, and this says that the diagram commutes. |

Corollary 11.26. If f: X — Y is a homotopy equivalence, then f,: m,(X, xo) —
7,(Y, f(xo)) is an isomorphism.

ProoF. Repeat the argument of Theorem 3.10, using Lemma 11.25. O
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Corollary 11.27. Let X and Y be path connected spaces having the same
homotopy type. Then, for every x, € X and y, € Y,

7rn()(a xO) = nn(Y’ yO)

Proor. If f: X —>Y is a homotopy equivalence, then f,:m,(X, xy)—
n,(Y, f(xo)) is an isomorphism, by Corollary 11.26. But =, (Y, f(x,)) =
7,(Y, yo), by Theorem 11.24. O

Corollary 11.28. If X is contractible, then n,(X, x,) = 0 for alln > 0.

Proor. Immediate from Corollary 11.27 and the dimension axiom, Theorem
11.22. O

Here is a direct proof of this last result. If X is contractible, then Theorem
1.13 says that every map f: S" —» X is (freely) nullhomotopic; in particular,
every pointed map f:(S" s,) = (X, x,) is nullhomotopic. By Theorem 1.6,
there is a pointed homotopy from f to the constant map at x4, hence [ /] =0
in 7w, (X, xq).

Remark. The fundamental group acts on the homotopy groups. If (X, x,)
is a pointed space, if [¢] € n,(X, x,), and if [«] € 7,(X, x,), then define
[o].[o] = [p4(®)] € m, (X, xo), Where @4 is the map occurring in the local
system of Theorem 11.24. If n > 2 (so that n,,(X, x,) is an abelian group), then
this action shows that n,(X, x,) is a Zn,(X, x,)-module, where Zz,(X, x,)
denotes the integral group ring of the fundamental group. If n = 1, this
action is conjugation by [¢].

Call a space X n-simple if the action of n,(X, x,) on m,(X, x,) is trivial,
i.e., each [p] e m,(X, x,) acts as the identity; simply connected spaces and
H-spaces are n-simple for every n. If X is n-simple, then [(S", s,), (X, x0)] =
[S", X1, ie., the pointed homotopy classes in hTop, coincide with the
(unpointed) homotopy classes in hTop. See [Maunder, p. 266].

Theorem 11.29. If (X, p) is a covering space of X, then
Py Tal(X) = ma(X)

is an isomorphism for alln > 2.

PrOOF. Recall that if [ /] € n,(X) = [S", X1, then p,[f] = [pf] To see that
P is surjective, take [ f] € n,(X), and consider the diagram

X

s — X.
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Since n > 2, §" is simply connected (Corollary 7.6), and so the lifting criterion
(more precisely, Corollary 10.14) provides a pointed map f:8" > X with
of = f; therefore p, [ /1= [ /1. o o
To see that p,, is injective, suppose that [pf ] = [pf;], where f, f;: S" > X
are pointed maps. Then pf ~ pf;, and the covering homotopy theorem

(Theorem 10.5) says that their liftings are homotopic, that is, [ f1=11.1
O

Theorem 11.30. n,(S') = 0 for all n > 2.

Proor. Since (R, exp) is a covering space of S*, Theorem 11.29 applies and
gives m,(R) = =,(S!) for all n > 2. But R is contractible, so that the result
follows from Corollary 11.28. |

Since 7,(S*) = Z, all the homotopy groups of S are known. (One also
knows that 7,(S") = Z for every n > 1 (see [Maunder, p. 288]).) This is the
exception; one does not even know all 7,(S") for n > 2! (It is a theorem of
Serre that when n is odd, ,(S") is finite for p # n, and when n is even, 7,(S")
is finite except for p = n and p = 2n — 1; moreover, n,,_,(S") is a f.g. abelian
group of rank 1.) The only finite simply connected CW complexes all of whose
homotopy groups are known are contractible.

Theorem 11.31. If 0 < g < n, then n,(S") = 0, and =,(S") # 0.

Proor. By Theorem 7.5, every continuous map f:S?— S" is (freely) null-
homotopic; now apply Theorem 1.6.

If f: X - Y is (freely) homotopic to a constant, then f,: H,(X) —» H,(Y)
(homology!) is the zero map for every n > 0. Now the identity map 1 = 1.
induces 1., the identity isomorphism on H,(S"); since the latter group is
nonzero, 1, # 0, and so 1 is not (freely) homotopic to a constant; a fortiori,
there is no pointed homotopy from 1 to a constant. Therefore [1] € [S", S*] =
7,(S™) is nontrivial. ]

ExAMPLE 11.7. There are path connected spaces X and Y having the same
homotopy groups that are not of the same homotopy type; indeed X and Y
can have different homology groups. Let m > n > 1, let X = RP™ x §", and
let Y =RP" x ™. Now =,(X) = Z/2Z = n,(Y) (since n,(RP™) = Z/2Z, by
Corollary 10.11), while 7,(X) = n,(Y)for allg > 2 because S™ x S"is a univer-
sal covering space of each (so that Theorem 11.29 applies). On the other hand,
if mis even and n is odd, then the Kiinneth formula (Theorem 9.37) shows that
H,..X)=0#H,,(Y) (In Example 11.14, we shall exhibit two spaces with
the same homology groups and with different homotopy groups.)

EXERCISES

11.23. If B:(X, x) = (Y, y,) is freely nullhomotopic, then the induced homomorphism
Byt (X, x0) = 1, (Y, y,) is trivial.
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*11.24.

11.25.
11.26.

*11.27.

11.28.

11.29.

11.30.

11. Homotopy Groups

Prove that if X and Y are pointed spaces, then, for all n > 2,
T (X x Y) & m,(X) @ 7,(Y)

(direct sum of abelian groups). Conclude that the higher homotopy groups of
the torus are trivial. (Hint: Use Exercise 11.17: Q(X x Y) = QX x QY))

Prove that n,(S") = n (RP") for all g > 2.

Let X be a contractible locally path connected space, and let G be a group
acting properly on X. Prove that =,(X/G)=0 for all n> 2. (Hint: Use
Theorem 10.54.)

Let X and Y be objects in a category, and let * and o be binary operations on

Hom(X, Y) such that:

(i) there is a common two-sided identity e e Hom(X, Y), that is, for all
fe Hom(X, Y),

exf=fre=f=eof = foe;
(ii) for all a, b, ¢, d e Hom(X, Y),
(@axb)o(cxd)y=(aocc)x(bod).

Prove that * and o coincide and that each is commutative. (Hint: To show
that fxg = fo g, evaluate (fo e)*(e o g) in two ways; to prove commu-
tativity, evaluate (e o g) * (f o €).) Recall that identity (ii) arose in the proof
of Theorem 10.42.

(i) If Q is an H'-group and P is an H-space, then [Q, P] is an abelian
group. (Hint: If y: P x P — P is the multiplication and m: Q - Q v Q
is the comultiplication, then define [ f]*[g] = [u(f, g)] and [f] o [g] =
[(f, 9)m]. Show that [e] is a common two-sided identity (where e is the
constant map), and verify condition (ii) of Exercise 11.27 by evaluating
both sides on elements.)

(ii) If X and Y are pointed spaces, prove that [£2X, Y] is an abelian group.
(Remark: This gives a second proof of Corollary 11.21. Groups of the form
[ZX, Y] are called track groups.)

For every pointed space X, show that there is a homomorphism X,;: 7,(X) —
7,.1(X) given by [ f]+— [Zf]. (£, is called the suspension homomorphism.)

If X and Y are compact pointed polyhedra, then [Y, X] is countable. (Hint:
Use the simplicial approximation theorem.) Conclude that for every compact
polyhedron X, n,(X) is countable for every n > 0.

Exact Sequences

Let (X, x,) be a pointed space, and let 4 be a subspace of X containing x, (so
that there is an inclusion (4, x4) & (X, x,), which is a pointed map). As in
homology, there are relative homotopy groups n,(X, 4), connecting homo-
morphisms 7,(X, 4A) = n,_;(4), and an exact sequence
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—>TE"(A) - 7l"n(‘xv) - 7tn(Xv’ A)_) nn—l(A)_)

For small n, 7,(X) and n,(X, A) are merely pointed sets (not groups), so that
we must define exactness again.

Definition. A sequence of pointed sets and pointed functions
(X', x0) 5 (X, x0) & (X7, 3§
is exact in Sets,, if im f = ker g, where ker g = g™ (x3).

If the pointed sets are groups (with identity elements as basepoints) and if
the pointed maps are homomorphisms, then this definition is the usual defini-
tion of exactness. The basepoint, which is often an annoyance, is now essential.

There are computational proofs of the exact homotopy sequence using the
description of 7, as homotopy classes of maps with domain (I, I") (see [ Fuks
and Rokhlin, Chap. 5], [Hilton (1953), Chap. iV], or [Whitehead, p. 162]).
We present a proof in the categorical style (elaborating the proof in [Dold
(1966)]), which simultaneously gives the exact sequence of a fibration.

The appropriate notion of exactness in hTop, corresponds to a familiar
result in algebra. A sequence

04 >4-A4"
of abelian groups and homomorphisms is exact if and only if the sequence
0 - Hom(G, A') » Hom(G, 4) - Hom(G, A")

is exact for every abelian group G.

Definition. A sequence of pointed spaces and pointed maps
o Xy > Xy o X,
is exact in hTop,, if the induced sequence
=2, X012, X,] - 2, Xy ] -
is an exact sequence in Sets, for every pointed space Z.
Definition. If f: (X, x,) — (Y, yo) is a pointed map, then its mapping fiber is
the pointed space
Mf = {(x, w) e X x Y @(0) = y, and w(1) = f(x)}

(the basepoint is (x,, W), Where w, is the constant path at y,).

The elements of Mf are ordered pairs (x, w), where w is a path in Y from
Yo to f(x). The subspace of Mf consisting of all such ordered pairs of the

form (x,, w) is just the loop space Q(Y, y,); more precisely, there is an injec-
tion k: Q(Y, yo,) » Mf given by w (x,, ). There is also an obvious map
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f’: Mf - X, namely, the projection (x, w) x. Both k and f’ are pointed
maps, and there is thus a sequence (which will be seen to be exact in hTop,,)
Q .
ox Tar L mrLx Ly

The construction of Mf can be repeated for f'; it is a certain subspace of
Mf x X', namely,

Mf = {(x, 0, f)e X x Y x X" 0(0) = y,, o(1) = f(x),
BO) = x,, B(1) = f'(x, @) = x};
there is an injection j: Q(Y, yo) — Mf’ given by
Jr o (xo, @, Bo),

where f, is the constant path at x,,.

Notation. If 8: I — X is a path and if s € I, then f; is the path defined by

By(®) = B(st).
In particular, if § is a path in X, then

(B7)(t) = B~ (st) =B(1 — st).

(Note that (B,)71(t) = B(1 — t) = B(s(1 — 1)), so that (B~!), # (B,)~!; however,
we shall use only the former construction (871),.)

Lemma 11.32. Let f: (X, xo) — (Y, yo) be a pointed map, let f': Mf - X be
the pointed map (x, w)— x, and let j: Q(Y, yo) > Mf' be the pointed injection
s (xg, @, Bo). Then Q(Y, y,) is a pointed deformation retract of Mf’, hence
[7]: Q(Y, yo) = Mf" is an equivalence in hTop,.

Proor. We define a continuous map F: Mf’ x I - Mf’ such that
F(xr w, ﬁa O) = (X, w, ﬁ)’
F(x3 , B’ I)E]Q(Y; yO),

F(xo, Wy, BOa S) = (XOs @y, ﬁo)

for all (x, w, B) e Mf’ and all s € I. Build F in two stages. The first stage F;
merely begins at (x, o, f) and ends at (x, w * w,, ), where w, is the constant
path at f(x). The second stage F, is given by the formula

Fz(x’ @, B’ S) = (ﬁ(l - S)’ @ *f(ﬂ_l)s’ ﬂl—s)-

It is easy to see that im F, = Mf’, that F,(x, o, 8, 0) = (x, o * @, B), and
that F,(x, @, B, 1) = (xo, @ * fB71, By) € j Y, y,). Hence F defined by F =
F, * F, has all the desired properties; in particular, (x4, g, Bp) does stay
fixed throughout the homotopy because wy* w, = @, (equal, not merely
homotopic). O
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Lemma 11.33. If f: X - Y is a pointed map, then the following diagram is
commutative in hTop,:

Q
ox —Y, oy — %, mf R _r,

X Y
T
Mf" ——— Mf’ s Mf X —>s Y

5 I I f
where i: QX — QX is the homeomorphism B B2, and j' is defined below.

ProoF. The second square commutes in Top,, (and hence commutes in hTop, ):
recall that k: w— (x,, @), where w is a loop in Y at y,, that j: @ (xq, @, Bo)
for any path w in Y with w(0) = y,, and that f": (x, , ) (x, ). A simple
evaluation shows that f”j = k.

Here are the definitions of the maps in the first square. If § is a loop in X
at x,, then Qf: - B, j': Br—=(x0, Wos B, Yo) (Where y, is the constant loop at
the basepoint of Mf), and f": (x, w, B, y) (x, w, B) (Where y is a suitable path
in Mf). Hence j(Qf): B (xo, /B, Bo) and f"j'i: B> (xo, wo, B7).

Define F: Q(X, x,) x I » Mf’ by

F(B, S) = (ﬁ(l - S)’fﬂl—ss (ﬂ_l)s),

where B, _,(t) = B((1 — s)t) and (B~1),(¢) = B(1 — st). Note that F is a continu-
ous map taking values in Mf”, that F(p, 0) = (x,,fB, Bo), and that F(B, 1) =
(X0, Wg, B), as desired. O

Remark. Note that [ j] and [ j'] are equivalences in hTop,, by Lemma 11.32;
since i is a homeomorphism, [ j'i] = [j'][i] is also an equivalence in hTop,.

The next result will be used in proving that the rows in the diagram of
Lemma 11.33 are exact in hTop,,.

Lemma 11.34. Let f(X, xo) — (Y, yo) be a pointed map, and let q: Mf — Y be
defined by q: (x, @) w(1). Then f is nullhomotopic rel x, if and only if there
exists a pointed map ¢ making the following diagram commute:

Mf

Proor. If f is nullhomotopic rel xy, then there is a continuous map
F: X x I - Y with F(x, 0) = y, forall x € X, F(x, 1) = f(x) for all x € X, and
F(xq, t) = y, for all ¢ € L. Define ¢: X - Mf by

o(x) = (x, F),
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where F,: I - Y is given by F,(¢) = F(x, t). It is a simple matter to see that ¢
is a pointed map with gp = f.

Conversely, assume that such a map ¢ exists; thus ¢(x) = (A(x), w,) €
Mf < X x Y that ¢ is a pointed map gives (x,) = (xo, ®o), SO that W, =
,, the constant path at y,; commutativity of the diagram gives w,(1) = f(x).
Define F: X x I - Y by F(x, t) = o,(t). Another simple check shows that F
is a pointed homotopy w, ~ f. O

Lemma 11.35. If f: X — Y is a pointed map, then the sequence
mrlx Ly

is exact in hTop,.

Proor. Consider the sequence in Sets (where Z is any pointed space):
[Z, Mf] > [Z, X] >[Z, Y]

The basepoint in [Z, Y] is the class of the constant map, so that the “kernel”
of f, consists of all maps h: Z — X with fh nullhomotopic.

im f] = ker f,: Define ¢: Mf - M(ff") by ¢: (x, ) (x, o, ©) (M(ff) =
Mf x Yle X x Y' x Y! because ff': Mf — Y). It is easy to see that the
diagram

M(f")
@ q

commutes, hence ff’ is nullhomotopic, by Lemma 11.34. It follows that ff'g
is nullhomotopic for every [g] € [Z, Mf], as desired.

ker f, = im f;: Assume that [g] € [Z, X] and that fg is nullhomotopic,
say, F: fg ~ c rel x,, where c is the constant map at x,. The map ¢: Z —»
M( fg)in the proof of Lemma 11.34, namely, ¢(z) = (z, F,), makes the following
diagram commute:

M(fg)

/N

zZ — Y.

fa

Now M(fg) = Z x Y, and it is easy to see that the restriction, call it r, of
g x1:Z x Y15 X x Ylis a map M(fg) » M(f). Thus ro: Z — M{, and one
sees at once that f'ro = g. Hence [g] € im f,, as desired. O

Corollary 11.36. If f: X - Y is a pointed map, then the sequence

e L Lomp Lx Loy

is exact in hTop,.
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ProOOF. Iterate Lemma 11.35. O

Corollary 11.37. If f: X — Y is a pointed map, then the sequence
Qf k S f

(0).¢ »QY Mf > X Y
is exact in hTop,.
ProoF. Consider the diagram in hTop,, (of Lemma 11.33):
Qx QY > Mf X Y
Mf” > Mf’ Mf X — Y.

This diagram commutes (Lemma 11.33), the vertical maps are equivalences
(Lemma 11.32), and the bottom row is exact (Corollary 11.36). Apply the
functor [Z, ] to this diagram (for any pointed space Z) to obtain a similar
diagram in Sets, . A diagram chase shows that the top row is exact in Sets,,
hence the top row of the original diagram is exact in hTop,. O

The next lemma will allow us to extend the sequence of Corollary 11.37 to
the left.

Lemma 11.38. If X' — X — X" is an exact sequence in hTop,, then so is the
“looped” sequence

QX' - QX - QX".
Proor. Use the adjointness of (Z, Q): for every pointed space Z, there is a
commutative diagram in which the vertical functions are pointed bijections:

[£Z,X'] —— [2Z,X] —— [2Z, X"]

[Z,QX'] —— [Z,QX] —— [Z,QX"].

The top row is exact, by hypothesis, and so it follows that the bottom row is
exact as well. O

Theorem 11.39 (Puppe Sequence). If f: X — Y is a pointed map, then the
following sequence is exact in hTop,:

sz 2 £ Qz '
T emn 2 0 x 2oy 2 o) -2
Q ’
ox Y or—* mp L ox_ T,y

(of course, Q°X = X and Q"' X = Q(Q"X)).



350 11. Homotopy Groups

Proor. By Corollary 11.37, the sequence
QX QY ->Mf->X->Y
is exact in hTop,,, and by Lemma 11.38, the looped sequence
Q2X - QY -» Q(Mf) - QX - QY

is exact in hTop,. Since these sequences overlap, they may be spliced together
to form a longer exact sequence. The result now follows by induction. O

Remark. There is another Puppe sequence, dual to this one. A sequence of
pointed spaces and pointed maps

g n+1_>Xn—~)Xn—1_>'“
is called coexact in hTop, if the induced (reversed) sequence
B g [Xn—lﬁ Z] - [Xm Z] - [Xn+15 Z] -

is exact in Sets,, for every pointed space Z. In place of the mapping fiber Mf
of a pointed map f: X — Y, one works with the mapping cone Cf defined as
follows. First define the (reduced) cone cX as the smash product X A I, and
note that X can be identified with the closed subspace {[x, 1]: x € X}; then
Cf is defined as the space obtained from Y by attaching c¢X via f: Cf =
cX || Y. One pictures Cf as a (creased) witch’s hat:

Vi

the cone ¢X surmounts the “brim” Y, and points in the shaded area are
identified by [x, 1] = f(x) for all x € X. (One can show that this geometric
construction corresponds to the algebraic mapping cone given in Chapter 9.)
Using suspension in place of loop space, one obtains the coexact Puppe
sequence (see [Atiyah], [Dyer], or [Spanier, p. 369]):

XI» Yo Cf 5 ZX XY 5 Z(C) » X 5 Z2Y 5 Z2(Cf) - .

This sequence is important, but it is less convenient for us than the sequence
we have presented: its various constructions involve quotient spaces instead
of subspaces, and so all maps and homotopies require more scrutiny to ensure
that they are well defined and continuous.

Corollary 11.40. Let (X, x,) be a pointed space, let A be a subspace of X
containing X, and let i: A & X be the inclusion. Then there is an exact sequence
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in Sets,,:

Q"i), Q"k),,

o () 2 00 B 150 onaiy]

B8 ) = 7y (X) — -
o 7y (4) = 7 (X) = [8°%, Mi] = 7(4) — mo(X),

Proor. Apply the functor [S° ] to the Puppe sequence of the inclusion
it Ao X, and recall that =« (4) = n,(Q"A). O

This corollary is actually the long homotopy sequence once we replace
the terms [S°, Q"Mi] = [S", Mi] = n,(Mi), for n > 0, by something more
manageable. We also want a good formula for the “connecting homomor-
phism” [S°, Q"Mi] - n,(A).

Definition. Let (X, x,) be a pointed space. A pointed pair is an ordered pair
(X, A) (often written (X, A, x,)) in which A is a subspace of X that contains x,.

Of course, the inclusion 4 & X is a pointed map when (X, A) is a pointed
pair.

Definition. Let (X, A, x,) and (Y, B, y,) be pointed pairs. A pointed pair map
f:(X, A) > (Y, B)is a pointed map f: X — Y with f(A) = B.If f, g: (X, 4) »
(Y, B), then a pointed pair homotopy F: f ~ gisacontinuousmap F: X xI->Y
with

F(x,0)= f(x) and F(x,1)=g(x) forall xe X,
F(xy,t) =y, foralltel,
F(A4 xT) < B.

Definition. If (Y, B) and (X, A4) are pointed pairs, then

[(Y" Ba yO)’ (Xa A’ x())]
is the set of all (pointed pair) homotopy classes of pointed pair maps f:

(Y, B, yo) = (X, A, x,). We often suppress basepoints and write [(Y, B), (X, A)].

There is an obvious basepoint in [(Y, B), (X, 4)], namely, the class of the
constant map at x,; thus [(Y, B), (X, 4)] may be regarded as a pointed set.

Definition. Let s, = (1,...,0, 0) € S" be the common basepoint of S" and of

D™*!. For n > 1, the relative homotopy group of the pointed pair (X, A) is
nn(Xa A9 xO) = [(Dn, Sn_l, sn—l)’ (Xa A’ xO)]

(we usually abbreviate 7,(X, A, x,) to m,(X, 4)).

This definition reminds us of characteristic maps and suggests that CW
complexes are convenient for homotopy theory. Note that 7, (X, A, x,) does
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have genuine interest; for example, 7, (X, A4, x,) = 0 means that every path o
in X with w(1) = x, and w(0) € 4 is nullhomotopic in X (by a pointed pair
homotopy).

Since there is a homeomorphism (D", $"7') — (I", I"), one can also describe
(X, A) as [(I", "), (X, A)]. Moreover, using Corollary 8.10, one sees at once
that “absolute” homotopy groups are special cases of relative ones:

[(Dna Sn-l)? (X, xO):I = [(Dn/Sn—l, *)’ (X’ xO)] = [(S"’ *)s (X’ xO)] = nn(X’ xO)'

Therefore one can identify the absolute group 7,(X, x,) with the relative group
TC,,(X, Xo> xO)‘

Calling 7,(X, A) a group does not make it one; indeed 7,(X, 4) has no
obvious group structure and it is merely a pointed set (with basepoint the
class of the constant function). The next lemma will be used to identify
[S°, Q"Mi] = [S", Mi] with =,,,(X, A), where i: A & X is the inclusion.

Lemma 11.41.2 Lets, = (1,...,0,0)and 0 = (0, ..., 0) be points of D"**. There
is a continuous map F: D"*' x I — D"*! such that

F(z,0)=z forall ze D"*!,

Fu,t)y=u forallueS"andalltel,

F(0,1) =s,.
Remark. Thus F is a pointed pair homotopy 1. =~ &, where &(z) = F(z, 1).
ProOF. Regard each point in §” as being connected to 0 by an elastic radius.

The homotopy consists of pulling 0 toward s, (along the radius). The picture
at time ¢ is thus

4

a

Lemma 11.42. Let (X, A) be a pointed pair, and let i: A & X be the inclusion.
Then there is a bijection 6 and a commutative diagram

2 Cogniscenti will note that this lemma allows us to avoid reduced cones cS”".
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[S°%, Q" (Mi)]
Q"k), Q@i’),

7.En+1 (X) 6 nn(A)a

3
T[n+1(Xa A)

where j, is induced by the inclusion j: (X, xq, Xo) = (X, A, x,) (after identifying
the absolute group m,,,(X, x,) with the relative group n,,,(X, Xo, Xo)) and
d: [g]1—[glS"].

Proor. First, adjointness of (Z, Q) allows us to replace [S° Q"Mi] with
[S", Mi]. Next, if h: S"— Mi we must define a map h: (D", $*) — (X, A).
Now Mi = {(a, w) € A x X": ®(0) = x, and w(1) = a}. Hence for each u € §",
h(u) = (a,, ®,), where w, € X'is such that w,(0) = x, and w,(1) = a, € 4; also,
if * (= s,) is the basepoint of S”, then h(x) = (x,, w,), Where w, is the constant
path at x,. If p: Mi — X! is the projection (a, ) w, then ph: " > X' is a
continuous map; by Theorem 11.1(ii), the map S" x I — X defined by (u, t)—
w,(t) is continuous. But each z € D"*! can be written z = tu, where t € I and
u € S", and this factorization is unique for ¢ # 0. It follows that there is a
continuous map h: D"*! - X defined by h(tu) = w,(t) (note that h(0) is defined
and s x,, because 1(0) = w,(0) = x, forallu € $*). Now h(u) = w,(1) = a, € A,
and h(+) = wy(1) = x,, so that h: (D"*1, §*) - (X, A)isa map of pointed pairs.
Finally, define 6: [S", Mi] - m,,,(X, 4) by 8([h]) = [h].

We claim that 6 does not depend on the choice of h € [h]. Suppose that
h’ € [h] and that F:S" x I > Mi is a pointed homotopy displaying h ~ h'.
Thus

Fu,0)=h(u) and F(u,1)=h'(u) forallueS"
F(*,s) = (xq, wo) forallsel

For each u € S" and s € I, let the second coordinate of F(u, s) be denoted by
o, ;. As above, each F,: " — Mi defines a continuous map F,: (D**!, S") —
(X, A), and hence a continuous map G: D"*' x I - X, namely, G(z, s) = F,(z);
hence G(z, s) = G(tu, s) = w, 4(t). It is routine to check that G is a pointed pair
homotopy h =~ h'. Therefore 6 is a well defined function.

To show that 6 is a bijection, we construct its inverse. Let : (D", S*) —»
(X, A) be a pointed map, and assume further that $(0) = x, (the basepoint of
D"*'isnotObuts, € $*).Ifu € S”, define w, € X by w,(t) = B(tu). Now w,(0) =
p(0) = x,, by our assumption, while w,(1) = B(u) € A; thus (B(u), w,) € Mi. It
is routine to check that §: S" — Mi, defined by u+— (B(u), w,), is a continuous
pointed map. Next, if y: (D", $") — (X, A) is any pointed map, then Lemma
11.41 shows that there is a pointed pair homotopy y ~ y¢, and y£(0) = x,. We
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leave as an exercise that []+— [ B does not depend on the choice of g in [ §],
and that both composites of this function with 6 are identities.
Adjointness of (£, Q) gives a commutative diagram:

@k,

[s°, @ @x)] -0 [0, ormiy] L% 159, ora

[Sn’ QX] T’ [S", Ml] — [S", A]
1

* *

As there are now explicit (and simple) formulas for each function, it is straight-
forward to see that the diagram in the statement commutes. O

Theorem 11.43 (Homotopy Sequence of a Pair). If (X, A)is a pointed pair, then
there is an exact sequence

5 T (A) > Ty (X) > T (X, A) S 7 (4) > my(X)
o 1y (A) > Ty (X) > 7y (X, A) D 1o(4) > mo(X).

Moreover, d: n,. (X, A) — ©,(A) is the map [ ]+ [ B|S"], while the other maps
are induced by inclusions.

Proor. Immediate from Corollary 11.40 and Lemma 11.42. |

Corollary 11.44. 7,,(X, A) is a group for all n > 2, and it is an abelian group for
alln > 3.

Proor. The bijection §: [S", Mi] — n,.,(X, A)is used to equip 7, , (X, 4) with
a group structure when [S", Mi] is a group. But [S*, Mi] = =,(Mi)is a group
for n > 1, and it is an abelian group for n > 2. O

What is the group multiplication in the relative homotopy group z,(X, 4)?
Recall that " ~ I"/i*, and we saw (just after Theorem 11.22) that one can view
the elements of the “absolute” homotopy group =,(X) = [S", X] as being
represented by continuous maps f: (I", i) — (X, x,). Now D"*! =~ I"*!, and
one can show that elements of =, (X, A) can be represented by continuous
maps

FrEL L A" x DU x {1}) = (X, 4, xo);
moreover, the multiplication (really, addition, since most homotopy groups
are abelian) is the same as in the absolute case:
f(tgs.nestn 2thiq) ifo<t,, <%
(f+g)(tla--~’tn+1)= ! ! el i 2
g(tla (RRE) tna 2tn+1 - 1) lf—Z_ < tn+1 < L.

Theorem 11.45. Let f: (X, A) — (Y, B) be a map of pointed pairs. Then there is
a commutative diagram with exact rows:
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o (X, A) o 7wy (A) - 1 (X) > (X, A) - mo(A4) - To(X)

! l ! l ! !
-+ = 1y(Y, B) > my(B) = my(Y) = m4(Y, B) = mo(B) = 7o(Y).

ProoF. The easy verification is left to the reader. O

EXERCISES

11.31. If r: X — A is a retraction, then there are isomorphisms, for all n > 2,
T,(X) = m,(4) ® m,(X, A).
(Hint: See Exercise 5.14(ii).)

11.32. Let B « A = X be pointed spaces. Then there is an exact sequence of the triple
(X, A, B):

i 7'En+1()(’ A) - 7[,,(A, B) - 7':n()(’ B) - T[,,(X, A) - nn—l(Aa B) =
(Hint: Use remark (3) after Theorem 5.9.)
*11.33. For every pointed space X, (X, X) =0foralln > 1.

Fibrations

Covering spaces arose from examining the proof that n,(S*) = Z; fibrations
arise from examining a key property of covering spaces (which occurs in other
interesting contexts). It will be seen that fibrations determine exact homotopy
sequences (the proof of exactness is an application of the Puppe sequence).
A theorem of Milnor states that there is an analogue of the Eilenberg—
Steenrod axioms for homology that characterizes the homotopy groups.

Definition. Let E and B be topological spaces (without chosen basepoints). A
map p: E — B has the homotopy lifting property with respect to a space X if,
for every two maps f: X > E and G: X x I - B for which pf = Gi (where
i: X = X x Iis the map x+—(x, 0)), there exists a continuous map G: X xI>E
making both triangles below commute.

f

X ——> E
Ve
i G/// p

/
/

XXI/—G—> B.

If one defines f: X — B by f(x) = G(x, 0), then f is a lifting of f; if one
defines g: X — B by g(x) = G(x, 1), then G is a homotopy f ~ g. The map G
is a homotopy f ~ §, where § = G(x, 1) is a lifting of g. Thus, if / ~ g and if
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/ has a lifting f. then the homotopy can be lifted, hence g has a lifting § with
f~g

Definition. A map p: E — B is called a fibration (or Hurewicz fiber space) if it
has the homotopy lifting property with respect to every space X. If b, € B,
then p~1(b,) = F is called the fiber.

We do not assert that different fibers of a fibration are homeomorphic,
because this is not true (Exercise 11.38); however, Theorem 11.47 shows that
all fibers do have the same homotopy type.

ExaMpLE 11.8. Every covering projection p: X — X is a fibration (Theorem
10.5) having a discrete fiber.

ExaMpLE 11.9.If E = B x F,then the projection p: E — Bdefined by (b, x)+—> b
(where b € B and x € F) is a fibration with fiber F. To see this, consider the
commutative diagram

x - . BxF

XxI —— B,
G

and define G: X x I - B x F by G(x, t) = (G(x, t), ¢f(x)), where g: Bx F > F
is the projection (b, x)— x.

ExaMPLE 11.10. A fiber bundle p: E —» B with B paracompact is a fibration
(see [Spanier, p. 96] for definitions and proof).
EXERCISES

11.34. If B is a singleton, then every map p: E — B is a fibration.

11.35. If p: E — B has the homotopy lifting property with respect to a singleton, then
every path w in B with w(0) € im p can be lifted to E.

11.36. If p: E - B and gq: B — B’ are fibrations, then gp: E — B’ is a fibration.

11.37. If p;: E; — B, is a fibration for i = 1, 2, then p; x p,: E; x E;, > B; x B, is a
fibration.

*11.38. (i) Let E be the (two-dimensional) triangle in R? having vertices (0, 0), (0, 1),
and (1, 0):

E={(x,y)eR*:xeland0<y<1—x}.

Show that p: E — I, defined by (x, y)—>x, is a fibration. (Hint: Iff: X—->E
and G: X x I - Isatisfy pf = Gi, where i: x+(x, 0), define G: X x I > E
by
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G(x, 1) = (G(x, t), min{1 — G(x, ), ¢f(x)}),

where q: E — I is the map (x, y)+— y.)
(ii) Show that the fibers in this case are not homeomorphic.

We are going to use the Puppe sequence to show that every fibration gives
rise to an exact sequence of homotopy groups, for virtually all the work has
already been done. Afterward, however, we shall weaken the notion of fibra-
tion, and we shall give a functor-free proof (independent of the next proof)
that there is also an exact sequence in this more general case.

If B is a pointed space with basepoint b, then every map p: E — B can be
viewed as a pointed map if the basepoint of E is any point in the fiber over b,,.

Lemma 11.46. Let p: (E, x,) — (B, by) be a fibration with fiber F = p~(b,).
Then F and the mapping fiber Mp have the same homotopy type.

PRrOOF.? Recall that Mp = {(x, ®) € E x B": (0) = b, and w(1) = p(x)}, and
there is a commutative diagram

Mp_q} B

E — B,
p
where p’: (x, ) X, q: (x, w)— w, and d: w+— w(1).
If xe F and w, is the constant path at by, then (x, w,) € Mp; define
A: F - Mp by x— (x, wy). We now construct a homotopy inverse of 1. Con-
sider the map G: Mp x I — B defined by

G(x,w,t)=w(l —1t)

(G is continuous, being the composite of the continuous maps (x, w, t)+—>
(x, 0,1 —t)—(w,1 — t)> (1 — t); indeed G shows that pp’ is nullhomo-
topic.) Since p: E — Bis a fibration, there is a map G: Mp x I — E making the
following diagram commute:

’

Mp L E

i G p

Hence G(x, w,0) = p'(x, ) = x and pG(x, w, 5) = G(x, w, s) = w(1 — s) for

3 The proof shows that the conclusion holds if p: E — B has the homotopy lifting property with
respect to the mapping fiber Mp.
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all (x, ®) € Mp and all s €L In particular, pG(x, @, 1) = 0(0) = b,, so that
(x, w)— G(x, w, 1) defines a continuous map y: Mp — F.

It is easy to see that G(4 x 1) is a map F x I - F (because pG(A x 1):
(x, ) (x, @wq, S} wo(1 — 5) = by) that is a homotopy 1 ~ yA. For the other
composite Ay, suppose that there were a map J: Mp x I —» B! such that, for
all (x, ) e Mp and s € I, one has J(x, w, 5): 1 » o(l — ), J(x, ®, 0) = w, and
J(x, , 1) = wy. Then (x, @, s)— (G(x, o, 5), J(x, w, s))isamap Mp x I - Mp
that is a homotopy 1,,, =~ Ay. Finally, one such J is given by J(x, o, 5): t—
ol —s)). O

Theorem 11.47. Let p: E — B be a fibration and let by, b, € B. If B is path
connected, then the fibers p~*(b,) and p~'(b,) have the same homotopy type.

Proor. For i = 0, 1, let M,p denote the mapping fiber of p for the basepoint
b; € B (our previous notation does not display the dependence on the base-
point). Since B is path connected, there is a path A in B from b, to by, and it is
easy to see that (e, w)— (e, 1 * w)is a homotopy equivalence Myp - M, p. The
result now follows from the lemma. O

Theorem 11.48 (Homotopy Sequence of a Fibration). If p: E — Bis a fibration
with fiber F, then there is an exact sequence

<+ o 15(E) 53 15(B) > 7, (F) » 1y (E) 53 1 (B) — mo(F) — mo(E) 5 mo(B).

Proor. By Lemma 11.46, Mp and F have the same homotopy type; by
Coroliary 11.26, [S", Mp] = [S", F] for ail n > 0. The result now follows by
applying [S°, ] to the Puppe sequence of p (and using adjointness of (Z, Q)).

O

Remarks. (1) Theorem 11.48 implies Theorem 11.29, for a covering projection
is a fibration having a discrete fiber F, hence 7,(F) = O for all n > 1.

(2} In view of Exercise 11.24, the exact sequence arising from the projection
of a product onto a factor is not interesting.

There is an unpointed version of the mapping fiber which is useful.

Definition. Let p: E — B be a map. Then the fiber product is the space
Fp = {(x,w) € E x B": o(1) = p(x)}.

Of course, the mapping fiber Mp is a subspace of Fp.
The fiber product and the mapping fiber are special cases of a general
(categorical) construction.

Definition. Let p: E - B and q: D - B be morphisms in a category. A solution
is an ordered triple (X, f, g), where f: X — E and g: X — D are morphisms
such that gg = pf’; that is, the following diagram commutes:
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X D
S l l q
E B.
A pullback is a solution (Z, r, s) that is “best” in the following sense: for any

solution (X, f, g), there exists a unique morphism 6: X — Z giving commu-
tativity of the diagram

g
—_—

B —

p

Pullback is the dual of pushout.

EXERCISES

11.39. If the pullback of two morphisms p: E — Band q: D — Bexists, then it is unique
to equivalence.

11.40. In Top, the pullback of p: E —» B and q: B' > B (where q: w— w(1)) is Fp.
(Hint: Define r: Fp — E by (x, @) x and s: Fp — B! by (x, 0)— o.)

11.41. For every pointed map p: E — B, show that Mp is a pullback in Top,.

11.42. Define A: E — Fp by A(x) = (x, w,), where w, is the constant path at p(x); define
u: Fp - E by (x, w)+—>x. Show that ul =1 and that Au~ 1, hence 1 is a
homotopy equivalence.

11.43. (Hurewicz). Let p: (E, ey) — (B, by) be continuous, and define n: Fp — B by
(x, )+ (0). Show that nis a fibration with fiber Mp. (Hint: To construct a map
G: X x I - Fp, it suffices to find a commutative diagram

XxI —— B

E —p——> B)

11.44. Every map h: X — Y is the composite h = n, where A is an injection that is a
homotopy equivalence and = is a fibration. (Hint: Consider X — Fh — Y)

We merely mention a dual notion (see Dold (1966) for a discussion of the
duality).

Definition. A pair (X, A) has the homotopy extension property with respect to
a space Y if, for every map f: X x {0} - Y and every map G: 4 x I - Y with
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G(a, 0) = f(a, 0) for every a € A, there exists amap F: X x I - Y making the
following diagram commute:

X X1
U F

X X{0ju4dXI Y
fUG

The inclusion i: A < X is called a cofibration* if (X, A) has the homotopy
extension property with respect to every space Y.

ExaMpLE 11.11. If X is a CW complex and A is a CW subcomplex, then
i A & X is a cofibration (Theorem 8.33).

It can be shown (see [Spanier, p. 97]) that if g: A — X is a cofibration and
if A and X are locally compact Hausdorff, then for every space Y, the map
g*: Y*¥ - Y4isafibration. In particular, if X is a locally compact CW complex
and A is a CW subcomplex, then the restriction map i*: Y* — Y#isa fibration.

We now proceed to the generalized notion of fibration mentioned earlier.

Definition. A map p: E — B is a weak fibration (or Serre fiber space) if it has
the homotopy lifting property with respect to every cube I, n > 0 (by defini-
tion, I° is a singleton).

EXERCISE

11.45. Let L be the portion of the graph y = x — 1 for x e L If Z* is the set of positive
integers, define

E= LU |J @ x{1/n})

neZ*

(i) Show that p: E — 1, defined by (x, y)+— x, is a weak fibration. (Hint: One
can cover homotopies G: X x I - I for every path connected space X.)

(i) Show that p~!(1) and p~!(0) do not have the same homotopy type (Exercise
1.5). Use Theorem 11.47 to conclude that p: E - I is not a fibration. (Here

4 More generally, one says that any map g: 4 — X (where A is not necessarily a subspace of X)
is a cofibration if the definition above is modified to read “G(a, 0) = f(g(a), 0) for every a € A™.
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is an explicit homotopy that cannot be covered. Let X = p~!(1), let fiX -
E be the inclusion, and let G: X x I — I be a homotopy from the constant
function at 1 to the constant function at 0.)

Theorem 11.49. A weak fibration p: E — B has the homotopy lifting property
with respect to every CW complex X.

ProoF. Since a CW complex has the weak topology determined by its skele-
tons, it suffices to prove that there exists a map G, for every n > 0, making
the following diagram commute:

E

B,

where f: X - E and G: X x I > B are given, and f,, and G, are appropriate
restrictions. We prove this by induction on n. Let n = 0. For each x € X©,
there exists a continuous map h,: {x} x I - E with h(x, 0) = ﬂ,(x) and ph, =
G,, because p: E — B is a weak fibration. Because X® is discrete, the function
Gy: X© x I > E given by G, (x, t) = h,(x, t) is continuous. Assume now that
n>0 and that G,_,: X® 1 x I - E exists; let e be an n-cell in X, and let
®@,: (D", S" 1) > (eU XD, X D) be the characteristic map of e. Consider the
diagram

xX® b,

X0 X - —

(D" x {OHUE™ xT) —— E

D" x1 — B
G(®, x 1)

where h|D" x {0} = f®, and h|S"! x I = G, ,(®, x 1) (note that h is well
defined because the two functions agree on the overlap S"! x {0}). There is
a homeomorphism of the pairs (I"**,I") and (D" x I, D" x {0} US"™! x IJ;
therefore the given homotopy lifting property provides a continuous map
7.: D" x I - E making the above diagram commute. It is now routine to check
that g,: ¢ x I - E defined by g,(x, t) = 7,(u, t), where x € € and u € D" satisfies
®,(u) = x, is a well defined continuous function giving commutativity of the
diagram

—_—

E
ge l”
B.

I —

X ——— ®]

Q|
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All the maps ¢,, as e varies over all n-cells in X, may be assembled® to form
afunction G,: X™ x I - E with G,|é = g,. It is easy to see that G, extends G, _,
and that G, makes the appropriate diagram commute; finally, G, is continuous
because its restriction to every closed cellin X™ x I(namely,e x {0}, e x {1},
and e x I)is continuous. O

The proof of the exactness of the homotopy sequence of a fibration p: E — B
was based on the Puppe sequence of p. The coming proof of the exactness of
the homotopy sequence of a weak fibration p: E — B with fiber F is based on
the sequence of the pair (E, F), that is, on the Puppe sequence of the inclusion
Fo E.

Theorem 11.50 (Serre). Let p: E — B be a weak fibration with fiber F = p~*(by)
for some by € B. Then p,,: n,(E, F) > m,(B, by) is a bijection for alln > 1, where
p'j =pandj:(E, xo) & (E, F) is the inclusion.

Remark. If n > 2, p, is an isomorphism because p, is a homomorphism,; if
n = 1, however, 7, (E, F) has no obvious group structure.

PROOF. An easy induction on n shows that the dashed arrow exists making
both triangles commute (because p: E — B is a weak fibration)

I° — E

Ve

" —— B.

Suppose that [¢] € n,(B, by); we may regard g as a map of pairs g: (I”, i) -
(B, by). Choose ¢, € F and define f21° > E by f(x) = e,. The first paragraph
shows that there exists a map G: I" - E with pG = g. Since g(I*) = {b,}, it
follows that G(i") = F, hence G:(I", I") - (E, F). Therefore [G] € n,(E, F),
p.({G]) = [g], and p,, is surjective.

Assume that f: (D" S"*)—(E, F) is such that pf (more precisely, the
map D*/S" ! - B induced by pf) is nullhomotopic; we claim that f is null-
homotopic. There is a homotopy of pointed pairs G: (D" x L, §"! x I) -
(B, by) with G(z, 0) = pf(z) and G(z, 1) = by for all z € D". Consider the diagram

(D" x {0})U(S"! x T) ———h—;E
G-~ p

-
-

p"x1’ ———— B,

5 A family {B;:ie I} of subsets of a topological space X is locally finite if each x € X has a
neighborhood meeting only finitely many B;; if each B; is closed, then it is easy to see that | J;.; B;
is also closed; moreover there is a gluing lemma for a locally finite closed cover of a space.
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where h(z, 0) = f(z) for all z e D" and h(u, t) = x,, where x, € F is the base-
poin