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ABSTRACT. We study the structure of the categories of Zf(n)-local and E{n)-
local spectra, using the axiomatic framework developed in earlier work of the 
authors with John Palmieri. We classify localising and colocalising subcat­
egories, and give characterisations of small, dualisable, and if(n)-nilpotent 
spectra. We give a number of useful extensions to the theory of vn self maps 
of finite spectra, and to the theory of Landweber exactness. We show that 
certain rings of cohomology operations are left Noetherian, and deduce some 
powerful finiteness results. We study the Picard group of invertible K(ri)-local 
spectra, and the problem of grading homotopy groups over it. We prove (as 
announced by Hopkins and Gross) that the Brown-Comenetz dual of MnS lies 
in the Picard group. We give a detailed analysis of some examples when n = 1 
or 2, and a list of open problems. 

1991 Mathematics Subject Classification. 55P42, 55P60, 55N22,55T15. 
Key words and phrases. Morava KT-theory, stable homotopy category, Bousfield localisation, 

Picard group, phantom maps, Landweber exact homology theories, Adams spectral sequence, 
spectrum, Brown-Comenetz duality, thick subcategory. 
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INTRODUCTION 

The stable homotopy category 8 is extraordinarily complicated. However, there 
is a set of approximations to it that are much simpler and closer to algebra. The 
stable homotopy category is somewhat analogous to the derived category of a ring i?, 
except that R is replaced by the stable sphere 5° . In practice, we always consider 
the p-local stable homotopy category and the p-local sphere for some prime p, 
without changing the notation. It is very common to study i?-modules using the 
fields over i?, and in recent years there has been much work on studying the stable 
homotopy category via its fields. These fields are referred to as Morava if-theories, 
denoted by K(n), and were introduced by Morava in the early 1970's. See [Mor85] 
for a description of Morava's earlier work. 

Associated to the Morava if-theories are various (homotopy) categories of local 
spectra that are the approximations to the stable homotopy category mentioned 
above. There is the category £ of spectra local with respect to K(0) V • • • V K(n) 
and the category % of spectra local with respect to K{n). (We will always have a 
fixed n with 0 < n < oo in mind in this paper). These categories are themselves 
stable homotopy categories, in the sense of [HPS97]. The purpose of this paper is 
to study the structure of these categories. We will show that the category % is in 
a certain sense irreducible; it has no nontrivial further localisations. On the other 
hand, there are a number of results (such as the Chromatic Convergence Theorem of 
Hopkins and Ravenel [Rav92a], or the proof by the same authors that suspension 
spectra are harmonic [HR92]) which indicate that an understanding of % for all 
n and p will give complete information about 8. Hopkins' Chromatic Splitting 
Conjecture [Hov95a], if true, would be a still stronger result in this direction. 

The first half of the paper is mostly concerned with issues we need to resolve 
before beginning our study of X. In Section 1, we define the basic objects of 
study: the ring spectra E(n), E = E(n) and K = K(n)> the categories £ and 
% and so on. Here and throughout the paper we use the results of [EKMM96] 
because this method is both more elegant and more powerful than the usual Bass-
Sullivan construction. In Section 2, we study .E-cohomology. We prove that E*X 
is complete, using a slightly modified notion of completeness which turns out to be 
more appropriate than the traditional one. We show that a well-known quotient of 
the ring of operations in .E-cohomology is a non-commutative Noetherian local ring. 
We also show that there are no even degree phantom maps between evenly graded 
Landweber exact spectra such as JB, a result that has been speculated about for a 
long time. In Section 3, we prove some basic results about the (very simple) category 
of X-injective spectra. We then turn in Section 4 to the study of generalised Moore 
spectra, and prove a number of convenient and enlightening extensions to the theory 
developed by Hopkins and Smith [HS, Rav92a] and Devinatz [Dev92]. In Section 5, 
we assemble some (mostly well-known) results about the Bousfield classes of a 
number of spectra that we will need to study. In Section 6, we study the i?(n)-local 
category £ . We prove some results about nilpotence, and we classify the thick 
subcategories of small objects, the localising subcategories and the colocalising 
subcategories. 

The first author was partially supported by an NSF Postdoctoral Fellowship. 
The second author was partially supported by an NSF Grant. 
Received by the editor May 15, 1997. 
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2 M. HOVEY AND N. P. STRICKLAND 

In the second half of the paper, we concentrate on 3C. In Section 7, we prove our 
most basic results about the .ftf(n)-local category X. In particular, we prove that 
it is irreducible, in the sense that the only localising or colocalising subcategories 
are {0} and X itself. We also study the localisation functor L = LK and some 
related functors, describing them in terms of towers of generalised Moore spectra. 
In Section 8 we study two different notions of finiteness in 3C, called smallness and 
dualisability* The (local) sphere is dualisable but not small; some rather unexpected 
spectra are dualisable, such as the localisation of BG for a finite group G. We prove 
a number of different characterisations of smallness and dualisability; in particular, 
we give convenient tests in terms of computable cohomology theories. We also show 
that dualisable spectra lie in the thick subcategory generated by E1, and that X-
small spectra lie in the thick subcategory generated by K. In Section 9 we study 
homology and cohomology theories on 3C, and prove that both are representable 
in a suitable sense. In Section 10 we study a version of Brown-Comenetz duality 
appropriate to the iif (n)-local setting, and we prove that the Brown-Comenetz dual 
of the monochromatic sphere is an element of the Picard group. This result was 
stated in [HG94], In Section 11, we introduce a natural topology on the groups 
[X, Y] for X and Y in 3C, and prove a number of properties. In Section 12, we 
return to the study of the category D of dualisable spectra. We prove a nilpotence 
theorem and an analogue of the Krull-Schmidt theorem, saying that every dualisable 
spectrum can be written as a wedge of indecomposables in an essentially unique 
way. We make some remarks about ideals in 2), but we have not been able to prove 
the obvious conjectures about them. In Section 13 we study if-nilpotent spectra, 
proving a number of interesting characterisations of them. In Section 14 we study 
the problem of grading homotopy groups over the Picard group of invertible spectra, 
rather than just over the integers. We have a satisfactory theory for homotopy 
groups of X-small spectra, but the general case seems less pleasant. We show that 
the Picard group is profinite in a precise sense, but we do not know if it is finitely 
generated over the p-adics. Section 15 is devoted to the study of the simplest 
examples. Even when n = 1 and p is odd, there are simple counterexamples to 
plausible conjectures. We also consider the case n = 2 and p > 3, showing that 
the Picard graded homotopy groups of the Moore spectrum are mostly infinite. 
We conclude the main body of the paper with Section 16, which contains a list of 
interesting questions that we have been unable to answer, some of them old and 
others new. 

We also have two appendices: the first addresses the sense in which the E-
cohomology of a if-local spectrum is complete, as mentioned above, and the second 
shows that some other interesting localisations of the category of spectra have a 
rather different behaviour, in that they contain no nonzero small objects at all. 

We have chosen to rely on a minimum of algebraic prerequisites; in particular, 
we say almost nothing about formal groups or the Morava stabiliser groups. Sec­
tion 2.3 is thus considerably less intuitive than it should be, but we did not wish to 
double the length of the paper by a careful exposition of the relationship between 
Morava U-theory and the Morava stabilizer groups. We have preferred to use thick 
subcategory arguments rather than spectral sequences where possible. We have 
chosen our methods very carefully to avoid having to say anything special when 
p = 2. For this reason we have generally used E rather than if, as E is commutative 
at all primes (for example). 
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MORAVA K-THEORIES AND LOCALISATION 3 

Our debt to Mike Hopkins will be very obvious to anyone familiar with the sub­
ject. We have been heavily influenced by his point of view and a large number of our 
results were previously known to him. We also thank Matthew Ando, Dan Chris-
tensen, Chun-Nip Lee, John Palmieri and Hal Sadofsky for helpful conversations 
about the subject matter of this paper. 

1. BASIC DEFINITIONS 

Fix a prime p and an integer n > 0. We shall localise all spectra at p\ in 
particular, we shall write MU for what would normally be called MU(P). We write 
S for the category of p-local spectra. 

1.1. T h e spec t ra E(ri), E(ri) and K(n). We next want to define the spectra 
E = E(n) and K = K(n). It is traditional to do this using the Landweber 
exact functor theorem and Baas-Sullivan theory. Here we will use the more recent 
techniques of [EKMM96] instead of the Baas-Sullivan construction. 

It is well-known that the integral version of MU has a natural structure as an Eoo 
ring spectrum or (essentially equivalently) a commutative 5-algebra in the sense 
of [EKMM96]. It follows from [EKMM96, Theorem VIII.2.2] that the same applies 
to our p-local version. We can thus use the framework of [EKMM96, Chapters 
II-III] to define a topological closed model category MMU of MC/-modules. The 
associated homotopy category (obtained by inverting weak equivalences) is called 
the derived category of MCZ-modules and written T>MU- It is a stable homotopy 
category in the sense of [HPS97]. There is a "forgetful" functor T>MU —> § and a 
left adjoint MU A ( - ) : S -> T>Mu. 

k 

Let Wk £ 7r2(pfc_i)MC/ be the coefficient of xp in the p-series of the universal for­
mal group law over MU* (so wo = p) and write In = (wo,... , w n _i) . We can con­
struct an object w^MU/In of *DMu by the methods of [EKMM96, Chapter V] (see 
also [Str96]). Using [EKMM96, Theorem VIII.2.2] again, we can Bousfield-localise 
MU with respect to w^MU/In to get a strictly commutative M£/-algebra which 
we call MU, As explained in [GM95a], the homotopy ring of MU is (w^MU*)^. 

Next, consider the graded ring 
E{n)* = Z(p)[vu... ,vn\Kl\ \vk\ = 2 ( / - 1). 

There is a unique p-typical formal group law over this ring with the property that 
F 

\P)F{X) = expF(px) +F ^2 VkxP ' 
0<k<n 

(Thus we take V& to be a Hazewinkel generator rather than an Araki generator.) 
This gives a map MU* —> E(n)* (using Quillen's theorem that the formal group law 
over MU* is universal), and one can check that this makes Z(p)[vi, . . . , vn] into the 
quotient of MU* by a regular sequence (see [Str96, Proposition 8.15] for details). 
Moreover, the image of Wk is Vk modulo Ik = (wo*--- J ^ - I ) - It follows from 
the results of [EKMM96, Chapter V] that there is an M/7-module E{n) e 1>MU 
with a given map MU —> E(n) inducing an isomorphism 7r*E(n) = E(n)* of MU*-
modules. It is shown in [Str96] that this is unique up to non-canonical isomorphism 
under MU, and that it admits a non-canonical associative product. The resulting 
i£(n)*-module structure on E(n)*X (for any spectrum X) is nonetheless canonical, 
because it is derived from the M?7-module structure of the spectrum E{ri) A l G 
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4 M. HOVEY AND N. P. STRICKLAND 

2)i\/ir- When p > 2 there is a unique commutative product on E(n) G DMC/, but 
we avoid using this here so that we can handle all primes uniformly. 

We now define 

E = E(n) = E(n) AMu MU-

This is clearly a module over MU with a given map MU —» E, and one can check 
that this gives an isomorphism 

E* = (E(n)*)$n = Zp[vuv2,... , v „ - i , t ^ f t . 

It is again well-defined up to non-canonical isomorphism under MU, and it ad­
mits a non-canonical associative ring structure. If p > 2 then there is a unique 
commutative product on E as an object of 2 5 ^ . 

Because E(n) is an MU-module under MU, there is a canonical map 

£(n)* ®MU* MU*X -> E(n)*X. 

This map is an isomorphism, by the Landweber Exact Functor Theorem [Lan76]. 
Similarly, we have an isomorphism 

E* <8>MU* MU*X -> E*X. 

It follows that the homology theory represented by E(n) is independent of the 
choice of object E(n) G *DMU up to canonical isomorphism, and thus the underly­
ing spectrum of E(n) is well-defined up to an isomorphism that is canonical mod 
phantoms (see [HPS97, Section 4] for a discussion of phantoms and representabil-
ity). We shall show later that the relevant group of phantoms is zero, so as a 
spectrum E(n) is well-defined up to canonical isomorphism. We shall also show 
that there is a canonical commutative ring structure on this underlying spectrum. 
Similar remarks apply to E. 

We can also define M£/-modules MU/Ik € T>MU for 0 < & < n in the evident 
way, and then define 

E{n)/Ik = MU/h AMU E(n) 
E/Ik = MU/Ik AMU E 

K = K{n) = E(n)/In = E/In. 

It is clear that 7r*(E(ri)/Ik) = E(ri)*/Ik and so on. In particular we have K(ri)* = 
E(n)*/In = E*/In = F p ^ 1 ] . These MC/-modules admit (non-unique) associative 
products, so (E(ri)/Ik)*X is canonically a module over E(ri)*/Ik. Similar remarks 
apply to E/Ik. 

There are evident cofibrations 

X^k-VE/Ik^E/Ik->E/Ik+1, 
and similarly for E(ri)/Ik* 

We also know from [Bak91] that there is an essentially unique Aoo structure on 
the spectrum E. It is widely believed that this can be improved to an JE?OO structure, 
and that the maps MU —> E characterised by Matthew Ando [And95] (which do 
not include the map MU —> E considered above) can be improved to Eoo maps. 
Unfortunately, proofs of these things have not yet appeared. Nonetheless, just using 
the AQO structure we can still use the methods of [EKMM96] to define a derived 
category *DE of left i?-modules. This is a complete and cocomplete triangulated 
category, with a smash product functor A: § x T>E —> *DE* 
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MORAVA K-THEORIES AND LOCALISATION 5 

1.2. Categories of localised spectra. We use the following notation. 

Notation 1.1. 

1. S is the (homotopy) category of p-local spectra. We write S for 5° . 
2. £ = Ln is the category of 2£(n)-local spectra, and L = Ln : § —> £ is the 

localisation functor. The corresponding acyclisation functor is written C, so 
there is a natural cofibre sequence CX •—> X —» LX. 

3. JVC = M n is the monochromatic category. This is defined to be the image of 
the functor Mn = C n _ i L n : S —» §. Note that there is a natural fibration 
MnX —> LnX —> Lin—\X = ±jn—\LnX. 

4. X = X n is the category of if-local spectra, and L = Ln = £#(n) : S —> 3C is 
the localisation functor. The corresponding acyclisation functor is written C. 

5. F(m) denotes a finite spectrum of type m, and T(m) = v^t
1F(m) is its 

telescope. Recall from [Rav92a, Chapter V] or [HS] that any two F(ra)'s 
generate the same thick subcategory and have the same Bousfield class, so 
it usually does not matter which one we use. Note also that the Spanier-
Whitehead dual of an F(m) is again an F(m). 

There are topological closed model categories whose homotopy categories are §, 
L and X [EKMM96, Chapter VIII]. 

1.3. Stable homotopy categories. In this section we collect some basic defini­
tions from the theory of stable homotopy categories developed in [HPS97]. The 
reader will be familiar with most of these: we assemble them here as a convenient 
reference. We will not recall the definition of a stable homotopy category, except to 
say that a stable homotopy category is a triangulated category with a closed sym­
metric monoidal structure which is compatible with the triangulation and which 
has a set of generators in an appropriate sense. The symmetric monoidal structure 
is written X AY and the closed structure is written F{X,Y). The unit for the 
smash product is written 5 . 

Definition 1.2. A full subcategory T) of any triangulated category is thick if it is 
closed under retracts, cofibres, and suspensions. That is, T> is thick if both of the 
following conditions hold. 

(a) If X V Y e D, then both X and Y are in D; and 
(b) I f 

X -> Y -> Z -> EX 

is a cofibre sequence and two of X, y , and Z are in D, then so is the third. 

Certain kinds of thick subcategories come up frequently. 

Definition 1.3. Let C be a thick subcategory of a stable homotopy category T>. 
(a) C is a localising subcategory if it is closed under arbitrary coproducts. 
(b) 6 is a colocalising subcategory if it is closed under arbitrary products. 
(c) C is an ideal if, whenever X eT> and Y G C we have X A Y € 6. 
(d) 6 is a coideal if, whenever X e*D and Y G 6 we have F(X, Y) € 6. 

If the localising subcategory generated by S is all of D, then every (co)localising 
subcategory is a (co)ideal [HPS97, Lemma 1.4.6]. This is true in 8, £ , and X (and 
any other localisation of §). 

The ideal generated by a ring object is particularly important. 
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6 M. HOVEY AND N. P. STRICKLAND 

Definition 1.4. Let G be a stable homotopy category, and R a ring object in 6. 
We say that an object X £ G is R-nilpotent if it lies in the ideal generated by R. 

We now recall some different notions of finiteness in a stable homotopy category. 
We have replaced "strongly dualisable" by "dualisable" for brevity. Also recall that 
DZ = F(Z, S) is the usual duality functor. 

Definition 1.5. Let G be a stable homotopy category, and Z an object of G. We 
say that Z is 

(a) small if for any collection of objects {Xi}, the natural map 0 [Z ,X i ] —> 
[Z,]jXi] is an isomorphism. 

(b) F-small if for any collection of objects {Xi}y the natural map ]\F(Z,Xi) —> 
F(Zy]jXi) is an isomorphism. 

(c) A-finite (for any family A of objects of G) if Z lies in the thick subcategory 
generated by A. 

(d) dualisable if for any X, the natural map DZAX —> F(Z, X) is an equivalence. 

A triangulated category with a compatible closed symmetric monoidal structure 
is an algebraic stable homotopy category if there is a set S of small objects such 
that the localising subcategory generated by S is the whole category. An algebraic 
stable homotopy category is called monogenic if we can take 9 = {S}. 

Finally, we recall that limits and colimits generally do not exist in triangulated 
categories, but sometimes suitable weak versions do exist. In particular, given a 
sequence Xo —> X\ —> . . . , we can form the sequential colimit as the cofibre of 
the usual self-map of V ^ - We denote this by holimXi , as it is the homotopy 
colimit of a suitable lift of the sequence to a model category. Similarly, we denote 
the sequential limit of a sequence . . . —» Xi —> Xo by holimXi. 

In case we have a more complicated functor F : 3 —> G to a stable homotopy 
category, we say that a weak colimit X of F is a minimal weak colimit if the induced 
map limJTo F —> HX is an isomorphism for all homology functors H. We write 
X = mwlimF. Minimal weak colimits are unique in algebraic stable homotopy 
categories when they exist, and are extremely useful. See [HPS97, Section 2] for 
details. 

2. E THEORY 

In this section we assemble some basic results about E theory. We begin with 
the fact that E*X is L-complete in the sense of Appendix A. In Section 2.1 we 
show that the ring structure on E is canonical by showing there are no even degree 
phantom maps between evenly graded Landweber exact spectra. We recall the 
modified Adams spectral sequence briefly in Section 2.2. Finally, we briefly discuss 
operations in .E-theory in Section 2.3. 

Proposition 2.1. If X is a finite spectrum and R is one of E, E(ri), E/Ik, 
E(n)/Ik or K(ri) then R*X is finitely generated over i?*. 

Proof. We first recall that in each case R has an associative ring structure, so 
that R*X is a module over i?*. The ring structure is not canonical but the module 
structure is induced by the MU*-module structure so it is canonical. In each case i?* 
is Noetherian and the claim follows easily by induction on the number of cells. • 
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Proposition 2.2. For any spectrum X, there is a natural topology on E°X making 
it into a profinite (and thus compact Hausdorff) Abelian group. Moreover, ifA(X) 
is the category of pairs (Y,u) where Y is finite and u:Y —> X, then E°X is 
homeomorphic to lim E°Y. 

— (y tu)€A(X) 

Proof If X is a finite spectrum then E*X is a finitely generated module over 
JE*, and it follows easily that the 7n-adic topology on E°X is profinite. For an 
arbitrary spectrum X. define F°X = lim E°Y. with the inverse limit 

* - (Y,u)eA(X) 
topology. By [HPS97, Proposition 2.3.16], F is a cohomology theory with values 
in the category of profinite groups and continuous homomorphisms. There is an 
evident map E°X —» F°X which is an isomorphism when X is finite (because 
(X,lx) is a terminal object of A(X) in that case). It follows easily that E°X = 
F°X for all X. • 
Corollary 2.3. For any spectrum X, the module E*X is L-complete in the sense 
of Definition A.5. 

Proof This is immediate when X is finite. It thus follows for general X because the 
category of L-complete modules is closed under inverse limits (by Theorem A.6). • 

Proposition 2.4. For any spectrum X, the module E*X is finitely generated over 
E* if and only if K*X is finitely generated over K*. 

Proof The cofibration E2&> '^E/h ^ E/Ik -> E/Ik+1 gives a short exact se­
quence 

(E/Ikr(X)/vk>-> (E/Ik+1)*(X) -»ann(z,fe, (E/Ik)-&+1{X)). 
It follows that if (E/Ik)*X is finitely generated then the same is true of (E/Ik+i)*X. 
Conversely, suppose that (E/Ik+i)*X is finitely generated over L?*, and write 
M = (E/Ik)*X. The above sequence shows that M/vkM is a submodule of 
(E/Ik+i)*(X) and thus is finitely generated. This means that there is a finitely 
generated free module F over E*/Ik and a map f:F—>M such that the induced 
map F/vkF —» M/vkM is surjective. If we let N be the cokernel of / , we con­
clude that N is an L-complete module over E* with N = vkN. It follows from 
Proposition A.8 that N = 0, so / is surjective and M is finitely generated. 

It follows that K*X = (E/In)*X is finitely generated if and only if E*X = 
(E/I^yX is finitely generated. • 

Proposition 2.5. Let X be a spectrum. Suppose E*X is pro-free (in the sense of 
Definition A. 10). Then K*X = (E*X)/In. Conversely, if K*X is concentrated in 
even degrees, then E*X is pro-free and concentrated in even degrees. 

Proof The first statement holds because the sequence (^o,... ,vn_i) is regular on 
E*X, by Theorem A.9. Conversely, suppose that (E/Ik+i)*X is concentrated in 
even degrees. Consider the short exact sequence 

<js/ /0*(*)M^^ 
It follows that (E/Ik)odd(X)/vk = 0. As (E/Ik)odd(X) is L-complete, we conclude 
from Proposition A.8 that it must be zero. It also follows from the sequence that 
annfafc, (E/Ik)even(X)) = 0, so that vk acts injectively on (E/Iky(X). Finally, we 
also see from the sequence that (E/Ik+i)*(X) = (E/Ik)*(X)/vk. 
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By an evident induction we conclude that E*X is concentrated in even de­
grees, that the sequence {^o>--- >^n-i} is regular on E*X and that K*{X) = 
J S * ( X ) / ( V 0 , . . . , v n - i ) = K* ®E* E*X. It follows from Theorem A.9 that E*X is 
pro-free. D 

2.1. Landweber exactness. We next recall the theory of Landweber exact ho­
mology theories, and prove some convenient extensions. Many of the theorems 
we prove were proved by Pranke [Pra92] in the case where 7r*M is countable; our 
methods are a generalisation of his. 

Definition 2.6. An MU*-module M* is said to be Landweber exact if the sequence 
(tuo,'itfi,...) is regular on M*. We write £* for the category of Landweber exact 
modules that are concentrated in even degrees. We also write £ for the category 
of MZ7-module spectra M such that 7r*(M) G £*. Maps in £ are M?7-module 
maps. Finally, we write £ ? for the category of finite spectra X such that H*X 
is free and concentrated in even degrees. We refer to such an X as an even finite 
spectrum. Note that any even finite spectrum has a finite filtration where the 
filtration quotients are finite wedges of even spheres. 

The basic result is as follows. 

Theorem 2.7 (Landweber). / / M* G £* then the functor M* <8>MU* MU*X is a 
homology theory. Thus (by Brown representability), there is a spectrum M equipped 
with a natural isomorphism M*X c± M* <8>MU* MU*X. This M is unique up to 
isomorphism, and the isomorphism is canonical modulo phantoms. 

Proof. See [Lan76, Theorem 2.6]. • 

The following result summarises Proposition 2.21 and Proposition 2.20, which 
are proved below. It justifies the statements made in Section 1 about the uniqueness 
of E and E(n) and their ring structures. 

Theorem 2.8. The functor 7r*: £ —> £* is an equivalence of categories. The in­
verse functor sends commutative Ml)^-algebras to commutative MU-algebra spec­
tra. • 

It is convenient to introduce a new category £' at this point; it will follow from 
the theorem that £' = £. 

Definition 2.9. £' is the category of spectra M such that M* is concentrated in 
even degrees, with a given MC/*-module structure on M* and a stable natural iso­
morphism M*®MC/* MU*X —> M*X which is the identity when X = S. Morphisms 
of £' must preserve the module structure. 

The converse of the Landweber exact functor theorem [Rud86] shows that if 
M G £ ;, then M* G £*. Theorem 2.7 says that 7r*: £' —> £* is essentially surjective 
on objects. 

In order to show that 7r* is an equivalence of categories, we introduce the follow­
ing definition. 

Definition 2.10. A spectrum X is evenly generated if and only if, for every finite 
f 

spectrum Z and every map Z —> X\ there is an even finite spectrum W and a 
factorisation Z -̂ > W —> X of / . 
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MORAVA K-THEORIES AND LOCALISATION 9 

Every even finite spectrum is evenly generated. The collection of evenly gener­
ated spectra is closed under even suspensions, coproducts, and retracts, but does 
not form a thick subcategory. We will see in Proposition 2.19 that evenly generated 
spectra are closed under the smash product. 

L e m m a 2.11. MU is evenly generated. 

Proof Any map from a finite spectrum to MU factors though a skeleton of MU. 
Any skeleton of MU is an even finite. • 

The following result is essentially due to Hopkins. 

Proposition 2.12. Suppose M G £ ' . Then M is evenly generated. 

Proof Suppose / : Z —> M is a map from a finite spectrum to M. Then / is a 
class in M°Z. Spanier-Whitehead duality implies that M*Z = M* <8>MU* MU*Z. 
We can thus write / = Y^Li k <8> c% say. As M* is concentrated in even degrees we 
see that |c$| = — \bi\ is even. Each map Ci thus has a factorisation 

a = (z -%> Wi -2* zlbilMU), 

where Wi is a skeleton of E'^'MC/, and so is an even finite. Write W = W\ V . . . V 
Wmi letg: Z —» W be the map with components gi and let h: W —» M be the map 
with components bi 0 e* 6 M* <8>MU* MU*Wi = [Wi,M]*. This gives the desired 
factorisation / = hg. • 

There are several different characterisations of evenly generated spectra. 

Proposition 2.13. The spectrum X is evenly generated if and only if X can be 
written as the minimal weak colimit [HPS97, Section 2.2] of a filtered system {Ma} 
of even finite spectra. 

Proof. First suppose that X can be written as such a minimal weak colimit. Then, 
by smallness, any map from a finite to X will factor through one of the terms in the 
minimal weak colimit, and so through an even finite. Thus X is evenly generated. 

Conversely, suppose X is evenly generated. We replace £5F by a small skeleton of 
£ ? without change of notation. Let Agg-(X) be the category of pairs (J7, w), where 
U G S5F and u: U —> X. Let A(X) be the category of pairs (W, w), where W is 
any finite spectrum and w: W —> X. We know from [HPS97, Theorem 4.2.4] that 
X is the minimal weak colimit of A(X). It will therefore be enough to show that 
the obvious inclusion A g ^ X ) —• A(X) is cofinal. 

We first show that As3?(X), like A(X), is filtered. Consider two objects (U,u) 
and (V,v) of Agg-(X). We need to show that there is an object (W,w) and maps 
(U,u) -> (W,w) « - ( V » in A(X). Clearly we can take W = U V V, and let 
w: W —> X be the map with components u and v. We also need to show that 
when fyg: (U,u) —> (V,v) are two maps in Ag^pQ, there is an object (W,w) and 
a map h: (V9v) —> (W,w) with / i / = hg. To see this, let W' be the cofibre of 
/ — g and h,:V—>Wl the evident map. We have vf = u = vg so v(f — g) = 0 
so v = w'h! for some t(/: W' —> X. Because X is evenly generated, the map wf 

factors as Wf —> W -̂ > X for some even finite W. We can evidently take h^kh'. 
It is now easy to check that the inclusion Ag^(X) —» A(X) is cofinal, as required. 

• 
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10 M. HOVEY AND N. P. STRICKLAND 

Corollary 2.14. A spectrum X is evenly generated if and only if there is a cofibre 
sequence 

P -> Q -> X -?* EP, 

where P and Q are retracts of wedges of even finite spectra and 8 is a phantom 
map. 

Proof If there is such a cofibre sequence, then there is a short exact sequence 

[Z,P]>->[Z,Q]-»[Z,X] 

for all finite Z, since 8 is phantom. It follows easily that X is evenly generated. The 
converse follows from the Proposition and the construction in [CS98, Proposition 
4.6]. • 

Corollary 2.15. Suppose X is evenly generated and Y is a spectrum such that Y* 
25 concentrated in even degrees. Let ?*(X, Y) be the graded group of phantom maps 
from X to Y. Then 

?2fc(X,Y) = 0 

72k-1(X,Y) = [X,Y]2k-1. 

In particular, this holds if X,Y 6 £'. 

Proof The cofibre sequence of Corollary 2.14 gives an exact sequence 

[EQ,Y]* -> [EP, Y]* -£> [X,Y]* -> [P,Y]" -> [Q,Y]*. 

If W is an even finite, then we see by induction on the number of cells that [TV, Y]* is 
concentrated in even degrees. This implies that [P, Y]* and [Q, Y]* are concentrated 
in even degrees. As 8 is phantom, we see that the image of 8* consists of phantoms. 
If / : HkX —> Y is phantom then the composite EfcP —> EfcX —> Y is also phantom, 
but any phantom map out of a wedge of finite spectra is zero, and it follows that 
/ factors through 8. Thus, 7*(X, Y) is precisely the image of 8*. The corollary 
follows easily. • 

We point out that tS>2k~1{X^ Y) can be nonzero in the situation of Corollary 2.15, 
even when X and Y are Landweber exact. For example, let F denote the fiber of 
the map K —> K£ from the complex iiT-theory spectrum to its p-completion. Then 
F —* K is a phantom map. Also K2kF = 0 and iT2k-iF is the rational vector space 
Zp/Z(p). Thus F is a wedge of odd suspensions of HQ, and so (J>2k"1(HQ^K) is 
nonzero for all k. 

Although this characterisation of phantoms is the main fact that we need, we 
will prove something rather sharper. 

Proposition 2.16. Suppose R is a ring spectrum, M is an R-module spectrum, 
and X is evenly generated. Suppose as well that i?* and M* are concentrated 
in even degrees. Then R*X is flat, has projective dimension at most 1, and is 
concentrated in even degrees. Furthermore, we have 

M*X = M* ®Rm R*X 

M2kX = Hom|£ (#*X, M*) 

M 2 f c - i x = E x t ^ f ( P * X , Af*). 
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Proof. Choose a cofibre sequence P —> Q —> X —> SP as in Proposition 2.14. If 
W is an even finite, it is easy to see by induction on the (even) cells that R*W is 
free over i?* and concentrated in even degrees. Since R*X = lim i?*W, we 

—• Aes-(X) 
see that R*X is also concentrated in even degrees and is a filtered colimit of free 
modules, so is Sat. One can also check by induction on the cells, using the fact that 
M* is evenly graded, that the natural map M*®^ i?* W —* M* W is an isomorphism 
for W an even finite. Taking colimits, we find that M* ®Rm R*X —> M*X is also 
an isomorphism. 

Similarly, one can check by induction on the cells that when W is an even finite, 
the natural map [W, M]* —> Homj^ (U* W, M*) is an isomorphism. As P and Q are 
retracts of wedges of such W, we see that R*P and P*Q are projective over i?* and 
that [Q,M]* = Homfl-l(jR*Q,M*) and [P,M]* = Hom^ (i?*P,M*). In particular, 
these groups are concentrated in even degrees. Because 6 is phantom, we have a 
short exact sequence 

R*P>—-+ R*Q —» R*X, 

which is a projective resolution of i?*X. We now apply the functor [—,M]* to the 
cofibration P —> Q —> X to get an exact sequence 

HomgHA.Q.M*) -> Hom^1 (i?*P,M*) -> [X,M]* -> 
Horn^ (R*Q, M*) -> Hom^ (R*P, M*), 

and thus a short exact sequence 

Ext^*+1(ii*X,M*)>-> [X,M]* -»Hom^(i?*X,M*). 
The first term is concentrated in odd degrees and the last one in even degrees, so 
the sequence splits uniquely. • 

Note that this proposition implies that spectra such as P(n) and K(n) are not 
evenly generated for n > 0. Indeed, P(ri)*P(n) and K(ri)*K(n) both contain 
a Bockstein element in degree 1. Similarly, HZ and HFP are not evenly gener­
ated. In fact, the only M£7-module spectra that are evenly generated are the even 
Landweber exact M[/"-module spectra. One can prove this by using the fact that 
X AF(n) is a retract of (MUAF(n))AX and is therefore evenly graded. Applying 
this to the spectra S/I of Section 4 shows that vn acts injectively on X*/I. 

Corollary 2.17. Let M and N be MU-module spectra in £'. Then 

[M,N]2k = llom%^MU(MU*M,MU*N). 
= Hom^(MZ7*M,iV*) 

[M,N)2k~l =Ext)£^MU(MU*M,MU*N) 
= Ext^(MC/*M,AT*). 

Ifs>l then Exts^MU(MU*M,MU*N) = 0. 

Proof. By Landweber exactness we have X*N = X*MU®MU* AT* and in particular 
MU*N = MU*MU ®MU* AT*. This is an extended comodule, so for any comodule 
C* we have 

H.omMu*Mu{C*,MU*N) = HomMC/*^*, A7*). 
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More generally, if we resolve iV* by injective MU*-modules and apply the functor 
MU*MU 0Mt/* (—) we get a resolution of MU*N by injective comodules. Using 
this it is not hard to check that 

Exts^MU(C*,MU*N) = E x t 5 ^ (C*, JV„) 
for all s. The rest of the corollary is proved in Proposition 2.16. • 

Lemma 2.18. Let {Ma} and {Np} be filtered diagrams of finite spectra. Then 
mwlim Ma A Np = mwlim Ma A mwlim Mp. 

a,/? a p 

Proof, We know from [HPS97, Theorem 4.2.3] that all the relevant diagrams have 
minimal weak colimits. Write M = mwlim Ma and N = mwlim Np and L = 

—*• a —»• p 

mwlim Ma A Np, Let ia: Ma —> M and jp: Np —> N and fca/?: Ma ANp —> L 
be the obvious maps. The maps ia A jp: Ma ANp —> L are compatible as a and /? 
vary, so the weak colimit property gives a map / : L —> MAN with fokap = iaAjp. 
We claim that this is an isomorphism; it suffices to check that 7T*L = 7r*(M A iV). 
As 7T* is a homology theory, we have 7r*L = lim 7r*(Ma A Np). As 7r*(— A N) 
is a homology theory, we have 7r*(M A N) = lim 7r*(Ma A iV). By the same 

•—* a 

logic, we have irJMa A N) = lim nJMa A Np), It follows that 7r*(M A N) = 
lim 7r*(MQ ANp), as required. D 
Proposition 2.19. Suppose X and Y are evenly generated. Then X AY is evenly 
generated, 

Proof, It is clear that if U and W are even finites, so is U A W, Given this, the 
proposition follows immediately from Proposition 2.13 and Lemma 2.18. • 

In fact, it is also true that £' is closed under the smash product, though we do 
not need this. 

Proposition 2.20. If M E £; then M admits a canonical structure as an MU-
module spectrum {in the traditional homotopical sense). If N is another spectrum 
in £7 then the degree-zero MU-module maps M —> N biject with the MX)^-module 
maps M* —> iV*. 

Proof For any spectrum X we have a natural map 
e: MU*(MU AX) = MU*MU ®Mu* MU*X -> MU+X 

of left MU*-modules, and thus a natural map 

(Af A MU)*X = M*{MU AX) = M* ®MUm MU*(MU A X) -> 

By Brown representability, we get a map v: M A MU —> M which is unique mod 
phantoms. It is not hard to check that this is associative and unital mod phantoms. 
However, Proposition 2.19 shows that M A MU and M A MU A MU are evenly 
generated, so Corollary 2.15 tells us that there are no degree-zero phantom maps 
M A MU —> M or M A MU A MU —> M, Thus v is unique, associative and unital, 
and M € £. 
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Now let N be another spectrum in £', and consider the following diagram. 

[M,N]MU • HomMt/,(M*,iV*) 

/ 

[M,N] - ^ HomMu.Mu(MU.M,MU*N). 

Here [M,N]MU denotes the group of M£/-module maps, and all the groups are 
groups of degree-zero maps. The bottom map is an isomorphism by Proposi­
tion 2.17. The map / sends a map u: M* —> iV* to 

1 0 u: MU+MU ®MU* M* = MU*M -> MU*N = MU*MU ®Mu. N*. 

It is easy to check that this is injective and that the diagram commutes. It follows 
that 7r* is injective. Now suppose we have a map v: M* —» iV* of MC/*-modules. 
We then have a unique map u: M —> N such that MU*u = f(v). A diagram chase 
shows that u is a map of MU-module spectra (up to a phantom term which is zero 
as usual), and /(7r*(u)) = f(v) so 7r*(u) = v. Thus 7r* is an isomorphism. • 

Propos i t ion 2.21. If A G £ and 7r*(A) is a commutative MU*-algebra then there 
is a unique product on A making it into a commutative MU-algebra spectrum. 

Proof For any X and Y we have a pairing MU*X 0MC/* MU*Y —> MU*(X A Y) 
and thus a pairing 

-A*(X) ® A . A*{Y) = A* ®MU* MU*X ®A* A* ®MU* MU*Y -> 
A* 0MC/, MC/*(X A Y) = A*(X A Y). 

This is easily seen to be commutative, associative and unital. Now write A as a 
minimal weak colimit of finite spectra Aa- Then A A A = mwlim A a A AQ by 

Lemma 2.18. We have 

A°(Aa A Ap) = A0(DAa A DAp) = (A*(DAa) ®A* A*(DAp))0. 

Therefore the maps ia: Aa —> -A, when thought of as elements of -Ao(£M.c*)) give rise 
to a compatible collection of maps Aa AAp —> A, and hence a map A A A —> A. This 
map is unique up to phantoms, and it is commutative, associative, and unital up 
to phantoms. However, all the relevant phantom groups vanish by Proposition 2.19 
and Corollary 2.15. • 

Propos i t ion 2.22. If A is a Landweber exact ring spectrum and M is an A-module 
spectrum then there are universal coefficient spectral sequences of A*-modules 

Ext^(A*X,M*) => Mt+sX 

Toif;t(M*,A*X)=>Mt+sX. 

Proof The first spectral sequence follows from Proposition 2.12, Proposition 2.13 
and [Ada74, Theorem 13.6]. The second is constructed by the same methods. • 
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14 M. HOVEY AND N. P. STRICKLAND 

2.2. The iS-based Adams spectral sequence. We next briefly recall an ap­
proach to the jE?-based Adams spectral sequence that we learnt from Mike Hop­
kins, which is explained in more detail in [Dev97]. This approach is also used by 
Franke [Fra96], who attributes it to Brinkmann. Let A be an even Landweber exact 
commutative ring spectrum; in our applications, A will be E or E(n). By Proposi­
tion 2.16* A*A is flat as a left module over A*. Similarly, it is flat as a right module. 
It follows in the usual way that it is a Hopf algebroid, so we can think about co-
modules over A*A. If/* is an injective module over A* then the extended comodule 
A*A &Am £* is injective. It follows that there are enough injective comodules, and 
that they can be used to define Ext groups. If J* is an injective comodule then 
Brown representability gives a spectrum W such that [X, W] = HOIU^ACAJCX, «/*) 
for all X . The identity map of W corresponds to a map A*W —> J*, which we 
claim is an isomorphism. Indeed, when X £ £& we know that A*X is free over A* 
and using duality we find that 

X*W = [DX, W] = H.omAmA(A*DX, J*) = Hom^A (A*, A*X ®Am J*). 

By Proposition 2.13, we can write A = mwlim Aa for Aa G S? . By taking X = Aa 

and passing to the limit we find that 

A*W = HomA,A (A*, A*A <g>A* J*) = J*. 

There is some inconsistency in the literature about what to call spectra such as 
W. We will use the following terminology. 

Definition 2.23. Let A be a ring spectrum. We say that a spectrum X is A-
injective if it is a retract of A A Y for some Y. Suppose in addition that A* A is flat 
as a module over A*. We say that X is strongly A-injective if A*X is an injective 
comodule and the natural map [Z,X] —> HOITIA^A(A^Z, A*X) is an isomorphism 
for all Z. Note that if X is A-injective then A*X is injective relative to A*-split 
exact sequences, but not necessarily absolutely injective. 

If X — Xo is any spectrum then we can embed A*Xo in an injective comodule 
J* and define W = Wo as above. We then have a map Xo —> WQ^ and we let X\ 
be the fibre. Continuing in the obvious way, we get a tower 

X = Xo <— Xi <— X2 <— . . . . 

For any spectrum Y we can apply the functor [Y, —] to get a spectral sequence 

Es/ = EXtf£A(A.Y,AmX) = » [Y,LAX}t.s. 

We call this the modified Adams spectral sequence (MASS) . It need not converge 
without additional assumptions. We will prove a convergence result in Proposi­
tion 6.5. 

We will also have occasion to use the (unmodified) Adams spectral sequence. 
For this, we choose a complex X —> Jo —* h —> • • • of .E-injective spectra which 
becomes a split exact sequence after applying the functor E A (—). Such a complex 
is unique up to chain homotopy equivalence under X. It can be converted into 
a tower X = Xo <— X\ <— . . . just as above, and by applying [Y, —] we get a 
spectral sequence, called the Adams spectral sequence. If X is J3-nilpotent then this 
converges to [Y,X]. If E*Y is projective over E* then the modified and unmodi­
fied Adams spectral sequences coincide from the E2 page onwards [Dev97], and in 
particular the E2 page can be identified as an Ext group. 
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MORAVA K-THEORIES AND LOCALISATION 15 

2.3. Operations in E theory. We now turn to the study of operations in E-
theory and iT-theory. There is a well-known connection between this and the study 
of the Morava stabiliser group, but no really adequate account of this. For this and 
a variety of technical reasons we have chosen to use a more traditional approach. 

Write 2* = E*E for the (non-commutative) ring of operations in JS-cohomology. 
Note that K*E = Kom(K*E, K*) (by Proposition 2.16 or by the general theory of 
modules over afield spectrum) and K*E = K*BP®BP*E* because E* is Landweber 
exact. Because In is an invariant ideal, it is easy to check that K*E is the same as 
the ring E* = E(n)* studied in [Rav86, Chapter VI]. We thus have 

K*E = X*=K4tk\k> 0]/(tf - v£-Hk). 
Here |£&| = 2(pk — 1), so K*E and E* = K*E are in even degrees. It follows from 
Proposition 2.5 that E* = E*E is pro-free, and that E* = E*//nE*. Moreover, 
because In is an invariant ideal in BP* one can check that I n S * = E*In , and thus 
that E* is a quotient ring of E*. 

Our main result is as follows. 

Theorem 2.24. The ring E* is left Noetherian in the graded sense. 

This is proved after Proposition 2.28, using Hopf algebras. Another possibility 
would be to make the connection with the Morava stabiliser group and Lazard's 
work on profinite group theory. In some respects this would be more conceptual, 
but it introduces additional technicalities that we have preferred to avoid. 

As the theory of non-commutative Noetherian rings is less familiar than the 
commutative version, we start with some elementary remarks. Let R be a possibly 
non-commutative ring. Unless otherwise specified, we shall take "ideal" to mean 
"left ideal" and "module" to mean "left module". As in the commutative case, one 
checks easily that the following are equivalent: 

(a) Every ideal J < R is finitely generated. 
(b) Every ascending chain JQ < J\ < . . . of ideals is eventually constant. 
(c) Any submodule of a finitely generated module over R is finitely generated. 
(d) Every ascending chain of submodules of a finitely generated module over R 

is eventually constant. 
If so, we say that R is (left) Noetherian. If R is a graded ring and all ideals and 
modules are required to be homogeneous, then the corresponding conditions are 
again equivalent; if they hold, we say that R is Noetherian in the graded sense. 

Lemma 2.25. Let R—*Sbea map of rings such that S is finitely generated and 
free both as a left R-module and a right R-module. Then S is left Noetherian if and 
only if R is left Noetherian. Similarly for the graded case. 

Proof. Suppose that R is Noetherian. Then any ascending chain of ideals in S 
is a chain of iJ-submodules of a finitely generated i?-module, and thus eventually 
constant. 

Conversely, suppose that S is Noetherian, and that S = (B^ aiR. Then the 
map 

Jt->SJ = @aiJ~($J 
i i 

embeds the lattice of ideals in R into the Noetherian lattice of ideals in S, so R is 
Noetherian. • 
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16 M. HOVEY AND N. P. STRICKLAND 

Lemma 2.26. Let R* be a graded algebra over K* (so that K* is central in i?*). 
Write R = R*/(vn — 1) andir: R* —> R for the projection map. If R is Noetherian, 
then R* is Noetherian in the graded sense. 
Proof It is enough to show that the map J H-> TT J embeds the lattice of homoge­
neous ideals of i?* into the Noetherian lattice of ideals in i?, and thus enough to 
show that the set of homogeneous elements in 7r_17r J is just J. As R* /J is a graded 
module over the graded field if*, it is free, generated by elements e* of degree di 
say. Suppose that a G i?* is homogeneous of degree d; then a = ]T\ aiVn ~ *"'Vn'ei 
(mod J) where a; G Fp , and a* is zero if the indicated exponent of vn is not an 
integer. If 7r(a) G n(J) then Yliaiir(ei) = 0, but it is clear that {7r(ei)} is a basis 
for R/irJy so that a% — 0 for all i and thus a G J. • 

Lemma 2.27. Ze£ R be ring, and {Is} a decreasing filtration such that Jo = R and 
Islt < Is+t- Suppose that R/Is is a finite set for all s, that R = lim R/Is, and 

<— s 
that the associated graded ring R' = EQR = Yls Is/Is+i is Noetherian. Then R is 
Noetherian. 
Proof. Let J be a left ideal in R. Then J' = n s ( ^ n ^ ) / ( ^ n ^ + i ) 1 S a ^ i(*eal *n 

Rf. It is thus finitely generated, so there are elements a* G Jnldi (for i — 1,. . . , m 
say) whose images generate J'. This means that for any element a G J f)Is there 
are elements bi such that a = J2i ̂ iai (m°d J fl Is+i). In other words, if if < J 
is the ideal generated by {ai, . . . , am}, then J f l J5 < if + J f l J5+i. It follows 
easily that J = J fl Jo is contained in f]s(K + Js), which is the closure of K in the 
evident topology given by the ideals J5. On the other hand, as R/Is is finite, we 
see that R is J-adically compact and Hausdorff. As K is the image of an evident 
continuous map Rm —> i?, we see that K is compact and thus closed. It follows 
that J = K = (ai , . . . , am), which is finitely generated as required. • 

We next recall that for each k > 0, the ideal (tj \ 0 < j < k) < E* is a Hopf ideal, 
so that £(&)* = S*/(tj | 0 < j < k) is a Hopf algebra, and E(fc)* is a quotient 
Hopf algebra of S*. We also write S = E*/(vn - 1 ) and S(k) = E(fc)*/(vn - 1 ) . We 
write 5* = Hom(5,Fp) and S(k)* = Hom(S,(fc),Fp). Note that Ravenel [Rav86] 
calls these objects E(n, &)*, 5(n, fc) and so on. 
Proposition 2.28. J/fc > pn/(p—l) then the Hopf algebra 5(&)* can be filtered so 
that the associated graded ring is a commutative formal power series algebra over 
F p on n2 generators. 
Proof. In this proof, all theorem numbers and so on refer to the book [Rav86]. Our 
proposition is essentially RavenePs Theorem 6.3.3. That theorem appears to apply 
to S rather than 5*, but this is a typo; this becomes clear if we read the preceding 
paragraph. Some modifications are necessary to replace 5* by 5(&)*, and anyway 
Ravenel does not give an explicit proof of his theorem, so we will fill in some details. 

The Hopf algebra filtration of S given by Theorem 6.3.1 clearly induces a filtra­
tion on S(k). It is easy to see that 

E°S(k) = T[tij\i>kjGZ/n] 
as rings, where T[t] = T?P[t]/tp and Uj corresponds to i? . There is therefore an 
automorphism F on E°S(k) that takes Uj to Uj+i which has order n. Moreover, 
this is a connected graded Hopf algebra (using the grading coming from the filtra­
tion, so that the degree of Uj is the integer dn^ of Theorem 6.3.1). The coproduct 

Licensed to Univ of Rochester.  Prepared on Fri Sep  3 17:48:55 EDT 2021for download from IP 128.151.124.135.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms



MORAVA ^-THEORIES AND LOCALISATION 17 

is given by Theorem 4.3.34, which says that A(Uj) is the sum of the elements in a 
certain unordered list Ay. These lists are used in such a way that we may ignore 
any terms which have filtration less than that of £y. We start with the list 

M y = {£y ® l , l ® * y } . 
(This comes from Lemma 4.3.32, using the fact that k > pn/(p — l).) We also recall 
the Witt polynomials wj defined in Lemma 4.3.8. We are working modulo p so 
we have wj = w?j, . In E°S(k) we must interpret this as wj = FWJW~\J\w\j\. 
We have set vn = 1 and killed all other v's, so vj = 0 unless J has the form 
J = Jr = (n , . . . ,n) (with r terms), in which case vj = 1. With these observations, 
Lemma 4.3.33 becomes 

Ay = M y U {F-rWr(Ai-nrj) \ T > 0}. 

As Mij is invariant under the twist map, we see that the same holds for Ay, and 
thus that E°S(k) is cocommutative. We also see that 

A(£y) = Uj ® 1 + 1 ® tij + wi(U-n,j-i ® 1,1 ® *i- n , i - i ) (mod t r a | r < i - n). 
Here w\ is given by 

w1(xux2,...) = (53^? - (X^X*)P)/^ 
t t 

It is not hard to conclude that the Verschiebung is 

V(Uj) = t i - n j _ i (mod t r 5 | r < i — n). 

We also observe that the degree of Uj is less than that of tki whenever i < k (this 
follows easily from the definition in Theorem 6.3.1). It follows by induction on i 
that each Uj lies in the image of V, so that V is surjective. 

We now dualise, and conclude that EoS(k)* is a bicommutative connected graded 
Hopf algebra for which the Frobenius map is injective. We can thus apply the Borel 
structure theory [Spa66, Section 5.8][Bor53] to conclude that EoS(k)* is a formal 
power series algebra. By looking at the Poincare series, we see that there must be n2 

generators, in degrees equal to those of the elements tk+ij for 0 < i,j < n. (With a 
little more work, one can check that the generators are dual to these elements.) • 

We can now prove as promised that E* is Noetherian. 

Proof of Theorem 2.24- According to Lemma 2.26, it is enough to check that 5* is 
Noetherian. By Lemma 2.27, it is enough to check that EoS* is Noetherian. We 
have an extension of Hopf algebras 

S'(k) = Fp[tu... , t * - i ] / ( t f - tj)^ S - » S(fe), 

and thus an injective map of connected graded Hopf algebras EoS(k)*>—> EoS*. 
It follows from the Milnor-Moore theorem (the dual of [Rav86, Corollary Al.1.20]) 
that EoS* is a free (as a left or right module) over EoS(k)*. The rank is just 
dim(S"(fc)) < oo. Thus, by Lemma 2.25, it is enough to check that E°S(k)* is 
Noetherian, and this follows from Proposition 2.28. • 

We next show that S* is local in a suitable sense. Let I be the kernel of the 
augmentation map S* —> K*. 

Propos i t ion 2.29. E* = lim S*/Jfc. 
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IS M. HOVEY AND N. P. STRICKLAND 

Proof. This follows easily from the fact [Rav86, Theorem 6.3.3] that 5* has a fil­
tration whose associated graded ring is a graded connected Hopf algebra of finite 
type. • 

This gives us a version of Nakayama's lemma. 

Corollary 2.30. Let M be a finitely generated graded module over E*. IflM — M 
then M = 0. 

Proof. If M — E*ra is cyclic and IM = M, then m = am for some a € I. This 
means that (1 — a)m = 0, but the sum Ylk ak converges to an inverse for (1 — a), 
so M = 0 as required. 

More generally, suppose M = E*{mi , . . . ,771*;} and IM = M. Write M' = 
S*{mi,.*. ,mjb_i}, so that iV = MjM' is cyclic and IN = iV. It follows that 
N = 0, so M — M' , and the claim follows by induction on k. • 

This means that the usual theory of minimal projective resolutions applies. 

Corollary 2.31. Let M be a finitely generated graded module over E*. Then M 
has a resolution P* —> M by finitely generated free modules over E*, such that the 
maps Pk/IPk —> jPfc-i/IPfc-i are zero. T/iis is a retract of any other projective 
resolution, and is unique up to non-canonical isomorphism. 

Proof. Suppose that the first k stages 

M < - P 0 < - . . . < - P f c _ i 
have been constructed. Let N be the kernel of the differential Pk-i —> Pk-2* As 
Pfc_i is finitely generated and E* is Noetherian, we see that N is finitely generated. 
We can thus choose finitely many elements TZI, . . . , n r in N giving a basis for N/IN 
over K*. Let Pk be a direct sum of r copies of E* (suitably shifted in degree), and 
let Pk —> N —> Pk-i be the obvious map. We leave it to the reader to check that 
this does the job. • 

3 . if-INJECTIVE SPECTRA 

We say that a spectrum X is K-injective if it is equivalent to a wedge of sus­
pensions of copies of K. 

Remark 3.1. It will follow from the results below that this is consistent with Defi­
nition 2.23. 

We recall a number of facts about such spectra, and prove a few more. 
We start by considering iiT-module spectra. If p > 2 then K is commutative, 

and if p = 2 it has a canonical antiautomorphism x with x 2 = 1 ( s e e [Nas96]), so 
we can convert freely between left and right modules. 

Proposition 3.2. Suppose that R is a ring spectrum, M is an R-module spectrum, 
and X is arbitrary. Then there are natural R-module structures on MAX, F(X, M) 
and F(M,X). Moreover, if R = K, then M is a wedge of suspensions of K. 

Proof. For the first part, let \x\ R A M —> M be the i?-module structure map. We 
can make MAX into a ii-module with structure map /z A lx - We can use the 
following composite as a structure map for P ( X , M ) : 

R A F(X, M) = P ( 5 , R) A F{X> M) A F(X, RAM)-^ F(X, M). 
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MORAVA tf-THEORIES AND LOCALISATION 19 

Finally, the structure map R A F(M, X) —» F(M, X) is adjoint to the following 
composite: 

MARAF(M,X) ^ RAM AF(M,X) ^ M AF(M,X) - ^ X. 
For the last part, note that if* is a graded field, so M* is necessarily a free module 
over if*, say M* = if*{ei \ i G / } . Each map e%\ S^ —> M gives a if-module 
map S'e i ' i f —> M, so we have a map Vi S ^ ' i f —> M which is an equivalence by 
construction. • 

The following proposition (most of which appears in [HS]) summarises the main 
facts that we need. 

Propos i t ion 3.3» 

(a) For any spectrum X, the smash product K AX is K-injective. 
(b) A spectrum X is K-injective if and only if it admits a K-module structure. 
(c) Any retract of a K-injective spectrum is K-injective. 
(d) If X is K-injective, then n*X has a natural structure as a K*-module. Any 

map f : X —*Y of K-injective spectra induces a K*-linear map /* : TT*X —> 
7T*Y. 

(e) Iff:X—>Y is a map of K-injective spectra such that /* is a monomorphism 
of K*-modules, then f is a split monomorphism and the cofibre of f is K-
injective. If f is compatible with given module structures on X and Y, then 
the splitting may also be chosen compatibly. Similarly for epimorphisms. 

(f) If {Xi} is a family of K-injective spectra, then the natural map Vi-^i ~~> 

Yli Xi is a split monomorphism. 

Proof, (a) KAX is clearly a if-module, and thus if-injective by Proposition 3.2. 
(b) It is clear that a if-injective spectrum admits a module structure; the converse 

is just Proposition 3.2 again. 
(c) This is proved after (d). 
(d) Any choice of if-module structure on X gives a if*-module structure on 

7r*X. Suppose that we have two different module structures, given by maps 
a,/?: K A X —» X. We then have a map 

7 = ( i f Aif A J f - ^ i f AX A Jf). 

We need to prove that they give the same if*-module structure on 7r*X, or 
equivalently that multiplication by vn is the same whether we define it using a 
or /?. The main point is that r]L(vn) = f}R(vn) in if*if, which is a well-known 
calculation. The two different ^-multiplications are given by composing 7 
with the two maps 

a' = 7)AvnAl: E ^ U f - > if A if AX 
p' = vnAr}Al:XMX->KAKAX 

and applying 7r*. If X = if then the fact that r)L,{vn) = VR(VTI) shows that 
71** (a') = 7r*(/?'). This remains true for any if-injective spectrum X, because 
X is a wedge of suspended copies of if. It follows that the two if*-module 
structures coincide, as claimed. 

Before proving the rest of (d), we need to prove a part of (f). Namely, given 
a set I and integers di for i € I , we show that the natural map Vi S d i i f —> 
Yli *£>diK is a split monomorphism. Note that this map is a map of if-module 
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20 M. HOVEY AND N. P. STRICKLAND 

spectra, so induces the usual monomorphism of if*-modules Q ^ ^ i f * —> 
fli XdiK*. Extend the usual basis {e*} of © . Ediif* to a basis of J]; Edi.K* by 
adding new basis elements fj for j G J. Just as in the proof of Proposition 3.2, 
we get an equivalence V* Sdiif VV^ E^'lif —> fL ^K* This gives an obvious 
left Inverse to the inclusion of the wedge, as required. 

Now consider a map / : X —> Y of if-injective spectra. We claim that 
/*: 7r*X —> 7r*y is if*-linear. Note that X is a wedge of K% and we have 
just shown that Y is a retract of a product of if's; this reduces us easily to 
the case X = Y = if (up to suspension). The usual theory of flat ring spectra 
shows that if E is such a thing then the graded map r*: E* —> £7* induced by 
a graded map r: E —> E (that is, an element r G E*E = Hom£#(jE?*.E,jE*)) 
is the composite E* -^* £?*£? A E*. Normally, rjR is a homomorphism of 
right jE*-modules, but for E = K we have rjR^rjL- Thus, r* is if*-linear. 

(c) Let X be if-injective, and e : I - ^ I a n idempotent. By (d) we know that 
e* is if*-linear, and thus 7r*X splits as a direct sum 7r*eX 0 7r*(l — e)X 
of if*-modules. By choosing a basis for 7r*X adapted to this splitting and 
proceeding as in the proof of Proposition 3.2, we see that eX is if-injective. 

(e) Let / : X —> Y be a map of if-injective spectra such that /*: X* —> Y* is 
a monomorphism. Note that the image is a if*-submodule by (d). Choose 
elements {e* G Y* | i G /} giving a basis for Y*//*X*. Choose a if-module 
structure on Y, and use it to convert the maps e*: S^ —> Y into module 
maps E^ ' i f —> Y, and thus a map Z = \fiTi^K —• Y. By construction, 
the evident map X V Z —> Y is an equivalence, so that X —> Y is a split 
monomorphism with cofibre Z. Clearly, if / is compatible with given module 
structures on X and Y, then the splitting will also be compatible. The proof 
for epimorphisms is similar. 

(f) This follows immediately from (e). 
• 

Recall that E* = K*E = (E*E)/Jn, using the invariance of Jn. There is thus 
a natural coaction of E* on (E*X)/In induced from the coaction of E*E. In 
particular, if X is such that E*X is annihilated by In then E*X is a comodule over 
E*. 
Proposition 3.4. Let M be a K-module spectrum, and X a spectrum. Then there 
are natural isomorphisms 

M*X ~ M* ®Km K*X 
[X, M]* ~ Hom^ (if*X, M*) 

£*M ~ E* ®Km M* 
M* ~ Prims, E*M 

Proof. The map 

MAKAX-^^MAX 
induces a natural map M* ®K* K*X —> M*X, which is visibly an isomorphism 
when X is a sphere. Both sides are homology theories because M* is free over if*, 
so the map is an isomorphism for all X. The second part is similar. 

The third part follows from the first part, since we have 
J5*M = M*£ = M* ®Km K*E = M* ®K* 2*. 
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A diagram chase shows that this is actually an isomorphism of comodules (where 
M* has trivial coaction) from which the fourth part is immediate. • 

4. GENERALISED M O O R E SPECTRA 

We now discuss generalised Moore spectra. The most important ideas are due 
to Hopkins and Smith [HS], and are also explained in [Rav92a, Chapter 6]. Here 
we offer some convenient technical improvements. 

In this section, if we write w: X —> Y then we always allow the possibility that 
w has nonzero degree, but we always insist that the degree should be even. 

We shall consider vn self maps with two extra properties. The first is strong 
centralitjr in the following sense: 

Definition 4 .1 . Let X be a finite spectrum. We say that a self map w: X —> X 
is strongly central if lx A w is central in End(X AX)*. 

It seems that this condition was first considered by Ethan Devinatz [Dev92]. It 
turns out to have surprisingly strong implications. To explain this, we need the 
following definition. 

Definition 4.2. If X is a finite spectrum, we let 3x be the full subcategory of 
(possibly infinite) spectra Y such that Y may be written as a retract of some 
spectrum of the form X A Z. (Note that we do not take such a retraction as part 
of the structure of Y.) 

Remark 4.3. Let R be the finite ring spectrum End(X) = F(X,X) = DX A X. 
If Y is an 22-injective spectrum then Y is a retract of R A Y = X A (DX A Y), 
so 7 G Jx- Conversely, if Y G 3x then Y is a retract of some spectrum X A Z, 
which is an J?-module (because X is). It follows that 3x is precisely the category 
of i?-injective spectra, and thus that it is closed under products, coproducts, and 
retracts. Moreover, if Y G 3x and U is an arbitrary spectrum then Y A {7, F(U, Y) 
and F(Y, U) are all in 3x (by Proposition 3.2). 

Later in this section we will prove the following result. 

Propos i t ion 4.4. Let v be a strongly central self-map of a finite spectrum X. Then 
there is a unique natural transformation vy:Y—>Y for Y G 3x, such that VXAZ = 
v A lz for all spectra Z. Furthermore, vy/\z = vy A \z for all Y G 3x and all 
spectra Z. • 

This means that when we work with spectra in 3x we can pretend that v is an 
element of TT*S. We will often write v instead of vy. 

Our second extra condition involves the group of MC/-module self maps of MUA 
X. This can be interpreted in two different ways. On the one hand, we can work 
entirely in the homotopy category of spectra. The spectrum MU is a ring object 
in this category, so we can consider the category of modules over it; we shall call 
this QMU' On the other hand, we can work in the derived category T>MU of strict 
M[7-modules, as explained in Section 1. In the present context it does not matter 
which interpretation we use, because 

GMU(MU A X, M)* = T>MU(MU A X, M)* = [X, M]„. 

In particular, 

eMu(MUAX,MUAX)* = [X,X AMC/]* = MU*(DX AX). 
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Definition 4.5. Let X be a p-local finite spectrum of type at least n > 0. We say 
that w: S p W x —> X is a (700c? z;n 5eZ/ map if 

1. I Aw = v£ Aim QMU(MU A X,MU AX). 
2. iy is strongly central. 

Every good vn self map is a vn self map in the sense of Hopkins and Smith [HS]. 
Indeed, we shall eventually prove the following result: 

Theo rem 4.6. Any finite spectrum X of type at least n > 0 admits a good vn self 
map, and ifv and w are two such maps then vv% = wp3 for some i andj. Moreover, 
for any MU-module spectrum M £ GMU we have 

1 A w = v£* A 1: M A X -> M A X. 

If M is an object of T^MUJ then the above equation also holds when interpreted 
in T>MU> In any case, it follows that the induced map w*: M*X —> M*X is just 
multiplication by v% . • 

We now start work on the proofs. 

L e m m a 4.7. Let w be a strongly central self map of a finite spectrum X. Then 
w A lx = lx A w in End(X A l ) * . Moreover, for any spectra Y", Z and any map 
u: X AY —> X AZ , the following diagram commutes: 

XAY —^XAZ 

wAl wAl 

XAY —^-*XAZ 

(In particular, by taking Z = Y we see that w A 1 is central in End(X A Y)*; in 
particular, by taking Y = S we see that w is central in End(X)*.) 

Proof Let w be a strongly central self map of a finite spectrum X. Let r G 
End(X A X) be the twist map. As l x A w is central, we have 

lx A w = r o ( l x A w) o r = w A l x -

Now consider a map u: X AY —> X AZ, and write 

g = u o (w A ly) — (w A \z) o u, 

so the claim is that g = 0. By rewriting l x A w as w A l x j we see that both com­
posites in the following diagram are wAu, and thus that the diagram commutes. 

XAXAY - ^ l A l A Z 

l A w A l l A w A l 

X A X A Y —-* XAXAZ 
lAu 

This means that l x A g = 0; a fortiori we have IDXAX A g = 0. On the other 
hand, X A Z is a module-spectrum over DX A X = End(X), so the map 

V A IXAZ : X A Z -> DX AX AX A Z 
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is a split monomorphism. By considering the following diagram, we conclude that 
g = 0 as claimed. 

9 
XAY 

DXAXAXAY lAg=0 

^ XAZ 

U7AI 

t DXAXAXAZ 

• 
Proof of Proposition 4-4- Let Y be a spectrum in 3x- We can choose a spectrum 
Z and maps Y -^ X AZ -^>Y such that qj = l y . By naturality, we must define 
t;y = q(v A l)j :Y —*Y. Suppose that we have a different spectrum Z' and maps 

y ^ l A Z ' - ^ y with q'j' = l y . We claim that q'(v A l)f = g(v A l ) j , so that 
our definition is independent of the choice of Z, j and q. To see this, note that 
Lemma 4.7 gives fq(v A lz) = (v A lz')fq- We thus have 

g(v A l ) j = g ' j ' g^ A l ) j = q'(vA l)j'qj = q'(v A l)f 

as required. It follows that vy/\z = vy A lz as well. 
Now suppose that we have a morphism / : Y$ —> Y\ in dx- We need to show 

that v is natural with respect to / , or in other words that the central square in the 
following diagram commutes: 

XAZ0 

vAl 

XAZ0 

XAZi 

vAl 

XAZX 

Because Yb, Y\ are in 3x> we can choose spectra Zo, Z\ and a split monomorphism 
ji and split epimorphism go as shown. By the definition of v given above, the outer 
squares commute. The total rectangle commutes by Lemma 4.7. It follows easily 
that the middle square commutes, as required. • 

Definition 4.8. A \x-spectrum is a spectrum X equipped with maps S -^ X <^-
X AX such that 

M O ( T 7 A 1 ) = 1 :X-*X. 

(We reserve the term ring spectrum for examples in which /i is associative and 77 is 
a two-sided unit.) If X is a //-spectrum, then TT*X is a (possibly non-associative) 
graded ring, with possibly only a left unit. A module spectrum over X is a spectrum 
Y equipped with a map v : X AY —>Y such that v o (JJ A 1) = 1 : Y —> Y. Note 
that this is independent of \i. If X —> Y is a map of //-spectra, then Y has an 
obvious structure as an X-module; in particular, X is an X-module. We shall say 
that a //-spectrum X is atomic if every map f:X—>X such that frj = 77 is an 
isomorphism. 

Definition 4.9. Given a finite //-spectrum X and an element v € ^ X , we define 

X(v) = (S d X ^ l A l A l ) e [ I , *]<*. 
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If X(v) is a strongly central self map of X, we say that v is a strongly central element 
of 77*X. If in addition the Hurewicz image of v in MU*X is (the image under the 

k 

unit map of) v% for some fc, we say that v is a good vn element . Given a self map 
w: S d X —» X, we define r]*(w) =worj€ ^dX. 
Proposition 4.10. Let X be a finite, atomic /jt-spectrum. Then every strongly 
central self map of X is a map of X-modules. Moreover, the set of such maps 
forms a commutative and associative ring under composition, which is isomorphic 
to the ring of strongly central elements ofir+X via A and rf. This also induces a 
bisection between good vn self maps and good vn elements. 

Proof. Write A* for the set of strongly central self maps of X\ this is clearly a 
commutative and associative graded ring under composition. Write B* for the set 
of strongly central elements of 7r*X, SO we have a map A: B* —> A*. 

Consider w € A*. We first claim that w is a map of X-modules, in other words 
that the following diagram commutes. 

XAX lAtu XAX 

X •* X 

This is just Lemma 4.7 (with Y = X,Z = S,u = fi). 
Next, we claim that w = A(7?*w). To see this, write v = ifw and consider the 

following diagram. 

* X 

XAX wAl—lAw 

r? A1 

XAX 

We remarked earlier that wAl commutes with the twist map and thus wAl = 1 Aw. 
By thinking of this map as 1 A w we see that the square commutes and that the 
diagonal map is r\ A w. By thinking of it as w A 1 instead we see that the diagonal 
can also be described as t ; A l . The right hand triangle commutes by the axiom 
for a ^-spectrum. By looking at the long composite in the diagram we see that 
w = \(T]*W) as claimed. 

This means that v G JB*, SO we have maps 

with A?7* = 1. 
Next, consider two strongly central self maps w,w', and write v = rfw and 

vr = rfwf. We claim that rf(ww') = vv' (which means fxo (v A v')). This follows 
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by inspecting the following diagram: 
vAv' 

> I M 

Thus, rf is a ring map from A* to JB*. 
Next, consider the map 6 = \x o (1A rj): X —> X. As we do not assume that rj is 

a two-sided unit for ju, this need not be the identity. However, it is easy to see that 
07] = 7j\ as X is atomic, we conclude that 6 is an isomorphism. For any v G J3*, we 
have a commutative diagram as follows: 

X 

This shows that r}*A(v) = 0 o v, so that A: 5* —» A* is injective. As A77* = 1, it is 
not hard to see that A and rf are mutually inverse isomorphisms. 

We leave it to the reader to check that good vn self maps go to good vn elements 
and vice versa. • 

In view of the above proposition, we allow ourselves to write v for A(t>), when v 
is a strongly central homotopy element for a finite, atomic ^-spectrum. 

Proposition 4.11. Let X be a finite atomic y-spectrum, and v E 7r*X a strongly 
central element Suppose that k > 1, and let X/vk be the cofibre ofvk: X —> X. 
Then X/vk can be made into a fi-spectrum in such a way that the map q: X —> 
X/vk is a map of fi-spectra and the maps 

X X 1+ X/v k <* EX 

are maps of X-modules. 

Proof. This is essentially due to Ethan Devinatz [Dev92]. His Theorem 1 states 
that if w: X —> X is a self map of a finite //-spectrum and 

(i) w is strongly central 
(ii) w2 is a map of X-modules 

then X/w2 can be made into a ju-spectrum, with properties essentially above. Our 
Proposition 4.10 shows that hypothesis (ii) is redundant. We assume that X is 
atomic so that we can translate cleanly between (powers of) strongly central self 
maps and homotopy elements. This proves the case k = 2 of our claim. The 
general case is essentially the same; in Devinatz's Lemma 5, one simply has to apply 

k — 1 

Verdier's axiom to the maps X ——> X A X rather than X A X A X. D 

Definition 4.12. Consider an ideal i" < MC/* of the form 

where each a* is a power of p. We call n the height of I. We give a recursive defini­
tion of "generalised Moore spectra of type S/I"; such a thing will be a certain kind 
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of finite, atomic ^-spectrum. The only spectrum of type 5/0 is S, equipped with 
the obvious structure. Consider an ideal / as above, and write J = (VQ°, . . . , t^-22)-
A /x-spectrum X has type S/I if there is a //-spectrum Y of type S/J with a good 
vn-i self map v of degree \v^Ti | and a cofibration X A X -^ Y —> EX such that 
q is a map of //-spectra and q and d are maps of X-modules. 

If a spectrum of type S/I exists, we shall refer to it as S/I; this is an abuse, 
as there may be many non-isomorphic spectra of type S/I. It is easy to see that 
the unit map S —> S/I induces an isomorphism MU*/I ~ MU*(S/I). It follows 
that any map / : S/I —> S/I with / o rj = r\ satisfies MU*f = 1 and thus is an 
isomorphism; this means that S/I is atomic. We can also construct an object 
MU/I G T>MU by the methods of [EKMM96, Chapter V] or [Str96], and it is easy 
to check that MU A S/I is isomorphic in T>MU to MU/I. 

Proposition 4.13. Suppose that there is a spectrum X of type S/I; then it has a 
good vn element, and thus 5 / ( 7 , ^ ) exists forj ^> 0. 

Proof. This is based on results in [HS]; we refer instead to [Rav92a] as it is more 
readily available. 

By [Rav92a, Theorem 1.5.4], there exists k > 0 and a map w G End(X)* such 
that K(rn)*w = 0 for m ^ n, and K*w = K(ri)*w is an isomorphism. By [Rav92a, 
Lemma 6.1.1], we may assume that K*w = vT

n for some r. By examining the 
proofs, we see that r may be assumed to have the form pk. It follows that 1 A w G 

k 

End(X A X)* also has AT(ra)*(l A w) = 0 for m ^ n and A"*(l A w) = v% . Thus, 
by [Rav92a, Lemma 6.1.2], the map 1 A wp% is central in End(X A X)* for large i. 
After replacing w by wp*, we may assume that w is a strongly central self map of 
X. Write v = rfw G 7r*X, SO that v is a strongly central element. Note that v 
maps to a primitive element v' in the MC/*MC7-comodule MU*X = MU*/I. As 
Prim(M£/*/.Zn) = Fp[vn], we conclude that v' = av% (mod In) for some a G Fp. 

k 

Recall that K*v = v^ ; by comparing the unit maps, we conclude that a = 1. 
Using [HS, Lemma 3.4], we see that (t/)p* = v% for i ^> 0; we may replace v 
by vpt and thus assume that vf = v^ . This means that v is a good vn element, 
as required. Using Proposition 4.11, we see that S/{I^v^) = X/vp3 exists when 
j>k. • 
Corollary 4.14. For any ideal J < MU* with radical In, there exists an ideal 
I = (VQ° , . . . , v„Ti) such that I < J and S/I exists. • 
Corollary 4.15. Any finite spectrum X of type at least n admits a good vn self 
map. 

Proof. Let 6 be the category of those X that admit a good vn self map. Spectra of 
type S/I (where J has height n) lie in 6, so it will suffice to check that C is thick. 
It is clearly closed under suspensions. Suppose that X G C and that e: X —> X is 
idempotent. Write Y = eX and Z = (1 — e)X, so that X = YW Z. Choose a good 
vn self map w: X —> X. As w is central, it commutes with e, so it must have the 
form uVv where u:Y—*Y and v: Z —> Z. It is easy to check that u and v are 
good vn self maps, so 6 is closed under retracts. 

Now consider a cofibration X —> Y -^ Z with X, Z G 6. For fc ^> 0, we can 
choose good vn self maps n: X —> X and w: Z —• Z with \u\ = |w| = |z;£ |. We 

Licensed to Univ of Rochester.  Prepared on Fri Sep  3 17:48:55 EDT 2021for download from IP 128.151.124.135.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms



MORAVA K-THEORIES AND LOCALISATION 27 

may also choose a. compatible fill-in map v: Y —> Y. After replacing u, v and w 
by suitable iterates, we may assume that v is strongly central. Indeed, u and w 
are strongly central, s o l A v - v A l i s nilpotent. It follows from [HS, Lemma 3.4] 
that v^ is strongly central for large j . For typographical convenience, we write 
x = v% : MU —> M?7. We thus have a commutative diagram 

MU AX - ^ MU AY - ^ - > MC/AZ 

x A l lAv s A l 

MUAX ——> M C / A y -T—> MC/AZ 
1A/ lAp 

Write d = l A t / - s A l £ End(MCMY)*. Note that do ( lA/ ) = 0 and (lAp)od = 0, 
so that d can be written in the form (1A g) o r and also in the form s o (1A / ) . Thus 
d2 factors through (1A / ) (1 A g) = 0, so d2 = 0. As # A1 commutes with 1A v, the 
same is true of d. Thus we have 

I A / = / A I + p^x^-1 A i)d. 

Moreover, we may assume that n > 0 so that End(Mi!7 A7)* is a torsion group. It 
follows that 

ir^v? =x
p A l = t # A l 

for i > 0, as required. D 

Proof of Theorem 4-6. Let X be a finite spectrum of type at least n. We know 
k 

from Corollary 4.15 that X admits a good vn self map v, with \v\ = |t>£ | say. Let 
w be another such map. By the asymptotic uniqueness of vn self maps [Rav92a, 
Lemma 6.1.3], we know that vN = wM for some N and M. By inspecting the 
proof (bearing in mind that MU*v and MU*w are powers of vn and not merely 
unit multiples of powers of vn) we see that M and N may be taken to be powers 
of p. 

Now let M be a module-spectrum over MU in the classical sense, so M £ GMU', 
let v: M A MU —> M be the structure map. Using the bijection GMU(MU A 
X, MUAX) = [X,M£/ A X], we find that 

7]Av = v£ Al:X ->MUAX. 

By applying M A (—) and composing with i / A l x , w e find that 

lAv = v?k Al:MAX ->MAX 

as claimed. 
On the other hand, let N be an M£/-module in the strict sense, so N £ DMC/. 

We know that 

lAv = v£ Ale GMu(MU AX,MU AX) = <DMu{MU AX,MU AX). 

We can apply the functor N AMU (—) • ©MC/ —> ^ M C / to this equation and conclude 
that 

lAv = v£ AleTtMutN AX,N AX) 
as claimed. • 

Propos i t ion 4.16. If S/I is a generalised Moore spectrum and X is an S/I-
module then S/I AX is a wedge of finitely many suspended copies of X. 
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Proof. We may assume that J has nonzero height, so S/I = S/(J,v) for some 
generalised Moore spectrum S/J and some good vn element v. Note that there is a 
map S/J —> S/I of ^-spectra so X is a module over S/J. Thus X e 3 s/J a n d vx is 
defined. By induction we may assume that W = X A S/J is a wedge of suspended 
copies of X , and thus that X A S/I is the cofibre of vw • W —> W. However, it is 
clear that v$/i = 0 and X is a retract of S/I A X so vx = 0 so vw = 0. It follows 
that X A 5 / 1 is a wedge of suspended copies of X, as claimed. • 

Proposition 4.17. Let X be a spectrum. Then the following are equivalent: 
(a) X is a retract of some spectrum of the form YhZ, where Z is a finite spectrum 

of type at least n. 
(b) There is a generalised Moore spectrum S/I of type n such that X is a module 

over S/I. 
Moreover, the category of such X is an ideal. 

Proof. (a)=^(b): It is enough to show that Z is a module over some S/I of type n. 
By induction, we may assume that it is a module over some S/J of type n — 1. Let 
v b e a good vn-i self map of S/J. As K(n — l)*Z = 0 and K(m)*v = 0 for all 
m ^ n - 1 , the Nilpotence Theorem [DHS88] tells us that v A l : S/JAZ -> S/JhZ 
is nilpotent, say vp A 1 = 0. It follows that Z is a module over S/(J,vp ). 

(b)=Ka): Clear. 
Suppose that X —> Y —> Z is a cofibration and that X and Z satisfy (b). We 

claim that Y satisfies (b) as well. By induction, we may assume that X, Y and Z 
are all modules over some S/J of type n — 1. Let v be a good vn_i self map of S/J. 
By the argument above we see that vx and vz are nilpotent, and it follows easily 
that vy is nilpotent, say Vy = 0. It follows that Y is a module over S/(J,vp ). 
This shows that the category in question is thick. Using (a) it is trivial to see that 
it is an ideal. • 

It is sometimes convenient to know that S/I is self-dual. 

Proposition 4.18. Let X be a spectrum of type S/I, and let d be the dimension 
of its top cell. Then there is an isomorphism HdDX = X. 

Proof. Write J = (J, v^ ), so there is a generalised Moore spectrum Y of type S/J 
and a good vn self map v of Y such that X = Y/v. We can assume by induction 
that Y is self-dual. Given any map / : U —> V, Df is the composite 

D v i ^ > D V A U A D U ^ ^ > D V A V A D U ^1> D U 

In particular, IDY = D(1Y) = (e A 1) o (1 A 77), so DY is in the category 3Y and 
we have a self map VDY of DY. Using the naturality of v with respect to 1A 77 and 
e A 1 we see that VDY = Dv. Now let t : Y —> DY be a self-duality isomorphism, 
where we have omitted the suspension. By the naturality of v with respect to £, we 
have toy = Dvot. Hence t induces an isomorphism from Y/v to (a suspension of) 
DY/Dv = D(Y/v), as required. • 

4.1. Towers of generalised Moore spectra. We next try to build a tower of 
spectra S/I{j)> where the I(j) all have height n, their intersection is trivial, and 
the maps are compatible with the unit maps S —> S/I(j). We start with some 
generalities about towers (or more general pro-systems) of finite spectra. These 
ideas also appear in [CS98]. 
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Let y be the category of finite spectra. Its pro-completion is the dual of the cat­
egory of those functors F: 3 —> Sets that can be written as a small filtered colimit 
of representable functors. Consider two such functors, say FZ = lim [J*Q, Z] and 

—* i€l 
GZ = lim [Yj, Z}. Using the Yoneda lemma, we see that 

Pro(30CF,G) = [S,Sets](G,F) = [ ^ S e t s J C l m K - , ^ , ! ^ ^ , ^ ) == l i m l i m ^ , ^ ] . 
j i j i 

An alternate definition of Pro(9r) is as the category of pairs ( I ,X) , where i" is a 
small filtered category, {Xi} is an Iop-indexed system of finite spectra, and the 
morphisms from (/, X) to (J, Y) are given by the above formula. This clearly gives 
a category equivalent to the one described previously. 

Note that the Yoneda functor X —> [X, —] gives a full and faithful covariant 
embedding of S in Pro(9r), which we think of as an inclusion. Every object in 
Pro(9r) is an inverse limit of objects of & (because inverse limits in Pro(3r) are the 
same as direct limits in the functor category Pro(9r)op). 

There is a popular full subcategory Tow(9r) of Pro(9r) consisting of limits of 
towers (or equivalently, countable filtered systems with countably many morphisms) 
of representable functors. In this case we can be more explicit about the morphisms. 
Let Seq(9r) be the category of inverse sequences of finite spectra, like 

Xo <— X\ <— X2 <— . . . . 

The maps from X. to Y. are just systems of maps fk: Xk —> Yk making the evident 
diagrams commute. Let U be the directed set of strictly increasing maps N —> N. 
HueU and X. G Seq(?) then we define u*X. G Seq(3r) by (u*X.)k = Xu(k). The 
maps Xu(k) <— -X'u(fc-hi) are the evident composites of the maps Xj <— -Xj+i. It is 
not hard to check that 

Tow(3 r)(limX i,limy i) = limSeq(9:')(n*X.,y.)-
i j U 

In particular, a map / : X. —> Y. becomes zero in the Pro category if and only if 
there exists uGU such that the composite 

Xu(h+i) —> Xu(k) > Yu(k) 
is zero for all k. It is equivalent to say that for all i there exists j > i such that 
the composite Xj —> Xi —^Yi vanishes. In particular (taking / = 1) we see that 
lim Xi = 0 in Pro(5F) if and only if for all i there exists j > i such that the map 
*— i 

Xj —> Xi is zero. Note that this certainly implies that holimXi = 0 in §, but is a 
much stronger statement. 

It turns out that Pro(3r) is a rather familiar category in disguise. 

Proposition 4.19. Pro(3r) is the dual of the category of homology theories (or 
equivalently, spectra mod phantoms). Moreover, Tow(9r) corresponds to the subcat­
egory of homology theories with countable coefficients. 

Proof Any homology theory defined on finite spectra has an essentially unique 
extension to the category of all spectra, so it doesn't matter which we meant. 

As filtered colimits are exact, it is clear that any filtered colimit of representable 
functors is a homology theory. Conversely, let H be a homology theory. It is not 
hard to check that the category I of pairs (-X*, u) (where I G J and u G HX) 

Licensed to Univ of Rochester.  Prepared on Fri Sep  3 17:48:55 EDT 2021for download from IP 128.151.124.135.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms



30 M. HOVEY AND N. P. STRICKLAND 

is filtered, and it is formal that H = lim [X,—]. Moreover, I is essentially small 
because 3 is. 

If H has countable coefficients, then J is easily seen to be countable, so there is 
a cofinal functor N —> / , so H G Tow(9r). The converse is also clear. • 

Remark 4.20. As the smash product of a phantom map and any other map is phan­
tom, there is an induced smash product on the category of spectra mod phantoms. 
We can transfer this to the equivalent category of homology theories, or the dual 
category Pro(3r). One can easily check that with this definition we have 

(limXi) A (lim I}) = limX* A Yj = lim lim X* A Yj. 

Remark 4.21. One can see either directly from the definitions or from Proposi­
tion 4.19 that an object X G Pro(3r) is zero if and only if [X, W] = 0 for all We?, 
and that a map / : X —> Y in Pro(9r) is an isomorphism if and only if the induced 
map [X, W] <— [Y, W] is an isomorphism for all W G 3\ 

It follows from the above proposition that Pro(3r) is not a triangulated cate­
gory. Indeed, in a triangulated category every monomorphism is split, but any 
map of spectra with phantom fibre gives a non-split monomorphism of repre­
sented homology theories. Nonetheless, some features of triangulated categories 
remain. In particular, suppose that we have an inverse system of cofibre sequences 
Xi A Yi - ^ Zi - ^ EX*. Write X = lim X* G Pro(30 and so on, so we 

*— i 
have maps X —> Y -̂ > Z —> EX. For any W G $ we have an exact sequence 
[Xi, W] <— [Yi, W] <— [Zi, W] <r— [SXi, W]y and passage to direct limits gives an ex­
act sequence [X, W] J^ \Y, W) 4 l [Z, W] £ - [EX, W]. In view of Remark 4.21, 
we see that / is an isomorphism if and only if Z = 0. 

We next construct some special objects of Pro(9r). Fix an integer n and let 5Tn 
be the category of finite spectra of type at least n. Let An be the category of pairs 
(X, u) where X eJn and u: S —> X. It is easy to see that A£p is a filtered category, 
so we have an object Tn = lim X of Pro(9^). It is formal to check that this 

«- (x,u)eAn 
is the initial object in S | Pro(3r

n). 
Proposition 4.22. Fix an integer n. Then there exists a tower 

93 \r 92 v 91 v 

. . . > A.2 > A i > A o 

such that 
(a) Xi is a generalised Moore spectrum of type S/J(i) for some ideal J(i) of height 

n. 
(b) We have gi OTJI = r)i-\ for all i, where fy: S —> Xi is the unit map of the 

\i-spectrum Xi. 

(d) For any Z e$n we have Z = lim Z A Xi in Pro(9r
n). 

<— i 

Note that the unit maps rji give a map from S to lim Xi in Pro(3r); which is 
*— i 

implicitly used in (d). For any such tower, the corresponding object of S I Pro(9:'n) 
is isomorphic to Tn. 
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Remark 4.23. We shall often talk about towers of the form 

. . . -* S/J(3) -> S/J(2) -> 5 / J ( l ) -> S/J(0), 

by which we mean a tower with the properties mentioned in the above proposition. 
We will also use notation like holim S/J to refer to the homotopy inverse limit of 
any such tower. This depends only on the isomorphism class of the tower in Pro(3r) 
and thus is independent of the choices made. 

Proof. We assume that n > 1 and that the result holds for n—1; small modifications 
are required for n = 1, but we leave them to the reader. By induction, there is a 
tower {Wi} of the required type for the n — 1 case. Choose a spectrum Y of type n. 
Write W- for the cofibre of the map S —> Wf. These cofibres can be assembled into 
a tower. Because Y —» lim Y A W* is an isomorphism, we see that lim Y A W[ = 0. 

«— i <— i 
After replacing {Wi} and {W(} by cofinal subtowers, we may assume that the maps 
Y A W( -> Y A PF/_! are all zero. 

We shall recursively build a tower {Xi} and cofibrations as shown below, such 
that wi is a good vn-i self map, and l y A w$ = 0: Y A W* —> Y A W*. 

Wi •+ W i ->Xi •+ s w 

t C r V i / i 

-»• w i . 

Si wf^r'oA 

-*• X i _ i •+ S W i _ i Wi_i -

Suppose we have constructed all this up to the (i — l) ' th level. Choose a good 
j 

vn self map Wi of Wi. After replacing it/* by W? for some j > 0, we may assume 
k 

that Wi is compatible with tt/f_i, say faowi = w^_1 o /$ for some A:. We may also 
assume that A: > 0 and l y A Wi = 0. We let Xi be the cofibre of w^ the usual 
comparison of cofibrations gives a map gi as shown. Moreover, Xi can be made 
into a /i-spectrum of type S/J(i) for a suitable ideal J( i ) , as in Proposition 4.11. 
Thus (a) holds. The maps Wi —> -X* are maps of ^-spectra and thus carry units to 
units. By the induction hypothesis, /* carries the unit of Wi to that of W;_i. It 
follows that gi carries the unit of Xi to that of Xf_i, so (b) holds. The assumption 
k > 0 above ensures that \wi\ —> oo as i —> oo, and thus that f]{ J(i) = 0, so (c) 
holds. 

Clearly, when we smash the towers at either end of the above diagram with Y, 
all the maps become zero. It follows that lim Y AXi = lim Y A Wi = Y in Pro(9r), 

«— t <— i 

as claimed. 
It is not hard to check that {Z \ Z = lim Z A X$} is a thick subcategory of S', 

<~* i 
and it contains Y, so it contains all of 3 ^ . This proves (d). 

Similarly, for Z G J n we have DZ G 3n and thus 
Pro(3r)(limX i, Z) = Pro(?)(lim.DZ A Xu S) = VTO(3){DZ, S) = [5, Z]. 

i i 

It follows that for any object Y = lim Zj G Pro(9^) we have 

Pro(?)(limX i , Y) = l im[5,^] = Pro(5)(5, Y). 
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This means that lim Xi is initial in S I Pro(9r
n), so lim Xi = Tn. D 

<— i *— i 

Corollary 4.24. We have TnATn = Tn in Pro(3r) (because TnATn = lim S/lATn 

andS/I ATn = S/I). • 

Remark 4.25. In any tower as above, the spectrum Xi = S/J(i) can be made 
into a module over Xj for j > i. Indeed, as X\ is a ju-spectrum we know that 
the map X\ ——> Xi A Xi is a split monomorphism. This can be factored as 
Xi ——> Xj A Xi ——> Xi A Xi, so rjj A 1 is a split monomorphism, as required. 

5. BOUSFIELD CLASSES 

In this section, we recall some known results about Bousfield classes that we need 
in the rest of this paper. Recall that in a stable homotopy category C, the Bousfield 
class {X} of an object X is the collection of X-local objects. We order Bousfield 
classes by inclusion. (It is more traditional to define (X) to be the category of X-
acyclic objects, and to order Bousfield classes by reverse inclusion. Either approach 
gives the same lattice of Bousfield classes, but the former has some conceptual 
advantages.) We begin with the crucial result of Hopkins and Ravenel. 

T h e o r e m 5.1 ([Rav92a, Theorem 7.5.6]). The localisation functor L is smashing. 
That is, the natural map LS A X —> LX is an isomorphism. • 

Note that the Bousfield class in £ of an L-local spectrum X is the same as the 
Bousfield class in §, since any X-local spectrum is i-local. Indeed, since L is a 
smashing localisation functor, if W is L-acyclic, then X A W = X A LS A W = 
XALW = 0. 

If X and Y have the same Bousfield class, we write X ~ Y. 
Recall that Cj is the acyclisation functor corresponding to L^, and Mj = Cj-iLj 

is the fibre of the natural map Lj —> Lj_i = Lj-iLj. 

L e m m a 5.2. We have LE(n) = E. 

Proof. Let F be the fibre of the evident map E(n) —» E. Choose a generalised 
Moore spectrum S/I of type n. By Landweber exactness we have E(ri)*(S/I) = 
E(n)*/I and E*(S/I) = E*/I. But E(n)*/I = E*/I so F A S/I = 0. Thus 
K*{F) ®Km K*(S/I) = 0 and K*(S/I) ^ 0 so K*F = 0. Thus, the map E(n) -> E 
is a if-equivalence. On the other hand, one can use the techniques of [EKMM96, 
Chapter V] to build a tower of spectra E/I e T*MU with 7r*(E/I) = E*/I. There 
is a natural map from E to the sequential limit of this tower, which is easily seen 
to be an isomorphism. The spectra E/I lie in the thick subcategory generated by 
E/In — K, so the sequential limit is X-local. Thus E is a iiT-local spectrum that 
is If*-equivalent to jE7(n), so E = LE(n). • 

Proposition 5.3. We have the following equalities of Bousfield classes: 

(LS) = (LS) = (E(n)) = (E) = (K(0)) V . . . V (K(n)) 
(LiS) = {K(0))V...V{K(j)) 

(CjLS) = {LF(j + 1)> = {K(j + 1)) V . . . V (K(n)) 
(MjS) = (K(j)) = (LT(j)) 
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Proof. It is proved in [Rav84, Theorem 2.1] that (E(n)) = (K(0)) V . . . V (K(ri)}. 
By Theorem 5.1, LX = LS A X. It is immediate from this that (LS) = (E(n)). 
By Landweber exactness we have E*X = JE* 0jE?(n)* E(ri)*X, and J3* is faithfully 
flat over E(n)* so (i5) = (E(n)). We have ring maps LS —> L 5 —> LE(n) = E so 
(E) < (LS) < (LS) but we have seen that (£) = (LS) so (£5) = (LS) also. 

Next, we claim that (CjLS) = (if(j +1) ) V . . . V (K(n)). Indeed, because Lj is 
smashing, we know that 

CjLS = CjS A LS ~ Cji^O) V . . . V CjK(n) 

If i<j then jftT(i) is E(j)-locel. Indeed, K (i) is self-local, and (K(i)) < (E(j)}> so 
K(i) is also jE?(j)-local. Hence CjK(i) = 0. If j < i < n then 

LdK(i) = LjS A if (i) - (jRT(O) A #(*)) V . . . V (#(;/) A JRT(«)). 

We know from [Rav84, Theorem 2.1] that K(k) A K(i) = 0 unless i = k. Thus, 
if j < i < n, then Lj i^z) = 0 and CjK(i) = jRT(i). It follows that CjLS ~ 
K(j + 1 ) V . . . V K(n) as claimed. Clearly MjS = Cj-iLjS, so (MjS) = (if 0')). 

By the definition of a type j spectrum, we have K(i) A F(j) = 0 if and only if 
i < j . Moreover, if i > j then K(i) A F(j) is a nontrivial wedge of suspensions of 
K(i), hence Bousfield equivalent to K(i). It follows that 

LF(j) ~ (K(0) A F(j)) V . . . V (K(n) A Ftf)) - K(j) V . . . V K(n) 

Now let v : E d F( j ) -> JP(J) be a v rself map, so that v^FiJ) = T(j). By 
definition, v induces a nilpotent endomorphism of K(i)*F(j) when i ^ j , so that 
K(i)*T(j) = 0. It follows easily that (LT(j)) < (K(j)). On the other hand, the 
Telescope Lemma [Rav84, Lemma 1.34] says that LF(j) ~ LT(j) V LF(j + 1). 
By smashing with K(j) we deduce that (K(j)) < (LT(j)) and thus that K(j) ~ 
LT(J). n 

6. T H E JE?(TI)-LOCAL CATEGORY 

In this section, we discuss the general properties of £ . Some of this material also 
appears in [Dev98] or [HS95]. 

Propos i t ion 6.1. £ is a monogenic stable homotopy category in the sense of 
[HPS97]. In particular, it is a triangulated category with coproducts and compatible 
smash products and function spectra, giving a closed symmetric monoidal struc­
ture. Coproducts, minimal weak colimits, smash products and function spectra are 
the same as in S. The unit for the smash product is LS, which is a small graded 
weak generator. This last statement means that for any family of spectra X{ £ £ 
we have 

[LS,\/Xi} = ($[LS,Xi), 

and that ifXe& satisfies [LS,X]* = 0 then X = 0. 

Proof. Apply [HPS97, Theorems 3.5.1 and 3.5.2]. • 

T h e o r e m 6.2. 

(a) Homology and cohomology functors £ —> A b are representable. 
(b) Any spectrum X G £> is the minimal weak colimit of LA(X), where A(X) is 

the category of finite ordinary spectra over X. 
(c) Suppose that I G - C . The following are equivalent: 
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34 M. HOVEY AND N. P. STRICKLAND 

1. X is small 
2. X is Fsmall 
3. X is LS-finite. 
4. X is dualisable. 
5. X is a retract of LY for some finite spectrum 7 G § . 

See Definition 1.5 for definitions. 
(d) Every spectrum in £ is E(n)-nilpotent (Definition 1.4). 

Proof. Part (a) follows from [HPS97, Theorem 3.5.2] and [HPS97, Theorem 4.1.5]. 
For part (b), recall that X is the minimal weak colimit in 8 of A(X), by [HPS97, 
Theorem 4.2.4] or [Mar83, Chapter 5]. It follows from part (e) of [HPS97, Proposi­
tion 2.2.4] that X = LSAX is the minimal weak colimit in S oiLSAA(X) = LA(X). 
Moreover, minimal weak colimits are the same in § or £ . For part (c), Theorem 2.1.3 
of [HPS97] implies that the first four conditions are equivalent. Moreover, if Y G § 
is finite, then it is easy to see that LY (and hence, any retract of LY) is L5-flnite. 
Conversely, suppose that X G £ is small, so that [X, —] is a homology theory on 
£ . It- follows from part (b) that [X,-X] = lim [X,LY], so the identity map 

lx G [X, X] factors through LY, in other words, X is a retract of LY. Part (d) is 
proved in [HS95]. • 

Proposition 6.3. Suppose that X^Y G £ are small. Then [X,Y\* is countable. 

Proof. By an evident thick subcategory argument, we need only show that 7T*L5 
is countable. This is proved in [Hov95a, Lemma 5.5] (by showing that the E\ term 
of the Adams-Novikov spectral sequence converging to TT*LS is countable in each 
bidegree, and that the Eoo term has only finitely many lines). • 

For calculations when n = 1, see [Bou79] or [Rav84]. For the case n = 2, see the 
many papers by Katsumi Shimomura and his coworkers, for example [SY95]. See 
also Section 15. 

We can now prove a convergence theorem for the modified Adams spectral se­
quence described in Section 2.2. 

Lemma 6.4. Let 6 be a stable homotopy category, and R a ring object in G. Then 
the ideal of R-nilpotent objects is the same as the thick subcategory generated by the 
R-injective objects. 

Proof. Let 3sf be the category of i?-nilpotent spectra, which is by definition the ideal 
generated by R. Let 3 be the category of i?-injectives, and N the thick subcategory 
generated by 3. Write 

N" = {X I X AY G W for all Y}. 

Clearly 3 C 7i and 7f is thick so W; C N. Clearly R G N" and 3sf;/ is an ideal 
s o N C N". By putting Y = S in the definition we see that N" C 3sf7. Thus 
>[' = 3sf = N" as required. • 

Proposition 6.5. There are constants ro,So such that for all spectra X and Y, in 
the modified Adams spectral sequence 

Ext%ln%E(n)(E(n)*X,E(n)*Y) = • [X,LY}t.s 

(see Section 2.2) we have Epl = 0 whenever r > ro and s > So- Moreover, the 
spectral sequence converges. 

Licensed to Univ of Rochester.  Prepared on Fri Sep  3 17:48:55 EDT 2021for download from IP 128.151.124.135.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms



MORAVA K-THEORIES AND LOCALISATION 35 

Proof. Let i: E(n) —» LS be the fibre of the unit map LS —> E(n). It is easy to 
see that i A ljs(n): E(n) A E{n) —> E(n) is null, and thus that i A 1/ = 0 for any 
i£(ra)-injective spectrum J. It follows using Lemma 6.4 that for any i?(n)-nilpotent 
spectrum X we have i W A l x = 0: £(n) v AX -» X for some AT. However, we 
know from [HS95] that LS is £(n)-nilpotent, so that i ^ : E(n)(N) -> L 5 is null 
for some JV. Now suppose that X is such that E{n)*X is a projective module over 
E(n)*. We then have an ordinary Adams spectral sequence for [X,LY]* obtained 
by mapping X to the tower 

LY +- jE(n) A LY <- £?(n)(2) A LY <-.... 

As every composite in the tower of length at least N vanishes, one can show that the 
spectral sequence converges, and that it stops at the EN page with a flat vanishing 
line. One also knows from [Dev97, Proposition 1.9 and Remark 1.10] that this 
spectral sequence is isomorphic to the modified Adams spectral sequence from the 
E2 page onwards, and that the resulting filtrations of [X,LY]* are also the same. 
In particular, in the filtration arising from the MASS we have Fs = 0 for s > N. 

Now choose a tower LY = Y° <— Y1 <— Y2 <— . . . of the type used in the MASS. 
By the above, we see that when E(ri)*X is projective, the map [X, Y% —> [X, Y0]* 
is null when s> N. Moreover, if we truncate the tower below Yl we get a tower of 
the type that computes the MASS for [X, Y1]* so we can apply the same logic and 
deduce that the map [X, Yt+% -> [X,Y% is null for s > N. 

Now consider a general spectrum X. By the methods of [Ada74, Theorem 13.6] 
(taking account of Proposition 2.13) we can choose a tower 

X = Xo —> Xi —•...—» Xn 

and triangles E ^ - X ^ i —> P/. —> Xk such that E(n)*Pk is projective and the 
map E(n)*Pk —> E(ri)*Xk is surjective. As E(ri)* = Z(p)[vi, . . . ,v£l] has global 
dimension n (in the graded sense) we see that E(ri)*Xn is projective. It is not 
hard to show by induction that [Xn-j, Yt+^+1^N]^ —> [Xn-j,Y% is null and thus 
that [X,Yt+(n+1>>N]* -> [X,Y% is null. It follows that the MASS for [X,LY]+ 
converges, and that it stops with a flat vanishing line at the -&(n-i-i)N page. • 

Jens Pranke has shown [Pra96, Theorem 10] that when 2p — 2 > n2 -f n, the cat­
egory £ is equivalent to a purely algebraically defined derived category of periodic 
complexes of comodules. He shows that (i-i contrast to Quillen's algebraicisation 
of rational unstable homotopy) the equivalence does not capture all the higher-
order homotopical phenomena of the model category underlying £ , but that the 
approximation improves as p increases. His result implies for example that there is 
an £-small spectrum X with E(n)*X = K(ri)*. There is some reason to suspect 
that this is not of the form LY for any finite spectrum Y (although it must be a 
retract of some such LY) but the situation is rather unclear at the moment. Ethan 
Devinatz has also constructed the spectrum X by a more direct argument. 

6.1. Nilpotence and thick subcategories. In this situation, we have the simple 
nilpotence theorem proved in [HPS97, Section 5]. Recall that a map / : X —> Y is 
called smash nilpotent if fAm : XAm —> YAm is null for large enough m. 

Corollary 6.6 (Nilpotence theorem). 
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(a) Let F be an £>-small spectrum, and X an arbitrary spectrum in L. A map 
f : F —> X is smash nilpotent if and only if K(i)*f = 0 for all i <n, 

(b) Let X be an &-small spectrum. A map f : X —> X is nilpotent if and only if 
K(i)*f is nilpotent for all i <n. 

(c) Let R be a ring spectrum in £. An element a € 7r*B is nilpotent if and only 
if K(i)*a is nilpotent in the ring K(i)*R for all i <n. 

Proof. Proposition 5.3 gives us a decomposition of Bousfield classes 

(LS) = \ / <*M>-
m=0 

Given this, most of the corollary follows from the results of [HPS97, Section 5]. 
The only thing left to prove is that if / : JP —> X is a smash nilpotent map from an 
£-small spectrum F to -X", then K(i)*f = 0. This follows easily from the Runneth 
theorem since K(z)*(fAN) = (K(i)*f)®N. • 

Note that this nilpotence theorem follows directly from the Bousfield decomposi­
tion of LS, but that Bousfield decomposition depends on the smashing theorem of 
Hopkins-Ravenel, whose proof requires the much more difficult nilpotence theorem 
of Devinatz-Hopkins-Smith [DHS88]. 

The nilpotence theorem can be used to classify thick subcategories (Defini­
tion 1.2) of £-small spectra. For this, we need a definition of the support of a 
spectrum or full subcategory of £. 

Definition 6.7. If X is any class of spectra (in particular if X C £,), we write 
K(m) A X = {K{m) A l | I e X } 

supp(X) = {m | K(m) A X ̂  {0}}. 
We refer to supp(X) as the support of X. Similarly, the cosupport of X is 

cosupp(X) = {m | F(K(m),X) ^ {0}}. 

We have to classify the possible supports of £/-small spectra. Since not every 
such spectrum is the localisation of an ordinary finite spectrum, this does not 
immediately follow from knowledge of possible supports in S. However, the same 
result does hold. 

Proposition 6.8. If X is small in £ and j < n, then dimiir^)*^ < dim K(j + 
1)*X. Thus supp(X) = {m, m + 1,.. . , n} for some m with 0 < m < n + 1 {where 
the case m = n 4-1 means supp(X) = 0 and thus X = 0). 

Proof. The proof is the same as that of [Rav84, Theorem 2.11]. • 

Now, given an integer j such that 0 < j < n + 1, let Gj denote the thick 
subcategory of £ consisting of all small spectra X such that K(i)*X = 0 for all 
i < j . Then we have 

e02ei2..oen+i = {o}. 
Note that Co consists of all £-small spectra. All of the inclusions are strict, since 
LF(j) is in Gj but not Cj+i. 

We now have the following theorem, which is a corollary of the general thick 
subcategory theorem proved in [HPS97, Section 5] and the classification of supports 
proved above. 
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T h e o r e m 6.9 (Thick Subcategory Theorem). If £ is a thick subcategory of Co, 
then C = Qj for some j such that 0 < j < n + 1 . D 

The telescope conjecture also holds in £ . More explicitly, consider the following 
three functors: 

Li: £ —> £ = localisation with respect to K(0) V . . . V K(i) 

L{ : £ - - > £ = finite localisation away from LF(i + 1) 

L{ : S —> S = finite localisation away from F( i 4-1) 

(See [HPS97, Section 3.3] for discussion of finite localisation). The following corol­
lary is the telescope conjecture for £ . 

Corollary 6.10. If L' is a smashing localisation functor on £ , then L' — Li for 
some z. Moreover, Li = L1/ = LL{. 

Proof Since V is smashing, V is Bousfield localisation with respect to L'S. Note 
that if US A K(j) is nonzero then it is a wedge of suspensions of K(j) and thus 
has the same Bousfield class as K(j). We thus have 

(L'S) = {L'S)A\/(K(j))= V TO)>-
j=0 jesupp(L'S) 

Now, if j G supp(L'S'), then LK(J)S is a module over L'S so we have 

<2/S> > {LK{j)S) = <tf(0)) V . . . V (K(j)) 
(using Proposition 5.3). Thus V = Li for the largest i in the support of L'S, 

Next, recall that there is a cofibre sequence C{S -> S -> i f 5, in which C / S has 
a cellular tower built from jP(i + l) (see [HPS97, Theorem 3.3.3]). Moreover, [F(i + 
1), L{S]* = 0, so DF(i+l)AL{S = 0. We claim that LL{ = L1/. As all the functors 
involved are smashing, it will suffice to check that LLfS = LlfLS. In view of the 
above cofibration, it is enough to show that LC{S lies in the localising subcategory 
generated by LF(i + 1), and that [LF(i + 1),LL{S% = 0. The first claim follows 
easily from the fact that C(S lies in the localising subcategory generated by F(z-M). 
For the second, we merely note that 

[LF(i + 1),LL{5]* = [LS, L(DF(i + 1) A L{S)]* = 0. 

It follows that LL{S is Z^-local, so LL{ = L1/. 
We know that L/ is again a smashing localisation. Thus, to see that L/ = 1^, 

it is enough to check that s u p p ( i / 5 ) = {0 , . . . , i } . We know from Proposition 5.3 
that L{S ~ T(0) V . . . V T(z), so 

Ll/S - LT(0) V . . . V LT(i) - K(0) V . . . V K(i) 

The claim follows. • 

Corollary 6.11. If X G Qj then X is a retract of LY for some finite spectrum Y 
of type at least j . 

Proof We have seen that X lies in the thick subcategory generated by LF{i)^ so 
X = C f X, but we have also seen that this is the same as LC{X, which is a 
minimal weak colimit of terms of the form LY. As X is small, we conclude that it 
is a retract of one of these terms. • 
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We conclude this section by showing that the theory of Vj self-maps (defined by 
the evident generalisation of Definition 4.5) works as expected in £ . 

Theorem 6.12. Every spectrum X £ Cj admits a good Vj self map . 

Proof Choose a finite spectrum Y of type at least j such that X is a retract of 
LY = LS A y , so that X lies in the category 3Y of Definition 4.2. Choose a good 
Vj self map v: Y,dY —> Y. Proposition 4.4 gives an induced map vx: S d X —> X, 
and it is easy to check that this is a good Vj self map. • 

6.2. Localising and colocalising subcategories. In this section, we classify the 
localising and colocalising subcategories (Definition 1.3) of £ . Every such category 
is determined by the Morava if-theories which it contains. 

We write loc(X) and coloc(X) for the localising and colocalising subcategories 
generated by a class X of spectra. We also write 

x-L = {y | [x ,y ]* = o} 

-Lx = {y|[y,x]* = o} 
(where [X?Y]* = {[X,Y*]* | X G X} and so on). Note that X x is a colocalising 
subcategory and ± X is a localising subcategory. Also note that every (co)localising 
subcategory is a (co)ideal, since £ is monogenic. 

Definition 6.13. 

(a) We write 7 for the lattice of subsets of {0 , . . . , n } . For any S e l P w e write 
S c = { 0 , . . . , n } \ S . 

(b) K(S) = \JmeSK(m) 
(c) Gs = {XeJl\ K(SC)*X = 0} = {^ (^ - acyc l i c spectra in £ } 
(d) T>s = {jRT(5)-local spectra} C JC 

Theorem 6.14. 

(a) The lattice of localising subcategories is isomorphic to T, via the maps S »-> Cs 

and 6 »-> supp(C). 
(b) The lattice of colocalising subcategories is isomorphic to 7, via the maps S *-» 

*Ds and 2)»-» cosupp(D). 
(c) es = loc(K(S)) = {XeL\(X)< (K(S))}. 
(d) <DS = coloc(K(S)) = { I e i L | (X*) < (K(S)*) = (K(S)}}. 
(e) GSc = ± D / S and D5c = e£ . 

The notation (X*) denotes the cohomological Bousfield class of X, the collection 
of X*-local spectra. A spectrum Y is said to be X*-local if [Z, y]* = 0 for all spectra 
Z such that [Z,X]* = 0. 

This theorem is similar to the analogous theorem proven as [HPS97, Corol­
lary 6.3.4] for a Noetherian stable homotopy category (with some hypotheses). 
However, we have been unable to find a worthwhile common generalisation of the 
two theorems. We shall prove the theorem after some intermediate results. 

Proposition 6.15. If X is a finite spectrum of type at least n, then LX is K-
nilpotent. 

Proof. By a thick subcategory argument, it is sufficient to verify this for X = S/I. 
We know from [HS95] that LS is £(n)-nilpotent, and {Y \ YAS/I G ideal(£(n)/I)} 
is an ideal containing jB(n), so it contains LS. Thus, LS/I lies in the ideal generated 
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by E(n)/I. Using the technology of [EKMM96, Chapter V], this is easily seen to 
be the same as the ideal generated by K. • 

Remark 6.16. We shall show in Corollary 8.12 that the localisation of a finite spec­
trum of type n actually lies in the thick subcategory generated by K. 

Proposition 6.17. For any l G § , the spectrum MmX = MmS A X lies in the 
localising subcategory generated by K(m), and F(MmS,X) lies in the colocalising 
subcategory generated by K(m). 

Proof. Observe that MmX = Cm-iLmX, which is Lm_i-acyclic. Recall that the 
functor £m_i : £ m —» £m_i is simply finite localisation away from LmF(m) (Corol­
lary 6.10), so that the Lm_i-acyclics in £ m are precisely loc(LmF(ra)). Because 
LmF(m) is jftT(ra)-nilpotent (Proposition 6.15), this is contained in loc(iif(ra)), so 
MmX G loc(K(m)). 

The spectrum F(K(m),X) is a if(ra)-module, hence a wedge of suspensions of 
K(m). By part (f) of Proposition 3.3, the wedge splits off as a retract of the product, 
so it lies in coloc(.ftT(m)). The subcategory {Y \ F(Y,X) G coloc(iiT(ra))} is localis­
ing and contains K{m), so it contains MmS. Thus F(MmS, X) G coloc(K(m)). D 

Proposition 6.18. For any spectrum X G £ we have 
X G loc(X) = loc(ii:(supp(X))) 

and 
X G coloc(X) = coloc(.ftT(cosupp(X))). 

Proof. We have a tower of spectra as follows, in which the vertical maps are the 
fibres of the horizontal maps. 

MnS Mn_i5 MxS M0S 

4' 4* 4* 4* 

LnS > Ln-iS . . . LiS > L0S > 0 
After smashing this with X, we see that X G loc(MoX,... ,MnX). Because 
(MmS) = (K(m)) (by Proposition 5.3), we see that MmX = 0 unless m G supp(X). 
On the other hand, when m G supp(X) we have MmX G loc{K(m)) by Proposi­
tion 6.17. It follows easily that X G loc(K(m) | m G supp(X)) = loc(jK'(supp(5))), 
so loc(X) C loc(JfC(supp(5r))). Moreover, if m G supp(5) then loc(X) contains 
K{m) A X) which is a nonzero wedge of suspensions of K(m), so loc(.X") contains 
K(m). It follows that loc(X) = loc(if(supp(5))). For the colocalising case, we 
apply the functor F(—, X) to the above tower and argue in the same way. • 

Proof of Theorem 6.14* It is clear that S H-> £$ and S H-» T>S are order preserving 
maps from 7 to the lattices of localising and colocalising subcategories. Next, recall 
from Proposition 5.3 that K(m)*K(ri) ^ 0 if and only if m = n. Using this, we 
see that K(S) G C5, and that supp(Cs) = S. Moreover, because K(mYX = 
Hom#-(m)j)t(.K'(?n)*X, K{m)*), we see that K(m)*K{n) ^ 0 if and only if m = n. 
Using this and the fact that K(S) G ©s, we see that cosupp(©s) = S. 

It is immediate from Proposition 6.18 that any localising subcategory 6 C £ 
satisfies C = loc(iif(supp(e))), and similarly for colocalising subcategories. In par­
ticular, Qs = loc(iir(5)). Thus, for any C, we have 6 = Csupp(e). This proves 
part (a) of the theorem, and part (b) is similar. 
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We have already proved the first equality in part (c). For the second, write 
C = {X € £ | (X) < (K(S))}. It is easy to see that this is a localising subcategory. 
Suppose that (X) < {K(S)). As K(S) AK(SC) = 0, we conclude that XAK(SC) = 
0, so that X e 6$. Thus 6 C Cs. On the other hand, it is clear that K(S) e C, so 
Qs = loc{K(S)) C C. Thus 6 = Cs as claimed. The proof of part (d) is similar. 

For the first part of (e), observe that K(S)*X = 0 if and only if K(S)*X = 0, 
so eSc = {X I [X, K(S)]* = K(SyX = 0}. In other words, 

65c = -L{if(5)} = -1 coloc(K(S)) = ^ s . 

For the second part, recall that by definition 

2>5C = {K(S)-local spectra} = {iT(5)-acyclics}J- = e£. 

D 

Note that Theorem 6.14 implies that we can localise with respect to any localising 
subcategory of £ (because we can localise with respect to the homology theory 

6.3. The monochromatic category. As mentioned in the introduction, there are 
two different ways to investigate the difference between the i?(n)-local category and 
the E(n—l)-local category. The first is to consider the fibre MX = MnX of the map 
LnX —> Ln_iX, and the second is to observe that E(n) ~ E(n—l)VK(n) (where ~ 
means Bousfield equivalence, as in Section 5) and thus consider LK^X = LX. The 
purpose of this section is to demonstrate that these two approaches are essentially 
equivalent. 

First, we observe that Mn (considered as a functor £ n —> £ n - i ) is just E(n—1)-
acyclisation, so it is an idempotent exact functor. 

Theorem 6.19. For any X G § , there are natural equivalences MLX = MX and 
LMX = LX. It follows that the functors M —> X —> M are mutually inverse 
equivalences between the monochromatic category M and the K-local category X. 

Proof We start by observing that for any X G S, we have MX = MLX and 
LX = LLX. 

Next, we know that Ln-iS ~ K(0) V . . . V K(n - 1), so that K A Ln-iS = 0, 
so LLn-iS = 0. By applying L to the cofibration MX —> LX —> Ln_iX, we 
conclude that LMX = LX. Next, using [Hov95a, Lemma 4.1] (or part (e) of 
Proposition 7.10) and the cofibration MS —> LS —> Ln-\S> we obtain a cofibration 

F(Z,n_iS,X) -> LX = F(LS,LX) -> LX = F(MS,LX). 

We claim that jP(Ln_i5, X) is E(n — l)-local. Indeed, if Z is E(n — l)-acyclic then 
Ln-\Z = 0 and thus 

[Z,F(Ln_x5,X)]* = [Ln_x5 AZ,X]* = [Ln-XZ,X\+ = 0. 

It follows easily that MF(Ln_i5,X) = 0, and thus that MX = MLX. 
HXeX then LX = X so LMX = X. If X G M then MX = X so MLX = X. 

It follows that M and L are mutually inverse equivalences between M and X. D 
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7. GENERAL PROPERTIES OF THE if (n)-LOCAL CATEGORY 

This section begins the second part of the paper, in which we will study the 
JiT-local category X. Unlike many other categories of localised spectra (see Ap­
pendix B) this category has a good supply of small objects. These are the K-
localisations of finite type n spectra. We will show that these 3C-small spectra 
can be used as replacements for the sphere in many cases. That is, many of the 
constructions commonly used in stable homotopy categories, such as the cellular 
tower, have analogues in the if-local category. It is just that the cells are no longer 
spheres, but suspensions of LF(n). 

Theorem 7.1. The category X is an algebraic stable homotopy category in the 
sense of [HPS97]. The spectrum LF(n) is a graded weak generator and 

loc(LF(n)} = X. 

The coproduct, smash product and function objects in X are 

\/Xi = L(\/Xi) 
x s 

XAXY = L{X AS Y) 

FX(X,Y) = FS(X,Y). 

Proof This all follows from [HPS97, Theorem 3.5.1], except for the fact that LF(n) 
is a graded weak generator, which will be proved as Theorem 7.3. (It follows from 
this that loc(LF(n)} = X, as in [HPS97, Theorem 1.2.1]). • 

We shall usually not write the subscript X on the symbols for the coproduct and 
smash product. Instead, we shall say "in 3C, we have X = Y A Z" (rather than 
"X = YAXZ"). 

Lemma 7.2. IfX is a finite spectrum of type at least n and Y G § then L(XAY) = 
L(XAY)=XALY. 

Proof For any finite spectrum X, we have L(X A Y) = X A LY, and similarly for 
the functor L, as we see easily by induction on the number of cells. To complete the 
proof, it suffices to show that X A LY is already K-local. Suppose Z is if-acyclic. 
Then Z A DX is i£-acyclic, since X, (and thus DX), has type at least n. Hence 
[Z, XALY) = [ZA DX, LY] = 0, as required. • 

Theorem 7.3. If X is a finite type n spectrum then LX = LX is a small graded 
weak generator in X. It follows that any spectrum Y GX is the sequential colimit 
of a sequence 0 = Y$ —> Y\ —> Y<i —> . . . Y, in which the cofibre of Yk —> Yk+i is a 
coproduct of suspensions of X {and therefore Y G loc(X)). 
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Proof. Suppose that {Yi} is a family of iiT-local spectra. We have 

[LXJCs/Yi)] = {X,L{\fYi)} 
= [S,L(\/Yi)ADX] 

= [S,LC\fYiADX)] 

= [S,\fL(YiADX)) 

= 0[5,L(y iA JDX)] 

= ®[S,YtADX)] 

= © [ L x . y j ] . 

Here DX is the Spanier-Whitehead dual of X. The third and sixth equalities use 
Lemma 7.2, and the fact that Yi = LY{. The fourth equality uses the fact that L is 
smashing. We conclude that LX is small. 

Now suppose that Y £ X has [LX, Y]* = 0. Observe that 

[LX, Y]* = [X, Y]* = TT*(DX A Y). 

It follows that DX A Y = 0, so 

0 = K*(DX A Y) = Horn*. (K*X, K*Y). 

This means that K*Y = 0, and thus (because Y is K-local) that Y = 0. In other 
words, LX is a graded weak generator. 

The remaining claims follow from [HPS97, Theorem 1.2.1]. • 

7.1. iif-nilpotent spec t ra . This short section concerns a small technicality. The 
class of if-nilpotent spectra is by definition the ideal generated by K. Because 
there are different smash products in £ and DC, it might a priori make a difference 
whether we interpret this definition in X or £ . 

L e m m a 7.4. The category 3sf of K-nilpotent spectra is the thick subcategory of X 
generated by the K-injective spectra. It does not make a difference whether we 
interpret the definition in S, £ orX. IfXeN and Y £ 3C then X A% Y = X As Y. 
Moreover, 7f C ZOCOC(JK'). 

Proof It is easy to see that iiT As X G 3C for all X, and thus that the iif-injectives 
are the same in §, £ or X. It follows immediately from Lemma 6.4 (applied in §, 
£ and X) that the iiT-nilpotents are the same in all three categories and that they 
are always the same as the thick subcategory generated by the iiT-injectives. 

Now write 6 = IOC^C(JK'), and 

D = {XeS|VYeS XAsYee}. 

It is easy to see that D is an ideal in S containing if, so Ns C D. On the other 
hand !D C 6 (take Y = S in the definition of ©). It follows that K C locx(K), as 
claimed. • 
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7.2. Localising and colocalising subcategories. 

Theorem 7,5. The only localising or colocalising subcategories ofX are {0} and 
X. 

Proof. It is easy to see that loc%{LS) = X (because the analogous thing holds in £), 
and thus that any (co)localising subcategory is a (co)ideal [HPS97, Lemma 1.4.6]. 

Suppose that 6 C X is a nontrivial localising subcategory, say 0 ^ X G C. 
Then K A% X = K As X lies in 6 and is a nontrivial wedge of suspensions of 
K. Thus K G C, and therefore every iiT-nilpotent spectrum lies in 6. In particular, 
Proposition 6.15 tells us that LF{n) G 6. By Theorem 7.1, we conclude that C = X. 

Now suppose that D C X is a nontrivial colocalising subcategory, say 0 ^ X G X. 
Because T> is a coideal, the iiT-injective spectrum F(K,X) lies in T>. Observe that 
{Y G X | [Y,X]* = 0} is a localising subcategory of X which does not contain X, 
so it is zero. It follows that [i^X]* ^ 0, so F(K,X) ^ 0. Thus K is a retract of 
F(K,X), so if G 2). Any if-injective spectrum Z is a wedge of suspensions of if, 
and the wedge is a retract of the product by part (f) of Proposition 3.3, so Z G T>. 
It follows by Lemma 7.4 that any if-nilpotent spectrum lies in ©. 

Suppose that Y G X. Consider 6 = {U G X \ F(U,Y) G 05}. This is clearly a 
localising subcategory. Because F(LF(ri),Y) = LDF(n)AY is if-nilpotent, we see 
that F(n) G C. We know that loc%(F(n)) = 3C, so 6 = 3C. In particular, L5 G 6, 
so y G 2). Thus D = X. D 

Corollary 7.6. If X^Y £X are both nontrivial, then F(X,Y) ^ 0 (equivalently, 
[X,Y]* ^ o; and X AY ^ 0. 

Proof C = {Z | [Z, Y]* = 0} is a localising subcategory of 3C not containing Y, 
so S = {0}, so J ^ e. Similarly, {Z \ Z A Y = 0} is a localising subcategory 
which does not contain LS, so it is trivial. More directly, K*X ^ 0 ^ if*Y, so 
K*(X A Y) = 1CX <g>K* #*y ^ 0 . D 

As an aside, we point out that from this theorem it is very easy to prove that 
the Bousfield class of K is minimal among all cohomological Bousfield classes, as 
was conjectured in [Hov95b]. 

Theorem 7.7. Suppose r: H* —> H^ is a natural transformation of homology or 
cohomology functors on X. If there is a nontrivial X such that rx is an isomor­
phism, then r is a natural equivalence. 

Proof {X | rx is an isomorphism } is a nontrivial localising subcategory, hence is 
allofUC. • 

Corollary 7.8. IfH is a homology or cohomology functor onX such thatH*{X) = 
0 or H*(X) — 0 for some nontrivial X, then H is trivial. • 

For cohomology functors, this corollary follows immediately from Corollary 7.6 
and the fact that cohomology functors are representable (discussed in Section 9). 

We do not yet have a complete classification of ideals in 3C, but we do have the 
following simple result. 

Proposition 7.9. Suppose that 2) is a nonzero ideal of X. Then T> contains the 
ideal of K-nilpotent spectra. 
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Proof. Suppose X is a nontrivial element of D. Then X A K G 2), but X A K 
is a wedge of suspensions of K. Therefore K G 2), so 2) contains the ideal of 
iif-nilpotent spectra. • 

7.3. The localisation functor L. In this section we recall some facts about the 
functor L : S —> 3C. Let 1 / : S —> § be the finite localisation away from F(n), and 
C* the corresponding acyclisation functor [Mil92] [HPS97, Section 3.3]. Thus, we 
have a cofibration 

CfX -> X -> l / X 

in which C^X has an F(n)-cellular tower and [F(n),Z/X]* = 0. 

Proposition 7.10. In the claims below, all homotopy colimits are calculated in §. 
(The homotopy limits are the same in S, £ or 3C). T/ie?/ are taken over a tower of 
generalised Moore spectra, as in Proposition 4-22. 

(a) C*X = holim F(S/I,X) = holim JD(5/I) A X . 

(b) L L ' X = Ln-tX = L^LX. 
(c) LC*X = M X = C*LX = holim D(S/I) A LX. 

(d) L F ( n ) X = holim XAS/I = F(CfS,X). 

(e) LX = LF(n)LX = holim LX A 5/7 = F(MS, LX). 

Proof. By the Thick Subcategory Theorem [HS, Theorem 7] [Rav92a, Theorem 
3.4.3], we know that D(S/I) lies in the thick subcategory generated by F(n) . It 
follows that holim D(S/I) AX e loc(F(n)). On the other hand, 

[F(n), holimD(S/I) A X) = lim[F(n) A 5/7, X] = [F(n), X] 

(the second equality by Proposition 4.22). It follows that holim D(S/I) AX —> X 

has universal property of C^X —> X, which gives (a). For part (b), we know that 
L and L? are both smashing, so that LL? = l / L , and Corollary 6.10 tells us that 
L?L = £ n - i - Part (c) follows immediately, as MX is by definition the fibre of 
LX —• Ln—\X. 

We now prove (d) (which is also proved as [Hov95a, Theorem 2.1]). The second 
equality is clear from (a). Suppose that Z is jF(n)-acyclic. As C^S G loc(.F(n)), 
we see that [Z ,F(C 'S ,X)]* = [Z A C*S, X]* = 0. Thus F ( C ' S , X ) is F(n)-local. 
We have a cofibration 

F(LfS,X) -> X = F(S,X) -> F(CfS,X). 

We know that [C/,L«^5]* = 0 whenever U is a finite type n spectrum. In partic­
ular 7r*(F(n) A Z/S) = [ D F ^ L ' S ] * = 0, so F(n) A LfS = 0. It follows that 
[F(n)9F(LfS,X)]* = [F(n) A lSS,X]+ = 0, so that X -> F(CfS,X) is an i n ­
equivalence. Claim (d) follows. 

Finally, we prove (e). By part (c), we know that MS = holim LD(S/I), which 
implies that F(MS,LX) = holim LX A S/i", and this is the same as Lp^LX 
by (d). Because X —> LX is an L5-equivalence, and LX —> Lp^LX is an F(n)-
equivalence, we see that X —> Lp^LX is an £ 5 A F(n)-equivalence. Because 
LS A F(n) = LF(n) is Bousfield equivalent to K, it is a Jf-equivalence. Thus, 
we need only show that Lp^LX is iiT-local. This follows immediately from the 
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equivalence LF(n)LX = F(MS,LX) and the fact that MS is Bousfield equivalent 
to if. • 

Corollary 7.11. IfXeX and we compute sequential (co)limits in X then 

X = holim F(S/I, X) = holim X A S/I 

i i 

Proof, Note that X = LX = LX. By part (c) of Proposition 7.10, we see that 

MX = ho)imsD(S/I) A X. 

i 

By Theorem 6.19, we have X = LMX = holim30 D(S/I) A X as claimed. It is 

immediate from part (e) of Proposition 7.10 that X = holim X A S/J. • 

8. SMALLNESS AND DUALITY 

We next consider various notions of smallness in X. To show that things are not 
as simple as in § or £ , we have the following lemma. 

Lemma 8.1. The functor L is not smashing, and LS is not small in X. 

Proof We know from Proposition 5.3 that (LS) = (E(n)) > (K). On the other 
hand, if L were smashing we would have 

LS AX = 0 & LX = 0 & K*X = 0 <* K A X = 0 

It would follow that (LS) = (if), a contradiction. If LS were small then L would 
preserve smallness, so it would be smashing by [HPS97, Theorem 3.5.2], another 
contradiction. • 

In spite of this, we have a good understanding of two different notions of small­
ness, as indicated by the theorems below. We start with some definitions. 

Definition 8.2. We say that a graded Abelian group A* is finite if Ak is a finite 
set for each k. (This is the most natural definition given that most of our graded 
Abelian groups are periodic.) 

Definition 8.3. For any spectrum X we define E^X = 7r*L(E A X). 

We will see below that E*X is a better covariant analogue of E*X than E*X 
for X € 3C, though E*X is not a homology theory. For now we note the following 
analogue of some of the results in Section 2. 

Propos i t ion 8.4. 

(a) The E*-module E^X is L-complete. 
(b) IfX is finite in S or in &, then E^X = E^LX = E*X. 
(c) If E*X is a free E*-module, then E^X = (E*X)$n (which is a pro-free £?*-

module). 
(d) E^X is finitely generated if and only if K*X is finite-dimensional 
(e) IfE?X is pro-free, then K*X = (E^X)/In. 
(f) If K*X is concentrated in even dimensions, then E^X is pro-free and con­

centrated in even dimensions. 
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Proof, (a) Proposition 7.10 gives a Milnor exact sequence 

\iml{E/I),+l{X)>^E^X-^Yim {E/I)*X. 

Theorem A.6 then implies that E^X is Incomplete. 
(b) If X is finite in § or £ then E A X is already iiMocal, so E^X = E^LX = 

E*X. 
(c) This follows from the Milnor sequence and the fact that (E/I)*X = (E*X)/I, 

so there is no lim1 term. 
(d) This is very similar to the proof of Proposition 2.4, except that we replace 

(E/IkyX by (E/Ik)XX = ir*L(E/IkAX). Note that (E/In)^X = K*X and 
that {E/IkYiX is L-complete (by induction on k). 

(e) If E^X is pro-free, then the sequence {^o,..., vn-i} is regular on E^X, so 
K*X = {E/in)Xx = (Eyxyin. 

(f) Proceed just as in Proposition 2.5 using the theories (E/Ik)^X. 
• 

Recall that we have different notions of finiteness in 3C, or any stable homotopy 
category (Definition 1.5). Throughout the rest of this paper, we will denote the 
category of small spectra in X by 3 and the category of dualisable spectra in X by 
D. Note that if X is dualisable, we have E*DX = TT*(E Ax X) = E^X. 

T h e o r e m 8.5. Suppose that X G X. Consider the following statements: 
(a) X is small 
(b) X is LF(n)-finite. 
(c) X is a retract of LX' = LX1 for some finite spectrum X' of type at least n. 
(d) E^X is finite. 
(e) E*X is finite. 
(f) X is dualisable and K-nilpotent. 

Then (a),(6) and (c) are equivalent, and they imply (d),(e) and (/). (We shall 
show in Corollary 12.16 that (d),(e) and (/) are also equivalent to (a),(b) and (c).) 

The category 5* C V is thick. Moreover, if X G & and Y G T> then X AY, 
F(X,Y) and F(Y,X) lie in $. In particular, DX = F(X,LS) G V. 

Proof It follows from part (c) of [HPS97, Theorem 2.1.3] that (a )^(b) , and that 
small implies dualisable. Because every finite spectrum of type at least n lies in the 
thick subcategory generated by F(n) , we see that (c)=>(b). 

We now prove that (a)=>(c). Suppose that X is small. By Corollary 7.11, we see 
that X = holim D(S/I)AX, SO [X, X] = lim [X, D(S/I)AX], SO X is a retract of 
Y = D(S/I) A X for some J. We claim that Y is small in £ . To see this, consider 
a family {Zi} of spectra in X. By Proposition 5.3 we have L(S/I) ~ K, which 
implies that 

<C JC JC 

L(S/I) A\fZi = L{S/I) A\/Zi = \/S/lAZi 
i i i 

It follows that 

[r, V Zi\. = [x, V s/i A Zi]* = 0[x, s/i A Zi)* = 0[y, z& 
i i i i 
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as claimed. Since K(i)*Y = 0 for i < n, Corollary 6.11 implies that Y, and hence 
X, is a retract of LZ = LZ for some finite spectrum Z of type at least n. 

We now show that (c) implies (d),(e), and (f). By an evident thick subcategory 
argument, we need only show that E^S/I and E*S/I are finite, and that S/I is 
dualisable and if-nilpotent. As S/I is finite, we see that E^S/I = E*S/I = (£?//)*, 
which is clearly finite. Similarly, E*(S/I) = (E/I)* which is finite. Moreover, 
Proposition 6.15 shows that S/I is If-nilpotent, and it is easy to see that S/I is 
dualisable. 

From (b) it is clear that *3? is thick, and from (c) it is clear that 5T is closed under 
the Spanier-Whitehead duality functor D. Part (a) of [HPS97, Theorem 2.1.3] 
says that 7 is an ideal in 2). This also means that if X e *3? and Y € T> then 
F(XyY) = DX A Y and F(Y,X) = X ADY lie in ? . • 

T h e o r e m 8.6. Suppose that X £ X. The following are equivalent: 
(a) X is F-small. 
(b) X is dualisable. 
(c) K*X is finite. 
(d) K*X is finite. 
(e) E^X is finitely generated. 
(f) E*X is finitely generated. 

The category V of dualisable spectra is thick. Moreover, LS £ T> and if X, Y £ © 
then X AY €*D and F{X, Y)eT>. In particular, DX = F(X, LS)eV. 

Proof. It follows from part (c) of [HPS97, Theorem 2.1.3] that (a)<£>(b), and also 
that the subsidiary claims after (f) hold. Because 

K*X = RomK„(K*X,K*)> 

we see that (c)<£>(d). Proposition 2.4 shows that (d)<=>(f), and Proposition 8.4 
shows that (c)<=>(e). 

We now prove that (a)=>(c). Suppose that X is F-small. We know from The­
orem 8.5 that LF(n) is small, and thus that F(n) A X is small, and thus that 
F(n)AX is a retract of LY for some finite type spectrum Y of type at least n. For 
any finite spectrum Y, it is easy to see that K*Y = K*LY is finite (by induction 
on the number of cells). It follows that K*(F(ri) AX) = K*F(n) <8>K* K*X is finite. 
As K*F(n) 7̂  0, we conclude that K*X is finite. 

Finally, we prove that (c)=>(b). Suppose that K*X is finite. There is a natural 
map 

XAF(X,U)AY-^UAY 
with adjoint 

pUiY : F(X, U) A Y -> F(X, U A Y). 

Write 

C = {U £ X | VY £ X pu,Y is an isomorphism }. 

we claim that every if-module M lies in G. Indeed, using Proposition 3.4 repeatedly, 
we see that 

TT*(F(X, M) A Y) = H o m ^ (K*X, M*) ®Km K*Y 

TT*(F(X,M A Y)) = Horn*,(#*X,M* ®Km K*Y). 
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One can check that the map induced by PM,Y is the obvious one, which sends f®y 
to x H-» f(x) ® y. Given that K*X is finite, we see that this map is an isomorphism. 

As C is clearly thick, we see from Lemma 7.4 that all iiT-nilpotent spectra lie in 6, 
in particular LF(n) G 6. On the other hand, because LF(ri) is dualisable, we can 
identify F(X, LF{n)) A Y with LF(n) A (F(X, LS) A Y) and F(X, LF(n) A Y) with 
LF(n) AF(X>Y). Under these identifications, pLF(n),Y becomes ILF(TI) A Pzsv 
It follows that the smash product of LF(n) with the fibre of p£S Y is zero, so (by 
Corollary 7.6) p£S Y is an isomorphism. This means that X is dualisable. • 

Corollary 8,7. LetG be a finite group, andX a finite G-complex. ThenL(EG/\G 
X) is dualisable. Moreover, we have DLBG+ = LBG+. 

Proof. It is shown in [GS96b, Corollary 5.4] that K*(EG AG X) is finite, so by 
the preceding theorem, L(EG AQ X) is dualisable. We next use the Greenlees-
May Tate construction [GM95b] (see also [GS96a]). We can think of any spectrum 
X as a G-equivariant spectrum with trivial action indexed on a G-fixed universe, 
apply a change of universe functor to get to a complete universe and perform the 
Tate construction to get a G-spectrum tgX. We write PQX for the Lewis-May 
fixed-point spectrum (toX)G. It fits into a natural cofibre sequence 

BG+AX-* F(BG+yX) -> PG(X). 

If we let X be LS and localise, we get a cofibre sequence 

LBG+ -> DLBG+ -> LPGLS. 

Now in [HS96] it is shown that the Bousfield class of PQLX is the same as that 
of Ln-iX if X is finite. In particular, its if-localisation is trivial. Thus LBG+ = 
DLBG+. • 

Corollary 8.8, If X is a connected p-local loop space such that Kk(X) is finite for 
all k and zero for almost all k. Then LT,°°X is dualisable. 

Proof. It is shown in [RW80] that K*K(A, q) is finite whenever A is a finite Abelian 
group, so it follows from the results of [HRW98] that K*X is finite. • 

Another important example of a dualisable spectrum is the Brown-Comenetz 
dual of MS; see Section 10. 

Theorem 8.9. Every dualisable spectrum in X is E-finite. 

The proof depends on the following lemmas. 

Lemma 8.10. Let X G% be a spectrum such that 
(a) E*X is pro-free as a module over E. 
(b) K*X is a finitely generated module over E*, of projective dimension 0 < d < 

oo. 
Then there is a cofibration X —> J —>Y such that 

(i) J is a finite wedge of suspensions of E. 
(ii) K*J is the E* -projective cover of K*X. 
(iii) Y satisfies (a) and (b), with projective dimension d— 1 (and Y = 0 ifd = 0). 
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Proof. Since E*X is pro-free, we have K*X = (E*X)/In by Proposition 2.5. 
In particular, S* = (E*E)/In acts on K*X, so (b) makes sense. Let I be the 
augmentation ideal in E*. Choose a (finite) basis {mi} for (K*X)/I over K*. 
Since i£*X = (E*X)/In) we can lift the m* to get elements mi G JE*-X". Define 
J = Vi S'mi'i?> so the m's give an evident map ra: X —> J . Define Y to be the 
cofibre. It is immediate, using the arguments of Corollary 2.31, that K*J —> if*.X" 
is the E*-projective cover, and thus that the kernel K*Y has projective dimension 
d — 1. In the exceptional case d = 0, we see that JK"*X = K*J and thus iiT*y = 0; 
as Y is if-local, we conclude that Y = 0. In any case, because S* is Noetherian, 
we see that K*Y is finitely generated over S*. 

By construction, the image of E* J in (E*X)/In = K*X is K*X. As £* J and 
E*X are L-complete, we conclude from Theorem A.6 that E* J —> JB*X is epi. As 
E*X is pro-free, we conclude that this epimorphism splits. As E* J is also pro-free, 
we see that E*Y is again pro-free. • 

In the next lemma, we use the derived category T>E of jB-modules defined as 
in [EKMM96]; see Section 1 for more discussion. 

Lemma 8.11. Let M be an object of VE such that 7r*M is a finitely generated 
module over E*. Then M is E-finite in T>E (and thus also in the category of 
spectra). 

Proof This is very similar to the last result. We can recursively construct finitely 
generated free modules Pk over the ring spectrum E and cofibrations Mk+i —> 
Pk —» Mk (with Mo = M) , such that the modules n+Mk form a minimal projective 
resolution for 7r*M over £?*. As E* has finite global dimension n, we see that 
M n + i = 0, and thus M is infinite as claimed. • 

We can now prove the theorem. 

Proof of Theorem 8.9. Jeff Smith has constructed a finite p-local spectrum X with 
only even cells such that 

E x t | * ( i T X , i r ) = Ext^(K*,K*X) = 0 for k > n2. 
See [Rav92a, Section 8.3] for a proof of this. Ravenel actually shows that 

Exk%pmBp(BP*,v-1BP*X/In) = 0 
for large fc, but the Miller-Ravenel change of rings theorem [Rav86, Theorem 6.6.1] 
and the fact that X has only even cells implies that this is equal to Exts„ (if*, K*X). 
That we can choose the horizontal vanishing line to be n2 does not appear to be 
in the published literature, but is not important for this argument. As X has only 
even cells, the Atiyah-Hirzebruch spectral sequence collapses to show that E*X is 
free of finite rank over E*. It follows a fortiori that K*X = E*X/In is finitely 
generated over E*. Now choose a minimal projective resolution P* of K*X as in 
Corollary 2.31. We find that the complex Horns* (P*, K*) has zero differential, 
so the projective dimension of K*X is at most n2 . Thus Lemma 8.10 applies to 
Xo = LX to give a sequence of cofibrations Xk —> Jk —> Xk+u where K*Xk has 
projective dimension at most n2 — k over P , and Xk = 0 for k > n2. As each Jk is a 
finite wedge of Eys, we conclude that Xo = LX is jE-finite. By a thick subcategory 
argument, we even see that LS is infinite. 

Now let Y G X be dualisable. By the above, Y = LS A% Y is in the thick 
subcategory generated by M = E A% Y. Moreover, because Y is dualisable, we 
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know that 7r*M is a finitely generated module over 7r*i£. It follows by Lemma 8.11 
that M is .E-finite in T>E (and thus in the category of spectra). It follows that 
everything in the thick subcategory generated by M is J5-finite, and thus that Y is 
S-finite. • 

Corollary 8.12, If X GX is small, then X is K-finite, and in particular KkX is 
finite for all k. 

Proof Because X is small it is easy to see using Theorem 8.5 and Proposition 4.17 
that the unit map X —> S/I A X is a split monomorphism for some generalised 
Moore space S/I of height n. As LS is jS-finite, we see that S/I A X lies in the 
thick subcategory generated by E A S/I A X = E/I A X. It is easy to see that 
this lies in the thick subcategory generated by K A X, which is a finite wedge of 
suspensions of K. This implies that X is if-finite. • 

9. HOMOLOGY AND COHOMOLOGY FUNCTORS 

In this section, we discuss the representability of (co)homology functors from X 
to the category A b of Abelian groups. We write Xm and X9 for the categories of 
homology and cohomology functors. 

T h e o r e m 9.1. Every cohomology functor H : X —> A b is uniquely representable. 
More precisely, the Yoneda functor X *-> [—,J£] is an equivalence X~X*. 

Proof Observe that H o L is a cohomology theory on S, and apply the Brown 
representability theorem for 8. It is easy to check that the representing spectrum 
automatically lies in X. • 

Before we discuss the more complicated representability of homology functors, 
we discuss the closely related subject of realizing any object of X as a minimal weak 
colimit of small spectra. Recall that colimits do not usually exist in triangulated 
categories, but that weak colimits always exist but are not unique. Minimal weak 
colimits, discussed in [HPS97, Section 2.2], often exist and are always unique (in 
algebraic stable homotopy categories). 

We define 

A'(X) = {Xf A X | X' e X is small } 

A"(X) = {X" A X | X" e § is a finite spectrum of type at least n} . 
As usual, we make A'(X) and A"(X) into categories, in which the morphisms are 
commutative triangles. It is not hard to see that they are filtered (compare [HPS97, 
Proposition 2.3.9]). Recall that every 3C-small spectrum is a retract of LY for some 
finite spectrum Y of type at least n, and that there are only countably many 
isomorphism classes of finite spectra. It follows that A'(X) and A"(X) both have 
only a set of isomorphism classes, in other words that they are essentially small. 

Proposition 9.2. For any X £ X we have 

X = mwlim-X7 = mwlimLX" 
A'(X) A"(X) 

(where the minimal weak colimits are computed in X). Moreover, the evident func­
tor L: A,;(X) -> A'(X) is cofinal 
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Proof. Let L*X be the finite localisation of X away from F(n) and C*X the cor­
responding acyclisation. We then have a cofibration C*X —> X —> Z/X, and 
[F(n),LfX] = 0, so F(n) A Z/X = 0. As K*F{n) £ 0 andjwe have a Kunneth 
isomorphism, we see that K*L*X = 0, so L l / X = 0 and LC*X = I X = X. 
By [HPS97, Proposition 2.3.17], we know that CfX = mwlims X". As local-

—* A"(X) 
isation functors preserve minimal weak colimits [HPS97, Theorem 3.5.1], we find 
that X = LC*X = mwlim00 LX". 

- ^ A"(X) 
We now prove that L : A"(X) -> A'(X) is cofinal. Suppose that (X' A X) e 

A'(X). Because X' is small, [X7, —] is a homology functor on X. It follows that 
[X',X] = lim [X',LX"]. 

A'^X) 

We can apply this fact to the element u e [X',X]. The conclusion is that there 
is a map X* —> I X " over X, for some X" G A"(X). Moreover, given two such 
maps X7 -> £Xf (for % = 0,1), there are maps X% -> X£ <- X(' in A"(X) such 
that the two composites X' —> ZX^' are the same. This means precisely that 
L : A"(X) -> A'(X) is cofinal. It follows easily that X = mwlim X'. D 

- * A'(X) 

Recall from [HPS97, Section 4.1] that a homology functor H : X —> Ab is 
representable if there is a spectrum X e X and a natural isomorphism H(Y) ~ 
[*S,X A Y] for X-small spectra Y. (It does not matter whether the smash product 
is interpreted in S or X, because Y is small). Recall also that for any X and Y in 
X we have 

M(X AX Y) = M(X AS Y) = MS As X As Y. 

Lemma 9.3. A natural isomorphism H(Y) ~ [5,X A Y] for small spectra Y gives 
rise to a natural isomorphism H(Y) ~ [5, M(X A Y)] = MX0Y for all Y e X. 

Proof. Write {Yi} for the objects of A"(Y) (as in Proposition 9.2). Thus each Yi 
is a finite spectrum of type at least n, so LYi = MYi = LYi is Zf-nilpotent by 
Proposition 6.15. Moreover, Y = mwlim^ LYi and thus HY = lim [S, X A Yi]. 

'—*• i '—*• i 

Next, because X G X we see that X = LX, so there is a cofibration MX —> 
X —> Ln_iX. Because Ln-\X As 3^ = X As Ln-iYi = 0, we see that 

X A Y * = M X A Y ; . 

We know that mwlim8 Yi = C^Y, using the notation of the proof of Proposition 9.2. 
Moreover [F(n), C'Y]* = [F(n), Y]*, so JDF(n) A C*Y = Z>F(n) A Y, so MC*Y = 
MY (since MZ = MS A Z and MS ~ LS A DF(n)). It follows that 

mwlimsMX A Y* = MX A C'Y = MX AY. 
—> i 

This gives an isomorphism 
[ ^ M X A Y l - l m ^ M X A Y ^ - l i m ^ X A Y ^ - ^ Y ) . D 

i i 

Before stating the representability theorem for homology functors, it is conve­
nient to record the definition of phantom maps. 
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Definition 9.4. A map / : X —> Y in X is phantom if (Z A X —> Y) = 0 for all 
small Z and all u : Z —> X. We also say that / is cophantom if (X —> Y A Z) = 0 
for all small Z and all ^ : Y —> Z. 

Theorem 9.5. Any homology functor H: X —> Ab zs representable. More pre-
cisely, there is a spectrum X G X such that H(Y) = XQY = no(X A Y) /or aZZ 
3G*maK Y, and H(Y) = M I 0 ^ = TT0(MX A Y) for all Y G X. The group of natu­
ral maps MXo —> Mlo is naturally isomorphic to [X, Y]/phantoms. Any composite 
of a phantom with another map is phantom, and any composite of two phantoms is 
zero. 

Proof. This follows easily by combining the results of [HPS97, Section 4.1] with 
Lemma 9.3. • 

10. BROWN-COMENETZ DUALITY 

In this section, we define and study a good notion of Brown-Comenetz duality on 
the category X. We have been strongly influenced by the outline in [HG94]. Recall 
the usual definition of Brown-Comenetz duality. In keeping with our convention 
that everything is p-local, we write Q/Z for Q/Z(p). Because noX is a homology 
functor on S and Q/Z is an injective Abelian group, we see that Hom(7ToY, Q/Z) is 
a cohomology functor. By the Brown representability theorem, there is a spectrum 
I unique up to canonical isomorphism, with a natural isomorphism 

Hom(7r0Y,Q/Z)-[Y,/]. 
We also write IX = F(X, / ) , so there is a natural isomorphism Hom(XoY, Q/Z) ĉ  
[Y,JX]. Recall from Section 9 that any homology functor on X has the form 
Y *-* 7TQ(MX A Y) for some X G X. This motivates the following definition: 

Definition 10.1. If X G 3C, the Brown-Comenetz dual of X is 
TX = IMX = F(MXJ). 

We also write J = Ts, so that Tx = F{X, J). 

Theorem 10.2. (a) There is a natural isomorphism 

[Y, TX] - Hom(MX0Y, Q/Z). 

(b) The correspondence X *-> IX is a contravariant exact functor Xop —> X. 
(c) IK c* K. 
(d) The natural map is an isomorphism when 7r*(F(n) A X) is finite 

in each degree (in particular, when X is dualisable, for example if X = S). 
(e) The spectrum I is invertible under the smash product 
(f) The functor X \-> IX preserves the categories &, T>, 3 and 3Sf of small, dual-

isable, K-injective and K-nilpotent spectra. 

The isomorphism classes of invertible spectra form the Picard group Pic, studied 
in Section 14 below and in [HMS94, Str92]. There is a natural homomorphism from 
Pic to an algebraically defined Picard group, as explained in [HMS94]. It is natural 
to ask where I goes under this map. The answer is stated in [HG94], but we will 
not discuss this issue here. 

We will prove Theorem 10.2 after two lemmas. 
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Lemma 10.3. Let {Ak} be an inverse system of finite-dimensional vector spaces 
of dimension at most d. Then lim Ak has dimension at most d (and in particular 

<— k 

is finite-dimensional), and lim1 Ak = 0. 
4~- k 

Proof This follows easily from the standard Mittag-Leffler construction. Explicitly, 
we define 

A!k = p | image(Am -> Ak). 
m>k 

As Ak has finite dimension we must have A'k = image(Am —> Ak) for m >̂ 0. The 
groups Ar

k form a subtower of A, and the quotient A/A' is pro-trivial so lims A\ = 
<~~ i 

lim*AJ for 5 = 0,1. The maps A!k —> A ^ are surjective so l i m 1 ^ = 0. The 
<— i <— i 

dimension of A[ is a nondecreasing function of i that is bounded by d, so for large 
i it is constant and thus the map A!{ —> A'i__l is an isomorphism. This means that 
lim Af

{ = A'm for large m, so lim A!{ has dimension at most d. • 
*— i *"*• i 

The next lemma is crucial. 
Lemma 10.4. Let S/I be a localised generalised Moore spectrum of type n. Then 
[E,S/I]* is finite. 

Proof We can form the standard £?-based Adams resolution of S/I and apply the 
functor [E, —] to get a spectral sequence whose Ei term is the group 

Cst(I) = Es/ = [E,EA X-sE{s) A S/l\t-s = [E, X~sE{s) A E/I]t-S. 
Here JE? is the cofibre of the unit map S —> E. It does not matter whether we 
take smash products in % or §. As E*E is not a projective module over JE*, the 
standard theorems are not enough to identify the E2 page as an Ext group but this 
turns out not to be important. What is important is that S/I is if-nilpotent and 
thus -B-nilpotent, so the resulting spectral sequence converges to [JE, 5//]*. It will 
thus be enough to show that the E2 page is finite in each total degree. 

To do this, we define Cst = [E,L(E A E-5£ ( s ))] t_5 . We make C** into a 
module over E* using the second copy of E. Using Proposition 8.4 (f) we see that 
n*L(E A E ) is pro-free and in even degrees, so that L(E AE ) is isomorphic as 
an IS-module to a spectrum of the form £(Vi S2di£7). This is a retract of JJi %2diE 
so C5* is a retract of Yii[E> E2ciijE]* and thus is pro-free. It is not hard to deduce 
that C**(I) = C**/IC** and that this admits a finite filtration with quotients 
C**/JnC** = C**(Jn). It will thus be enough to show that #*C**(i*n) is finite in 
each total degree. But we have E/In = K, so by Proposition 3.4 we have 

Es/ = Hom£s(K*E,Z-sK*(Eis))) = H o m ^ ( E * , s f ) = Hom^(S*,E* ®2f a ) 

where E* is the coaugmentation coideal of E*. It follows that 
#*C**(Jn) = Ext£(E*,K*). 

Consider the subring E'(fc)* < E* generated by t i , . . . ,tk-i- It is easy to check 
that this is a sub Hopf algebra, and thus a subcomodule of E*. Moreover, we have 
^* = Ufc S7(fc)*, which gives a short exact sequence of comodules 
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This gives a Milnor sequence relating E x t s ^ E ^ i f * ) to limzExts*(£/(&)*,-K*) f° r 

i = 0,1. As S'(fc) is a finite-dimensional cocommutative Hopf algebra, it is self-dual 
(up to a dimension shift) as a comodule over itself [LS69] and thus as a comodule 
over E*. We thus have 

Exts»(S'(fc)*,#*) = ExtE,(if*,E'(fc)*) = ExtE , / / S / ( f c ) , ( if*,if*). 
We know from [Rav86, Theorem 6.3.7] that for k ^> 0 this is an exterior algebra 
over if* on n2 generators, and thus has dimension 2n independently of k. It follows 
from Lemma 10.3 and the Milnor sequence that ExtJ* (E*, if*) has finite dimension 
over if*, as required. • 

Corollary 10.5. [if, 5]* is finite. 

Proof. It follows from the lemma that [E A DS/I,5]* is finite, and it is easy to see 
that K lies in the thick subcategory generated by E A DS/I. • 

Proof of Theorem 10.2. (a): This is clear. 
(b): We first need to show that IX is if-local. Suppose that Z is if-acyclic. As 

MS ~ K and MX = MS A X, we see that MX A Z = 0, so 

[Z, IX]* = Hom(7r*(MX A Z), Q/Z) = 0 

as required. Because IX = F(X, I ) , the correspondence X *-> I X is clearly a 
contravariant exact functor. 

(c): Note that MK = if. Think of 7Toif = F p as a subgroup of Q/Z in the 
obvious way. We know that [X, if]* ^ HomJK-i)[(if*X,if*). Looking in degree zero, 
we see that 

[X, if] ~ Hom(Mif0X, Fp) = Hom(Mif0X, Q/Z) 

the first equality because vn is a unit, and the second equality because MKQX is a 
vector space over F p . It follows that IK = if. 

(d)r The evaluation map X A F ( X , / ) —> i" gives by adjunction a natural map 
KX : X -> F (F(X, / ) , / ) = ? X . Write F = F(n) and Y = F A X, ^o that 7r*y is 
finite in each degree. Because F is dualisable, we have IY = D F A i X and FY = 
F AFX. Under this identification, we have Ky = ^ F A X = I F A « X J SO it is enough 
to show that Ky is an isomorphism. Because F and DF are if-nilpotent, we see that 
MY = Y and MIY = IY. It follows that TT*PY = Hom(Hom(7r*y, Q/Z), Q/Z), 
which is the same as TT*Y because 7r*y is finite in each degree. Thus Ky is an 
isomorphism, as required. 

If X is dualisable then F A X is small by Theorem 8.5, so ^ ( F A X) is finite in 
each degree by Corollary 8.12, so the above applies. 

(e): We know from Lemma 10.5 that [if, 5]* is finite in each degree. We also 
know from (c) and (d) that KK and KS are isomorphisms, from which it follows 
that I : [if, 5]* —> [J, / i f ]* = if*/ is an isomorphism. Thus if*/ is finite, which 
implies by Theorem 8.6 that J is dualisable. This implies that JP(J , J) = DIA J, 
but we also know that F(I, I) = PS = S. Thus DI A / ĉ  5 , which means that 
J e P i c . 

(f): By part (c), J i f = if. Any if-injective spectrum X is a wedge of sus­
pensions of if, so IX is a product of suspensions of if, which is still if-injective 
by Proposition 3.3. Thus X *-> IX preserves 3, and so also 3Sf, by Lemma 7.4. 
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Part (e) implies that I G D, so it follows from Theorems 8.6 and 8.5 that the 
functor X »-»IX = DX A J preserves © and iF. • 

Corollary 10.6. If X is an arbitrary spectrum in X, then IX ~ DX AI . 

Proof. Because I is dualisable, we have F(X, I) ~ F(X, S) A I. • 

Recall the definition of phantom and cophantom maps from Definition 9.4. 

Theorem 10.7. Suppose that X, Y e X. 
(a) There are no nonzero phantom maps X —> IY. 
(b) If7T*(F(n) AY) is finite in each degree (in particular, ifY is dualisable, for 

example i/Y = 5) then there are no nontrivial phantom maps X —> Y. 
(c) A map u: X —>Y is phantom if and only if it is cophantom. 

Proof (a): Suppose that u : X —> IY is phantom. This means that the corre­
sponding map u# : 7r0(X AMY) = 7r0(MX AY) —> Q/Z vanishes on 7r0(Z AMY), 
for every small spectrum Z equipped with a map Z —> X. On the other hand, X is 
the minimal weak colimit in X of these Z's (Proposition 9.2), and 7To(— A MY) is 
a homology functor, so 7To(X A MY) = lim 7To(Z A MY). It follows that u# = 0, 

—* z 
and thus u = 0. 

(b): By part (d) of Theorem 10.2, we know that Y = FY. It therefore follows 
from (a) that there are no nonzero phantoms X —> FY = Y. 

(c): In the following statements, Z runs over 3C-small spectra. Thus MDZ = DZ 
and 

Hom([Z, X], Q/Z) = [X, Z A / ] . 

u is phantom <=> \/Z [Z, X] —> [Z, Y] is zero 
<£> VZ Hom([Z,X], Q/Z) <- Hom([Z, Y], Q/Z) is zero 
<* \fZ [X,ZAl]<--[Y,ZAJ]iszero 
^> VZ [X,Z]->[Y,Z]iszero 
<£=> n is cophantom 

(The fourth implication uses the fact that / £ Pic, so that Z f-> Z A I is an 
automorphism of the category of small spectra). • 

11. THE NATURAL TOPOLOGY 

As in [HPS97, Section 4.4], we can give [X, Y] a natural topology. For any map 
f : F —> X with F small, we write Uf = {u : X —> Y \ u o f = 0}, and then give 
[X, Y] the linear topology for which the sets Uf form a basis of neighbourhoods of 
0. We recall from [HPS97, Proposition 4.4.1] the basic properties of this topology: 

Proposition 11.1. 
(a) The composition map [X, Y] x [Y, Z] —> [X, Z] is continuous. 
(b) Any pair of maps X' —•» X and Y —> Y' induces a continuous map [X, Y] —> 

[X',Y'\. 
(c) J /X is sma/Z then [X, Y] is discrete. 
(d) Tfte closure ofO in [X, Y] is tte se£ of phantom maps, so [X, Y] is Hausdorff 

if and only if there are no phantoms from XtoY. 
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(e) [X,Y] is always complete. 
(f) \\/iXi^Y] is homeomorphic to Tld^i^Y] with the product topology, but the 

natural topology on [X, fJi Yi] i>s finer than the product topology in general 

Corollary 11.2. / / we give Hom(7TfcX, 717-Y) the compact-open topology, then it 
follows from (a) that the evident map 

[X,Y]-+Eom(irkX,irkY) 
is continuous. • 

We next prove some additional properties. 

Propos i t ion 11.3. The smash product map [W,X] x [Y, Z] -> [W A Y,X A Z) is 
continuous. 

Proof. Suppose we have maps u: W —> X and v: Y —> Z, a 3C-small spectrum A 
and a map A —> W A Y, so that 

jV = { w : W A Y - > X A Z | w f = ( u A v ) / } 
is a basic neighbourhood of u A v in [W A Y, X A Z]. We know from Proposition 9.2 
that W can be written as a minimal weak colimit W = mwlim Wa with Wa small, 
and similarly Y = mwlim Yp. Note that [AyW A (—)] is a homology theory, so 

that [A, W AY] = lim [A, W A Yp], so / factors through a map g: A —> W A Y/? 

for some /?. By a similar argument, g factors through a map h: A—* Wa A Yp for 
some a. Write i and j for the given maps Wa —> W and Yp —» Y. Write 

AT = {(*/, v ' ) G [W, X] x [Y, Z] I u'i = m and t / j = ttf}. 

Then JV7 is a neighbourhood of (u>v) and if (u',v') € iV7 then u' Av' € N. This 
means that the smash product is continuous at (u,v), as required. • 

Corollary 11.4. The adjunction map [X, JF(Y, Z)] —> [X A Y, Z] is a continuous 
bijection, and a homeomorphism if Y is dualisable. 

Proof. Let e: F(Y, Z) A Y —> Z be the evaluation map. Then the adjunction map 
is the composite 

[X,F(Y,Z)] ( " ) A l y ) [X A Y,F(Y,Z) A Y] - ^ [X A Y,Z), 

which is continuous by Proposition 11.3 and Proposition 11.1(a). It is also a bijec­
tion, by the denning property of F(Y, Z). If Y is dualisable and 77: S —> Y A DY = 
JP(Y, Y) is the unit map then we can identify the inverse of the adjunction map 
with the composite 

[XAY,Z] -t^[XAYADY,ZADY] - ^ ^ [X,ZADY], 
which is again continuous. • 

Propos i t ion 11.5. If [F(n), Y]* is finite, then for any X G % we have 

[X,Y] = lim{[X',y] I (X' - X) e A'(X)}, 

and this is a compact Hausdorff group. 

Remark 11.6. This applies when Y is jE-finite, and thus (by Theorem 8.9) when Y 
is dualisable. 

Licensed to Univ of Rochester.  Prepared on Fri Sep  3 17:48:55 EDT 2021for download from IP 128.151.124.135.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms



MORAVA JC-THEORIES AND LOCALISATION 57 

Proof Because X is the minimal weak colimit of A'(X), the map from [X,Y] to 
the inverse limit is surjective. The kernel is the set of phantom maps X —> Y, 
which is zero by part (b) of Theorem 10.7. • 

Corollary 11.7. If X is dualisable and Y is small then [X,Y] is both finite (by 
Corollary 8.12) and compact Hausdorff, hence discrete. • 

Corollary 11.8. If X and Y are dualisable then the map 
D: [X,Y]->[DY,DX] 

is a homeomorphism. 

Proof As D2 = 1 it is enough to check that D is open. Consider a 3C-small spectrum 
Z and a map / : Z —> X, so that Uf = {u: X —> Y \ uf = 0} is a basic open 
neighbourhood of 0 in [X, Y]. The image under D is {v: DY -> DX \ (Df)ov = 0}. 
This is open in [DY,DX] because (Df)* is continuous and [DY, Z] is discrete. • 

Proposition 11.9. If X is dualisable, then the natural topology on [X,E] is the 
In-adic topology. This is also the same as the topology defined by the kernels of the 
maps [X,E] —> [X>E/I] as I runs over a tower as in Proposition J^.22. Similar 
remarks apply to E^X. 

Proof. The natural topology is profinite by Proposition 11.5. The i"n-adic topology 
is profinite because E*X is finitely generated over E* by Theorem 8.6 and Propo­
sition 2.4. Using Theorem 8.6 again and a thick subcategory argument we see that 
(Efiyx is finite. We also know from Corollary 7.11 that E = holim E/I and 
there are no lim1 terms because everything is finite so [X, E] = lim [X, E/I] and the 
topology defined by the kernels is again profinite. As the maps [X, E] —> [X, E/I) 
are continuous, we see that the natural topology is at least as large as the topology 
defined by the E/I, and this is at least as large as the Jn-adic topology because 
the groups [X, E/I] are Jn-torsion. By a well-known lemma, comparable compact 
Hausdorff topologies are always equal. The result carries over to E*X because of 
Corollary 11.4. • 

12. DUALISABLE SPECTRA 

In this section we prove some more results about the category T> of dualisable 
spectra in 3C, and its subcategory ? of X-small spectra. 

First observe that £F is the same as the category Gn C £ considered in Sec­
tion 6.1. The following three results thus follow from Theorem 6.9, Theorem 6.12 
and Corollary 6.6. 

Proposition 12.1. The only thick subcategories o/ST are {0} and 5F. • 

Proposition 12.2. Every small spectrum X has a good vn self map v: YidX —> X 
(which is an isomorphism). • 

Proposition 12.3. Let u: Y,dX —> X be a self map of a X-small spectrum such 
that K*u is nilpotent. Then u is nilpotent. • 

For self maps of spectra that are dualisable but not small it is natural to consider 
self maps that are topologically nilpotent rather than nilpotent. We first need to 
define topological nilpotence. 
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Proposition 12.4. LetX be a spectrum inX andu: EdX —> X a map. Letu lX 
denote the sequential colimit in % of the sequence 

Consider the following statements, in which Z and W run over X-small spectra. 
(a) vTxX = 0. 
(b) For all Z and all z: Z —> X we have uN o z = 0 for N > 0. 
(c) For all Z we have lz A uN = 0 for N » 0. 
(d) For all W and allw: W —> S, the following composite vanishes for N >̂ 0: 

Equivalently, the following adjoint map vanishes: 

TF*W 2* SNd !^£* F{X,X). 
(e) d = 0 and uN —> 0 in the natural topology on [X, X]. 

TAen (a)&(b)<=(c) and (b)<=(d). If X is dualisable then (b)<&(c)&(d). Ifd = 0 
then (c)<=>(e). 
Definition 12.5. If (a) and (b) hold in the above proposition, we say that u is 
topologically nilpotent 
Proof of Proposition 12.4- (a)<^(b): We know that u~lX = 0 if and only if we 
have [Z^u"1X] = 0 for all Z, and as Z is small we have [Z,u~~lX] = u~l[Z,X\. 
The claim follows easily. 

(a)<£=(c): If (c) holds then we see that Z/\u~1X = 0 and thus u~xX = 0, so (a) 
holds. Conversely, suppose (a) holds and X is dualisable. Then Z A X is small by 
Theorem 8.5, and (1 A u ) " 1 ^ M ) = 0. It follows that (c) holds. 

(d)=^>(b): By Corollary 7.11 we have X = holim D(S/I) A X, so any map 
z: Z -> X factors through D{S/I) A X -> X for some J. If (d) holds then 
D(S/I) A I - > I ^ > Y>-NdX vanishes for N > 0 and thus so does Z -> X ^U 
E - ^ X , so (b) holds. 

We next assume that X is dualisable; then if (b) holds we can put Z = W A X 
and deduce that (d) holds. 

Finally, if d = 0 then (e) is a direct translation of (b). • 

Lemma 12.6. Ifu: SdX —> X is topologically nilpotent, then the same is true of 
u/\ly for any Y. 
Proof The functor (—) A Y preserves sequential colimits, so the claim is obvious 
from criterion (a). • 

Recall that a self map u : A —> A of a topological Abelian group A is said to be 
topologically nilpotent if the sequence {unx} converges to 0 uniformly in x. We will 
apply this definition to E*X and E^X for dualisable X, using the Jn-adic topology. 
In this case, both E*X and E^X are finitely generated, so there is no difference 
between pointwise and uniform convergence. 
Proposition 12.7. Letu: SdX —> X be a self map of a dualisable spectrum. Then 
the following are equivalent: 

(a) K*u is nilpotent. 
(b) K*u is nilpotent. 
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(c) E^u is topologically nilpotent. 
(d) E*u is topologically nilpotent 
(e) u is topologically nilpotent 

Proof. (a)<£>(b): Duality. 
(a)<£>(e): Recall that u is topologically nilpotent if and only if \z Au is nilpotent 

for all small Z. This is equivalent to (a) by the Kiinneth theorem and Proposi­
tion 12.3. 

(d)=^(b): We check by induction on k that u induces a topologically nilpotent 
self map of {E/Ikyx. Indeed, consider the short exact sequence 

(E/Ik)*{X)/vk>-> (E/Ik+1)*(X) -»asm(vk, {E/Iky2^l{X)). 
The subspace topology on a n n ^ , (E/Ik)*(X)) is the same as the 7n-adic topology 
by the Artin-Rees lemma. It is then easy to see that u induces a topologically 
nilpotent map on (E/Ik+i)*X if it does on {E/IkyX. In the case k = n we have 
(E/In)*X = K*X and this is finite and thus discrete so the self map is nilpotent. 

(b)=>(d): It is easy to check that for any generalised Moore spectrum S/I of 
height, n, the spectrum E/I is if-finite so (E/I)*u is nilpotent. It follows easily 

N 

that if a £ E*X then the composite Y,NdX —> l A £ ^ E/I vanishes for large 
iV. We know from Proposition 11.9 that the natural topology is the same as that 
defined by the kernels of the maps E*X —> (E/I)*X. It follows that aouN —> 0 in 
the Jn-adic topology. Thus the sequence (uN)* G EndE*(E*X) converges to zero 
pointwise, and hence uniformly. 

This shows that all our statements are equivalent except for (c). However, E*u = 
E*Du and by the above applied to Du this is topologically nilpotent if and only 
if Du is, and Du is topologically nilpotent if and only if u is (by Corollary 11.8). 
Thus (c) is equivalent to (e) also. • 

Lemma 12.8. Let u: T,dX —> X be a self map of a small spectrum. Then there 
is a unique idempotent e: X —> X such that u is the wedge of an isomorphism 
TtdeX —> eX with a nilpotent map S d ( l — e)X —» (1 — e)X. 

Proof. Let v: YtX - > X b e a good vn self map. We can choose a > 0 and b G Z 
such that w = uavb has degree zero. By Corollary 8.12, we know that [X,X] = 
7TQ(DX AX) is a finite ring. It follows that there exist r < s such that vf = ws. We 
then find that tufc(s~r) = ^(fc+1)(5-r) as long as k(s — r) > r. Thus, if t is a multiple 
of s — r which is greater than r, we find that e = wl = uatvbt satisfies e2 = e. 
Thus e is an idempotent which commutes with ^, which means that u respects the 
splitting I = e X V ( l - e)X. As uatvbt = 1 on eX we see that u: HdeX -> eX 
is an isomorphism. On the other hand, we have uatvbt = 0 on (1 — e)X, so that 
u: (1 — e)X —> (1 — e)X is nilpotent. 

If ef is a different idempotent with the required properties then e = uatvbt is the 
wedge of an isomorphism on e'X with a nilpotent self map on (1 — e')X. As e is 
idempotent, it is easy to deduce that the nilpotent part is zero and the isomorphic 
part is the identity, so e' = e. • 

Proposition 12.9. Let u: T,dX —> X be a self map of a dualisable spectrum in 
X. Then there is a unique idempotent e: X —> X such that u is the wedge of 
an isomorphism HdeX —> eX with a topologically nilpotent map S d ( l — e)X —> 
(l-e)X. 
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Proof. Choose a tower of generalised Moore spectra S/I{j) as in Proposition 4.22. 
We will write X/I(j) for X A S/I(j). For each j Lemma 12.8 gives a unique 
idempotent e, : X/I(j) —> X/I(j) such that u A 1 is a wedge of an isomorphism 
and a nilpotent in terms of the splitting given by ej. We claim that the following 
diagram commutes: 

x/m 
lA<?i 

X/I(j-1) 
ej-i 

x/i(j) 

lAgj 

x/iij-i). 
To see this, let v be a good vn self map of S/I(j). Using Remark 4.25 and 

Proposition 4.4, we see that v induces compatible vn self maps of all spectra in the 
diagram (all of which we call v) and that v o (1 A Qj) = (1 A Qj) O V. Note also 
that ( u A l ) o ( l A gj) = (1 A Qj) o(uA 1). It follows from the proof of Lemma 12.8 
that there exist integers a, b such that ej = (wA l)avb (interpreted as a self map of 
X/I(j)) and ej-i = (wA l)avb (interpreted as a self map of X/I(j — 1)). It follows 
easily that the diagram commutes. 

We next recall from Proposition 7.10 that X = holim X A S/I(k). Moreover, 
Corollary 8.12 shows that [X,XAS/I(k)] = TT0(DX AX AS/I(k)) is finite, so there 
is no lim1 term and [X, X] = lim [X, X A S/I(k)]. It follows that there is a unique 

<— k 

map e: X —> X such that the following diagram commutes for each j : 

X ->X 

lArjj 

x/i(j) ej 

lArjj 

x/i(j). 
The map e2 also has this property, so e2 = e. We also know that 

(1 A rjj) o (ue — eu) = ((u A l)ej — ej(u A 1)) o (1 A rjj) = 0 

for all j , and thus that ue = eu, so u is compatible with the splitting X = eX V 
(1 — e)X. Similar considerations show that u is an isomorphism on eX and that 
u A 1 is nilpotent on (1 — e)X/I(j) for all j . It follows by Proposition 12.7 that u 
is topologically nilpotent on (1 — e)X. • 

It follows from the previous proposition that the Krull-Schmidt theorem holds 
in 2). (It was shown by Freyd [Ere66] that the Krull-Schmidt theorem holds for 
finite torsion spectra, and our argument is much the same.) 

Definition 12.10. We say that a spectrum X G CD is indecomposable if X ^ 0 and 
there do not exist nontrivial spectra Y,Ze*D with X ~YV Z. 

We will see in Proposition 12.17 that there are only a set of isomorphism classes 
of dualisable spectra, and hence of indecomposable spectra. 

Proposition 12.11. Let X G T) be an indecomposable spectrum, and write R = 
[X,X]. Let I C R be the set of topologically nilpotent self maps of X. Then I is a 
two-sided ideal in R and R/I is a finite field. 
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Remark 12.12. Adams and Kuhn have shown [AK89] that in a slightly different 
context, all possible finite fields can occur. Presumably this is true for us too. 

Proof. First, it follows immediately from Proposition 12.9 that every u £ R is 
either invertible or topologically nilpotent, so R = Rx II I. If a £ I and b € R 
then a g Rx so a&, ba §£ Rx so ab, ba £ I. Now suppose that a, 6 £ I. We claim 
that c = a -f 6 £ J. If not, then c is invertible. By our previous observation we 
have c~xb £ J so c"16 is topologically nilpotent. Hence Y2k(c~lb)k converges to 
an inverse for 1 — c"1b = c~la> so a is invertible. This contradicts the assumption 
that a £ I. Thus J is a two-sided ideal. It is clear that every nonzero element of 
R/I is invertible, so R/I is a division ring. Next, let J be the kernel of the evident 
map R —» End(K*X). This is clearly a two-sided ideal, and Proposition 12.7 tells 
us that J < I. Because K*X has finite dimension over if*, we see that R/J is 
finite and thus that R/I is finite. A well-known theorem of Wedderburn says that 
a finite division ring is a field. • 

Proposition 12.13. For any spectrum X £ © there are unique integers ny = 
ny(X) > 0, as Y runs through isomorphism classes of indecomposable spectra, 
such that ny = 0 for all but finitely many Y, and X is isomorphic to Vrea nyY. 
{Here riyY means the wedge ofny copies of the spectrum Y). 

Proof. We may assume that this holds for all X' such that dim(K*X') < dim(K*X). 
It is clear that it also holds if X is indecomposable. If X is decomposable we can 
write X = V V W with V ^ 0 ^ W and thus dim(K*V) > 0 and dim(#*W) > 0 
and thus dim(jK*V) < dim(K*X) and dim(K*W) < dim(K*X). By the induc­
tion hypothesis we have V ~ \JYny{V)Y and W c± \JYny{W)Y. It follows that 
X ~ \JY{ny{V) + ny{W))Y, so we may take nY{X) = ny (V) + ny(W). 

We still need to prove uniqueness. For this, we change notation and assume 
that we have indecomposables t / i , . . . ,J7r and Vi,... ,y5 such that there exists 
an isomorphism / : U\ V . . . V Ur — Vi V . . . V Vs. We need to show that r = s 
and that after reordering the Vs we have Ui ~ Vi for all i. Write g = jf""1, 
and fij for the component of / mapping Ui to V}, and g^ for the component of 
g mapping Vj to C/i. We then have Y^j9jifkj = 5^: £/& —> Ui. In particular, 
we have J2j9jihj = 1: ?7i —> Ĉ i- Recall that the maps U\ —> U\ that are not 
isomorphisms form a two-sided ideal (and thus an additive subgroup) in [C/i, C/i]; 
it follows that gjifij is invertible for some j . After renumbering the Vs, we may 
assume j = 1. This means that / n : Ui —> V\ is a split monomorphism but V\ 
is indecomposable so fu is an isomorphism. Similarly gn is an isomorphism. We 
now write U1 = U2 V . . . V Ur and V = V2 V . . . V Vs and redefine our notation 
slightly so that /12 is the component of / : U\ V Uf —> Vi V V mapping C/i to V7 

and so on. We thus have a matrix equation 

( fn hi \ ( 9n 921}^? lVl 0 \ 
V /l2 /22 J \ 912 922 J \ 0 ly/ ^ ' 

One can deduce directly that /22 • U' —> V is an isomorphism, with inverse given 
by 2̂2 —gi2g\\g2i* By induction on the number of indecomposables, we can assume 
that r — 1 = s — 1 and that after reordering we have Ui ~Vi fov i> 1. Thus r = 5 
and C/i ĉ  V̂  for all i. D 

We next exhibit some ideals in 2); we conjecture that they are all the ideals. 
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Definition 12.14. Given k < n we write T>k for the category of spectra I e S 
such that X is a retract of Y A Z for some Y £ 2) and some finite spectrum Z of 
type at least k. It is easy to see that !Dn = JF. 

Proposition 12.15. T>k is an ideal in T> and is closed under D. Moreover, given 
X G T), the following are equivalent 

(a) X e B fc. 
(b) X is a module over some generalised Moore spectrum S/I of height k. 
(c) E^X is Ik-torsion. 
(d) E*X is Ik-torsion. 

Proof. (a)<£>(b): This is Proposition 4.17. 
(b)=>(c): It is easy to see using the cofibrations which define S/I that E^(X A 

S/J) is /^-torsion. It follows that E^X is /^-torsion. 
(c)=>(b): By induction we may assume that there is a generalised Moore spec­

trum S/J of type k — 1 such that X is a module over S/J. Let v be a good Vk-i 
self map of S/J. Let C be the category of those spectra Y such that for each 
a e ir*(S/J A X A Y) we have vNa = 0 for N > 0. One sees easily that G is thick 
and E € G. Thus D(S/J A l ) € 6 by Theorem 8.9, and v acts nilpotently on 
1 e 7T0(S/J A X A J D ( 5 / J A X)) = End(5 / J A X) . This means that v is nilpotent 
as a self map of S/J A X , so that the evident map S/J A X —> £/(«/, vp ) A X is a 
split monomorphism for large N. As X —> S/J A X is also a split monomorphism, 
we see that X is a module over S/( J, i;p ). 

We also know from Proposition 4.17 that T>k is an ideal. If X is a retract of 
Y AZ for dualisable Y and Z, then DX is a retract of D(YAZ) = £>YAJDZ. Thus 
2)fe is closed under D. It is then immediate from the isomorphism E*X = E^DX 
that (c)^(d) . • 

Corollary 12.16. IfXeX then the following are equivalent: 
(a) X is small. 
(b) E*X is finite. 
(c) £ ^ X & /m#e. 
(d) X is dualisable and K-nilpotent. 

Proof. Using Theorem 8.6 we see that any of ( a ) . . . (d) implies that X is dualisable, 
so we may assume this throughout. We saw in Theorem 8.5 that (a) implies (b),(c) 
and (d). By applying Proposition 12.15, we see that (b) implies (a) and (c) implies 
(a). 

All that is left is to prove that (d) implies (a). Suppose that X is dualisable 
and K-nilpotent. Let 3 be the category of those spectra Z e X such that Z is a 
module over S/I for some I of height n. We know from Proposition 4.17 that 3 
is an ideal, and thus from Proposition 7.9 that it contains all if-nilpotent spectra. 
In particular, we see that X is a retract of some S/I A X, and S/I A X is the 
smash product of a small spectrum with a dualisable one so it is small, so X itself 
is small. • 

12.1. The semiring TTQD. Write 7ToD for the set of isomorphism classes of spectra 
in 2). We start by verifying that this is really a set. 

Proposition 12.17. The category V has 2K° isomorphism classes. 
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Proof. There are only countable many finite spectra Y of type at least n, and for 
each one we know that [LY, LY] is finite, so LY has only finitely many retracts. 
It follows that 710(90 is countable. Moreover, if U, V G ST then [?7, V] is finite. It 
follows that there are at most HQ° = 2K° different towers of 3C-small spectra. If 
X €T> then X A S/I is small and X = holim X A 5/7, so X is the inverse limit of 

one of these towers. Thus |7r02)| < 2K°. 
Conversely, it is shown in [HMS94, Proposition 9.3] that the p-adic integers 

embed in the Picard group, which in turn embeds in -KoD. Thus \KQD\ > 2 N ° . • 

The set ITQD is a commutative semiring under V and A. The group of units is 
the aforementioned Picard group of X. See [HMS94, HS95, Str92] for discussion 
and calculation of Picard groups. See also Section 14 and Section 15.1. 

The subsets TTOD/C are ideals. The maps ny: 7ToD —> N give an additive isomor­
phism 

7TO© = 0 N 
Yeo 

where 3 denotes the set of isomorphism classes of indecomposable spectra. There 
is also an interesting semiring homomorphism 

d: 7T0© -> N[*]/(*'v»l - 1) 

defined by 
K l - i 

d(X)= J^ fdim^KiiX). 

We can of course set t = 1 to get a semiring map 7ToT> —> N , or set t = — 1 to get a 
map 7To2) —> Z. This factors through the ring K^D^ which is the quotient of 7ToD 
in which we set Y = X + Z whenever there is a cofibre sequence X —> Y —> Z. 

When X G $ is small, we have two other measures of the "size" of X. 

Definition 12.18. Given a finite Abelian p-group A we define the length to be 
len(A) = logp |i4|. Given a graded Abelian p-group A* which is periodic of period 
|v£ I for some if, we define 

0<fc<|t«*| 

We have normalised this so that len(iif*) = 1, and thus len(A*) G N when A* is a 
finite module over E*. 

The length len(jRf*«X") is defined whenever X is dualisable. It is not a very 
sensitive measure of the size of X, because len(K*(S/I)) = 2n for all 7. If X is 
small we can also define len(E*X) and len(7r*X) (we have the required periodicity 
because of the existence of vn self maps). The following result shows that len(i£*.X) 
is a good measure of size. 

T h e o r e m 12.19. For any integer k > 0, the set of isomorphism classes ofX-small 
spectra X with len(E*X) < k is finite. 

Proof. We will work with E{n) instead of E: since we are only considering finite 
modules and small spectra, this makes no difference. 
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We first claim that E x t ^ / N ^ J i f * , ^ * ) is finite for all s and t It is easy to 
check using cobar resolutions, or using [MR77, Proposition 1.3d], that 

This is finite in each bidegree by the proof of of [Rav86, Theorem 6.2.10(a)]. It 
follows inductively that Ext^n^ E,JE(n)*/Ik, K*) is finite and in particular that 

n)*E(n)(K*>K*) i s finite> a s required. 
Now suppose we have a finite i?(n)*jE(n)-module M. A Landweber filtration of 

M is a finite comodule filtration 0 = Mo C Mi C . . . C Mt where t < k and 
Mi/Mi-! = YP&K* for some 0 < j(i) < \vn\. The filtration theorem proved 
in [HS95, Section 2] then tells us that any realisable finite comodule admits such 
a filtration. Given M*_i, the number of possibilities for Mi is determined by 
Ex^£(n)lE(rc)(^*> - ^ - l ) - As ̂ s grouP is finite, it follows that there are only finitely 
many realisable comodules of any given length. 

Now fix a realisable comodule M. Consider the category 6(M) of pairs (X,o;), 
where X is a small spectrum and x: M —> E{n)*X is an isomorphism of comodules. 
It is enough to show that C(M) has only finitely many isomorphism classes. Recall 
from Proposition 6.5 that there is an Adams spectral sequence 

E?(X,Y) = Ext*\n)tEln)(E{n).XtE(n).Y) = * [X,Y]t-„ 
with E& = JBOC for some constant N independent of X and Y. Moreover, given 
maps E(n)*X —> E(ri)*Y -̂ > E(n)*Z which survive to Er, we have dr(gf) = 
g*dr(f)+f*dr(g) (see [Mos68, Theorem 2.1]). We say that objects (X,x) and (Y,y) 
in C(M) are jBr-equivalent if the element yx"1 G KomE(n)*E(n)(E(n)*X, E(n)*Y) = 
£?£j0(X,Y) survives to Er. Our formula for dr(gf) shows that this is an equiva­
lence relation. Clearly any two objects in C(M) are ^-equivalent. If they are 
i?r-f.i-equivalent then they are £?r-equivalent, and if they are i*V-equivalent then 
they are isomorphic. It is thus enough to show that each J5?r-equivalence class splits 
into finitely many J5r+i-equivalence classes. 

If (Xjx) and (Y,y) are £7r-equivalent, we define 

*CX>,y,y) = y^-'Tdriy-'x) € E x t ^ - ^ ( n ) ( M , M ) . 

As x and y are isomorphisms, we have <5(X, #, Y, y) = 0 if and only if (X, x) and 
(Yyy) are i?r+i-equivalent. Moreover, the formula for dr(gf) implies that 

6{X, x, Z, z) = S(X, x, Y, y) + 8{Y, y, Z, z) 
whenever this makes sense. We conclude that the set of Er+i-equivalence classes 
in a given ^-equivalence class bijects with a subgroup of Ext^,~} E, JM,M), so 
it will be enough to show that this group is finite. Using our comodule filtration of 
M, this follows from the fact that Ext^tx E,. (K*, K*) is finite for all s and t. D 

13 . iiT-NILPOTENT SPECTRA 

In this section, we give a number of characterisations of if-nilpotent spectra. 

Theorem 13.1. Suppose X is a spectrum in X. Then the following are equivalent 
(a) X is a retract of X AZ for some finite spectrum Z of type at least n. 
(b) X is K-nilpotent. 
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(c) X lies in the thick subcategory generated by the K-injectives. 
(d) X AS Y is K-local for all YeS. 
(e) The functor on X which takes Y to no(X A% Y), is a homology functor. 

Before proving this, we need to address a different problem. Let X be a finite 
spectrum of type ra < n, with a good vm self map v: T,dX —> X. We need to 
understand what happens to X and v under if-localisation. 

As usual, if Z is a spectrum with a self-map / , we denote the cofibre of / by 
z/f. 
Propos i t ion 13.2. If Y e X and X is a finite spectrum of type m < n with 
v: S d X —> X a good vm self map of X, then the natural map 

! A 7 - > holim(X A Y)/vk 

is an equivalence. Furthermore we have a short exact sequence 
0 -> lim1 k e r ( A T T * _ ^ _ I ( X A Y)) -> TT*(X A Y) -> TT*(X A Y)£ -» 0 

Proof. First note that it does not matter whether we work in X or in S. Indeed, X 
is finite, so X A Y is already if-local, so we have I A 7 = L(LX A Y). Also, the 
products in X and in § are the same. The homotopy inverse limit of a tower can 
be constructed as the fibre of a standard self map of the product of its terms, so it 
is also the same in X and §. 

We claim that the map is an X/w-equivalence. Indeed, 

as v is strongly central, the map X/v A X —%• X/v A X is trivial for k > 2. Thus 
the map X/v AX AY —> X/v A X/vk A Y is a split monomorphism for k > 2, with 
cofibre a suspension of X/v AX AY. Thus we have a short exact sequence 

izi(X/vAXAY)>->7ri(X/vAX/vkAY)-»7ri-dk-1(X/vAXAY) 
and a corresponding six-term long exact sequence of lim and lim1 terms. However, 
the maps of the tower induce multiplication by 1 A v on the cokernel terms, and 
using strong centrality again, we find that the tower of cokernels is pro-isomorphic 
to the zero tower. The tower of kernels is constant. Hence the map g is an X/v-
equivalence. 

The map g is therefore an F(m + Inequivalence between iiT(n)-local, and hence 
F(n)-local, spectra. Since m + 1 < n, we see that g is an equivalence. 

We now consider the Milnor exact sequence 

0 -> l i m V u t Y A Y/vk) -> TT*(X A Y) -> lim7r*(X A Y/vk) -> 0. 

To identify the terms in this sequence, note that we have short exact sequences 

0 -> (TT*(X A Y))/vk -> TT*(X A Y/vk) -> kev(vk, 7T*_dfc_i(X A Y)) -> 0. 
Taking inverse limits gives us the usual 6-term exact sequence 

0 -> TT*(X A Y)£ -> lim7T*(X A Y/vk) -> limker(t;fc,7r*_dfc_i(X A Y)) 

-> l i m V t X A Y)/vk -> l i m V ^ X A Y/vk) -> lim1 ker(vfc, 7r*_dfc_i(X A Y)) -> 0. 

Note that the sequence 7r*(X A Y)/vk is Mittag-LefHer, so its lim1 term vanishes. 
Thus l i m 1 ^ * ^ A Y/vk) = lim1ker(vfe,7r#_dfc_i(X A Y)), so the first term in the 
Milnor sequence is as claimed in the Proposition. 
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It remains to prove that 7r*(X A Y)£ = lim7r*(X A Y/vk), or in other words 
that the first map in the six term sequence is surjective. This is true because the 
surjective map 7r*(X A 7 ) - > lim7r*(X A Y/vk) factors through it. • 

Proof of Theorem 13.1. (a)=^(b): We know by Proposition 6.15 that LZ is K-
nilpotent. It follows that any retract of X A Z = X A LZ is also if-nilpotent. 

(b)^(c) : this is Lemma 7.4. 
(b)=>(d): If X is iif-nilpotent, so is X As Y for any Y, so in particular X As Y 

is if-local. 
(d)=Ke): Suppose that X As Y is if-local for all Y, so that X Ax Y = X As Y. 

It also follows that for any 2 e § , the spectrum X As CZ is both K-local and 
if-acyclic, hence is zero. This implies that X Ax LZ = X As LZ = X As Z. In 
particular, we find that 

x s 
XAx\/Yi=XAs\/Yi. 

i i 

Given this, it is trivial to verify that Y H-> 7TO(X AX Y) is a homology functor on X. 
(e)=s>(a): This is the most difficult part of the argument. For the rest of the 

proof, all smash products, limits and so on are taken in X. The plan is to start 
with the obvious fact that X is a retract of X A LS. We then show that if Z 
is a finite type m spectrum with a vm self-map v, then X A LZ is a retract of 
(X A LZ)/vk for some sufficiently large k. It will then follow by induction that X 
is a retract of X A LZ for some finite type n spectrum Z. 

So consider the functor H on X defined by H(Y) = 7r0(LZ A X A Y). By (e), 
iT is a homology functor on X. Our first goal is to show that there is a k such 
that vkH*(Y) is v-divisible for all Y. Indeed, suppose not. For each &, choose a 
spectrum Y/~ and an element a& E H*(Yk) such that bk = vkak is not ^-divisible. We 
can assume that bk is in degree 0. Let Y = \JYki so we have H*(Y) = Q)H*(Yk). 
One checks that Ho(Y)„ can be identified with a subgroup of n ^ Ho(Yk)v • More 
precisely, an element c = (c&) of the product lies in Ho(Y)„ if and only if for all N 
there exists K such that c& is divisible by vN whenever k > K. Moreover, if such 
an element c lies in the image of Ho(Y) = 0 f c Ho(Yk) then we clearly must have 
Ck ~ 0 for almost all k. In particular, we see that (bk) defines an element of Ho(Y)„. 
Furthermore, bk is not ^-divisible, so it has nontrivial image in Ho(Y)£. It follows 
that (bk) can't be in the image of H(Y), which contradicts Proposition 13.2. 

Hence there is a k such that vkH(Y) is -y-divisible for all Y. We will now show 
that vkH(Y) is in fact 0 for all Y. Indeed, by Proposition 13.2, the kernel of the 
surjective map from H(Y) to its ^-completion is lim1 ker(v*, H(Y))y where we have 
left out the dimension shift. But we claim this tower is in fact Mittag-Leffler, so 
that it has no lim1 term. Indeed, suppose we have a class x in kev(vl,H(Y)) which 

is in the image of ker(vl+k>H(Y)). Then in particular, x is in vkH(Y) so is in­
divisible. Then for all i > fc, there is aw; such that vlw = x. In particular, w 
is in ker(-yi+z,i7(Y)), so x is in the image of kev(vl+i,H(Y)) for all i > k. Thus 
the tower is Mittag-Leffler, and we find that H(Y) is v-complete, for all Y. In 
particular, vkH(Y) is a v-divisible subgroup of a ^-complete group, so is trivial. 
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Now, take Y = DW for a finite type n spectrum W. Using Spanier-Whitehead 
duality in X, we find that for any map W —> LZ A X, the composite 

W^LZAX-^^LZAX 

is null. (Remember the smash product is taken in X). Thus, 

vkAl:LZAX->LZAX 

is phantom, so by the last part of Theorem 9.5, v2k A 1 is trivial. Thus, LZ A X is 
a retract of L(Z/v2k) A X. Since Z/v2k is a finite spectrum of type m + 1 , we are 
done. • 

Propos i t ion 13.3. If X is K-nilpotent and Y is arbitrary then X AY, F(X, Y) 
and F(Yy X) are K-nilpotent 

Proof. Let 6 be the category of those X such that X AY, F(X,Y) and F(Y,X) 
are if-nilpotent; this is clearly thick. If X is a if-module, then X A Y, F(X, Y) 
and P(Y, X) are iif-modules and therefore if-nilpotent. This shows that 6 contains 
all JiT-injective spectra, and hence (by part (c) of Theorem 13.1) all iiT-nilpotent 
spectra. • 

It follows from Proposition 13.3 that the if-nilpotent spectra form the coideal 
generated by K as well as the ideal generated by K. One might then guess that if 
X is in both the localising subcategory generated by K (equivalently, MX = X) 
and the colocalising subcategory generated by K (equivalently LX = X) , then X 
is i£-nilpotent. This is false, however: the spectrum Y considered in Section 15.1 
is a counterexample. 

14. GRADING OVER THE PICARD GROUP 

Recall, from for example [HMS94, Str92], that the Picard group Pic = Pic(3C) 
consists of isomorphism classes of spectra in X which are invertible under the smash 
product. In this section we will need to be careful about the distinction between 
objects and isomorphism classes, so we make formal definitions as follows. 

Definition 14.1. We say that a spectrum P G X is invertible if there is a spectrum 
Q € X such that P A Q ĉ  5 . We write ? for the category of invertible spectra. 
Given P G IP we write [P] for the isomorphism class of P . We write Pic for the 
collection of these isomorphism classes, which is a set (rather than a proper class) 
by [HMS94, Proposition 7.6] or by Proposition 12.17. 

The following result is proved as [HMS94, Theorem 1.3] but we give a different 
argument here for the sake of completeness. 

Propos i t ion 14.2. Given P E X, the following are equivalent: 
(a) P G ? . 
(b) K*P ~ K* {up to suspension). 
(c) E*P ~ E* (up to suspension). 
(d) E^P ~ E* (up to suspension). 

Proof. (a)=^(b): If P A Q = S then K*(P) 0 ^ , K*{Q) = K*, so K*(P) has rank 
one and is isomorphic to K* up to suspension. 
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(b)^(c): We may assume that K*P ~ K* so that K*P is in even degrees. Then 
E*P is pro-free by Proposition 2.5, and (E*P)/In = K*. It follows easily that 
E*P = S*. The converse also follows from Proposition 2.5. 

(b)<4>(d): This is similar to (b)̂ 4>(c), using Proposition 8.4. 
(b)=^(a): Since K*P is finite dimensional, we know that P is dualisable. Further­

more, the group K*P = K*DP = Hom^ (K*P, K*) is also one-dimensional. Hence 
the unit S —» DP A P of the ring spectrum F(P, P) = DP A P is a .^-equivalence, 
and thus an isomorphism. • 

There is an evident surjective homomorphism deg: Pic —> Z/|vn | which sends 
[P] to the degree in which K*P is concentrated. 

The general properties of the Picard group are given in the following proposition. 

Proposition 14.3. 
(a) The homomorphism Z —> Pic that takes m to LSm^Vn^ extends to an injective 

homomorphism Zp —> Pic. 
(b) |Pic| = 2*°. 
(c) If X is small, the orbit of X under the action of Fie ( in other words, the set 

of isomorphism types of spectra of the form PAX with P £ 7) is finite. 
(d) Pic is a profinite Abelian group, and the kernel of deg: Pic —> Z/|vn | is a 

pro-p-group of finite index in Pic. 

Proof. Part (a) is proved in [HMS94, Section 9], and part (b) is an immediate 
corollary of part (a) and Proposition 12.17. Part (c) follows from Proposition 14.2 
and Theorem 12.19. Part (d) can also be deduced from the results of [HMS94]. Here 
we will give an independent proof that Pic is profinite, but we rely on [HMS94] to 
tell us that ker(deg) is p-local. 

To prove that Pic is profinite, choose a tower {S/J(i)} as in Proposition 4.22. 
Let G(i) be the stabiliser in Pic of S/J(i). Part (c) says that Pic/G(i) is finite. 
We claim first that G(i + 1) C G(i). Indeed, suppose P £ G(i + 1), so that 
P A S/J(i + 1) ĉ  S/J(i + 1). Then we have the composite 

P -> P A S/J(i + 1) ^ S/J(i + 1) -* S/J(i) 
induced by the unit. Since S/J(i) is a //-spectrum, there is an induced map P A 
S/J(i) —> S/J(i). The map £?*/ is easily seen to be an isomorphism, so / is an 
equivalence. 

To complete the proof, we need only show that if P 6 G{i) for all i, then P ~ 5. 
Let Mi be the set of maps P —> S/J(i) such that the induced map E^P —> E*/J(i) 
is surjective. Because P A S/J(i) c± S/J(i)> one can check that Mi is nonempty. It 
is also finite, and the sets Mi form an inverse system. It follows that the inverse 
limit is nonempty. The Milnor sequence gives us a map P —> holim S/J(i) = 5. 

i— i 
It is easy to see that this induces an isomorphism E*P c± E^S, and thus that 
P ~ S . • 

Note that Proposition 14.3 does not rule out the possibility that Pic contains 
an infinite product of copies of Zp. The main unanswered question about Pic is 
whether it is finitely generated as a profinite group. 

We next address two related problems. Firstly, we have seen that most of Pic is 
a module over Zp. However, given P £ Pic and a £ Zp we would like to be able to 
define P^ as an object rather than just an isomorphism class, or at least to define 
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it up to canonical isomorphism. Secondly, given an element a G Pic it is natural to 
choose P E J* with [P] = a and define 7ra(X) = [P, X], One would like to choose the 
spectra P compatibly for all a and collect the groups 7ra(X) into a graded object 
with commutative and associative pairings 7ra(-X") 0 TV^Y) —> 7ra+&(-X* A Y"). This 
is not automatically possible: there is an obstruction in iI3(Pic; Aut(S)), and if it 
vanishes then the solutions form a principal homogeneous space for iJ2(Pic; Aut(5)) 
(here Pic is acting trivially on Aut(5)). We believe that this fact is in the literature, 
perhaps in the theory of Tannaka categories, but we have not managed to find a 
reference. Rather than using this general theory, we will proceed more directly. 
We have not been able to construct a grading over Pic itself, but Theorem 14.11 
provides a tolerable substitute. 

We start with a discussion of signs, most of which is taken from [Riv72, Chapter 
I]. We write R = [5, £], which is a commutative ring under composition (which 
is the same as the smash product). For any X G 3C, the smash product gives a 
natural map R —> [X,X], If X = P G 7 then this map is an isomorphism (because 
[P,P] = [S,P-1 AP] = [5,5]). We write t = tP: [P,P]-> R for the inverse. One 
can check that tpAQ(u A v ) = tp(u)tQ(v) and tp(v o w) = tp(v)tp(w). Moreover, 
if we have maps P -̂ > Q A P then tp(vu) = tQ(uv). 

Given a spectrum P G T, we have a twist map rp: P A ? —> P AP and thus an 
element ep = t(rp) G P. Of course for n G Z we have ê n = (—l)n. 

Lemma 14.4* Ifp > 2 tfften ep = (—l)deslp], £fyen i/p = 2, we Aave €p = 1 and 
£fte map [P] i-> ep is a homomorphism Pic /2 —> P x . 

Proof As T2 = 1 we have €p = 1. It is not hard to check that epAQ = epeQ and 
that ep = ept if P ^ P ; . We thus get a homomorphism e: Pic/2 —> P x . Now 
suppose that p > 2. Then if is commutative so external products in K homology 
are commutative up to the usual sign; it follows that K*ep = (—l)deslpl. For 
notational convenience we will assume that deg[P] is even so that K*ep = 1. It 
is not hard to see that e = (1 — ep)/2 is an idempotent in R and K*e = 0. Thus 
K*eS = 0, so e = 0, so ep = 1 as required. • 

We write ?° for the category of those P G 7 such that deg[P] = 0 and ep = 1 
(the second condition being redundant when p > 2). Because the symmetric group 
on k letters is generated by adjacent transpositions, we see that it acts trivially on 
pW ^ P G g>o# W e w r i t e rpr for t h e category of pairs (P,u) such that P e7° and 
u generates KoP. The morphisms (P,n) —> (Q,v) are required to send u to v. We 
write Pic0 and Pic; for the groups of isomorphism classes in 7° and 7'. 

If (P,u) G ? ' and X G ?, we define 

^ ( P ^ ) ( X ) = ( [PP^I) ,X] i f * < 0 

These are easily seen to be finite groups. It is not hard to construct associative and 
commutative (without signs) pairings 

7Tk(P,u)(X) 0 7TZ(P,u)(y) -> 7Tk+l(P,u)(X A Y). 

We would like to interpolate these groups for p-adic values of k. The main problem 
is to find a natural formulation of this not depending on any choices. Our solution 
involves the following definition. 
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Definition 14.5. Given a compact Hausdorff space X, let *B(X) be the category 
of locally-trivial bundles over X whose fibres are finite Abelian p-groups with the 
discrete topology. The morphisms are continuous bundle maps that are homomor-
phisms on each fibre. 

Given a morphism / : A —> B in 23 (X), it is easy to see that for each x G X there 
is a neighbourhood U of x and groups A\ B' and a homomorphism f: A' —> B' 
such that the restriction of / over U is isomorphic to f x 1: A' x U —> B1 x U. It 
follows from this that the kernel, cokernel and image of / all lie in 23 (X) and thus 
that 23 (X) is an Abelian category. 

A map <f>: X —> Y gives a pullback functor </>*: 23(F) —> 23 (X) in an evident 
way. In particular, if G is an compact Hausdorflf Abelian topological group and 
a: G x G —> G is the addition map, we have a functor cr*: 23(G) —> 23(G x G). We 
also have an external tensor product functor <g>: 23(G) x 23(G) -> S(G x G). In 
this context, a pairing from A and B to G (where -A, J5, G G 23(G)) means a map 
A<g>£->a*G. 

We write Fx: 23 (X) —> A b for the functor which sends A to the fibre Ax of A 
over x. 

Proposition 14.6. Given (P,u) G 7' there is a homology theory 7r(P,n): ? —> 
23 (Zp), together with natural pairings 

ir(P,u)(W)®n(P,u)(Z)^a*n(P,u)(WAfy 

that are commutative and associative in a suitable sense. Moreover, for m G Z 
there are natural isomorphisms Fm7r(P,u)(Z) = Tcm(P,u)(Z) which are compatible 
with the above pairings. 

This will be proved after Proposition 14.8. We will denote Fm7r(P,u)(Z) by 
7rm(P, u){Z) even for non-integer values of m. Note that, if Z is a specific small spec­
trum and m G Zp , then the local triviality of 7r(P, U)(Z) implies that 7rm(P, u)(Z) = 
7Ti(P,u)(Z) for some integer i sufficiently close to m in the p-adic topology. How­
ever, the i in question depends on Z. 

Note also that 7r(P,^) is a homology theory defined only on small spectra. The 
category 23(Zp) does not have colimits, so in order to interpret 7r(P, U) as a homology 
theory on 3C, we would need to consider sheaves over Zp rather than locally trivial 
bundles. 

Definition 14.7. Let X G 3̂  be a small spectrum, and (P,u) an object of V. We 
say that a map v: P& ) A X —> X is a ^ood (P,n) seZ/ map of X if 

(a) The map v*: i f*(P)^ f c 0 K*(X) -> #*(X) is given by v*(u®?k ®x) = x for 
all x G if*X. 

(b) t; A 1 is central in the graded ring 7r*(P, U)F(X A X, X A -X"). 

Note that there are no suspensions involved in the definition of a good (P, u) self 
map. Note also that a good (P, u) self map is an equivalence. 

Proposition 14.8. Every small spectrum X admits a good (P,u) self map. If v 
and vf are two such maps then vv% = {v')p3 for some i and j . If v is a good (P, u) 
self map of X and w is a good (P, u) self map of Y then there exist integers i and 
j such that wv° f = fvp% for all maps f:X—>Y. 
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Proof. This is proved in a way which is closely parallel to the proof for integer-
graded vn self maps [Rav92a, Chapter 6]. If v is a map satisfying part (a) of the 
definition, we form the ring spectrum R = F(X,X). The map v defines a map 
v : so we can form the map ad(w): P ( p > AR-^R which measures the 
difference between left multiplication and right multiplication by v. By our assump­
tion, the map K*v : K*P(p ) —> K*R = H o m ^ (1£*X, K*X) takes the generator 
u®p to the identity map, which is obviously in the centre. Hence K* ad(v) = 0, so 
the telescope of the sequence 

R J ! ^ DP(Pk) A R - ^ Dp(*Pk) A R ^ h ... 

is zero. It follows using the smallness of R that ad(v) is nilpotent, and in the usual 
way we deduce that some power vp3 is central in 7r*(P, U)F(X, X). We can apply the 
same argument to vAl and thus show that vp3 Al is central in 7r*(P, U)F(X^2\X^) 

for large j , and thus that vp° is a good (P, u) self map. 
Next, suppose that we have two good (P, n) self maps, say v and v'. We then have 

K*(v—t/) = 0 and thus v—v' is nilpotent, by an argument with telescopes as above. 
Just as in [Rav92a], we deduce that vp% = {v')p3 for some i and j . Asymptotic 
naturality follows from asymptotic uniqueness, again just as in [Rav92a]. Given 
the asymptotic naturality, it is not hard to see that the category of small spectra 
that admit a good (P,n) self map is thick. It is thus enough so show that a 
generalised Moore spectrum S/I of type n admits a good (P, u) self map, or even 
just a map satisfying condition (a). 

It follows from Proposition 14.3 that P^p ) A S/I ~ S/I for some k. Choose an 
isomorphism v. Choose an element u G E*P(p ) lifting u®p . After replacing v by 
a p-adic unit multiple of v, we may assume that v*u = 1 (mod I n ) . It follows using 
the cofibrations U}V^E/Ik —̂-> E/Ij —» E/Ij+i that vpU satisfies condition (a), as 
required. • 

Proof of Proposition 14.6. Let {P,u) be an object of ? ' , and X G £F a small spec­
trum. Let C be a coset of pkrLp in Zp for some k. A good (P, u) self map 
v : P ( p ' A I - ^ X induces an isomorphism iTj+pk(P,u)(X) —> 7Tj(P,u)(X). Let 
7rc(P,^)(^) be the set of elements a G n^GCnz^iC^^X-^O s u c ^ ^hat there ex­
ists a good (P, w) self map v: P^p ) A X —> X such that ct,j = va,j+pk for all 
j € C fl Z. If C" is another coset and C QC then there is an evident restriction 
map 7rc(PyU)(X) —> 7rcf(PjU)(X). For i G Zp we define 

7T;(P,U)P0 = Km7Tc(P,ti)(X). 

We shall see shortly that this is consistent with our earlier definition when i G Z. 
If a G 7rc(P>tOC^O a n d a' € nc'(P)v){X) and i € C f\C' then we see using the 
asymptotic uniqueness of (P, u) self maps that there is a coset C" with i G C" C 
CC\Cf such that the restriction of a + a1 lies in 7rc" (P, ^ ( X ) . Using this, we make 
7Ti(P,w)(X) into an Abelian group. We define 

TT(P, tt)(X)= H7ri(P,ti)(-X:), 
iGZp 

so there is an evident map q: 7r(P,u)(X) —> Zp with fibres 7Ti(P,u)(X). Given 
an element a G 7rc(P,w)C^0> w e S e t a n element a* G 7Ti(P,n)(X) for each i G C. 
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We define U(C,a) = {(i,a*) | i e C} C TT(P,W)(X), and we give ir(P,u)(X) the 
smallest possible topology for which all sets of this form are open. 

Suppose we have integers j , k with k > 0 and a good (P, u) self map v: P^p ) A 
X —* X. There is an evident map 

0 = ejXv: ^(P9u)(X) -> 7r j+pfcZp(P,n)(X), 

sending a € nj(P,u)(X) to the system of elements (vma \ m e Z). Using asymptotic 
uniqueness again, it is not hard to check that this is an isomorphism. One can also 
deduce that 7r(P,w)(X) is a locally trivial bundle over Zp , or in other words an 
object of the category JB(Z P ) . 

Given a triangle X —> Y —> Z of small spectra, we can choose good (P, u) self 
maps of X, Y and Z that are compatible with the maps of the triangle. Having 
done so, it is easy to check that 7r(P,U)(X) is an exact functor of X. 

Similar arguments show that when i G Z there is a canonical isomorphism be­
tween our old definition of 7Ti(P,u)(X) and our new one. 

Suppose that £, j £ Zp . We would like to construct a natural map 

fdijl 7Ti(P,u)(X)(S>7Tj(P,U)(Y) ->7Ti+j(P,u)(XAY). 

Suppose that v: P& ) A X —> X and w: P& ) A Y —> Y are good (P,n) self maps 
with t>Al = l A w o n X A y , and that i\j' are integers congruent to z, j modulo 
pfc. The smash product gives a pairing 

Vi'j'-- Vi'(P,u)(X)®irj'(Piu)(Y) ->7rif+jf(P,u)(XAY). 

The maps #i',fc}V and so on give isomorphisms 

7rif(P,u)(X)~7n(Pyu)(X) 

7r,v(p,n)(y)-7r i(P,n)(y) 
7Ti/+i/(P, w)(x A y) ~ 7ri+j{P,u)(x A y) . 

It is natural to require that fiij should be compatible with i/v^t under these isomor­
phisms. It is not hard to check using the strong centrality of good (P, u) self maps 
that there is a unique map /z;j which has this compatibility for all choices of k> 
i\ f, u and v. Given this, one can deduce the expected naturality, commutativity 
and associativity properties. • 

Corollary 14,9. Given an object (P,w) G 7!, there are objects (P(k\u®k) in ? ' 
for all k £ 7iP, defined up to canonical isomorphism, such that there is a natural 
isomorphism 

irk(P,u)(X) = {p(k\X] 

for all small spectra X. Moreover, there are canonical and coherent isomorphisms 
PW A P^ = p ( & + 0 . The spectrum P^ is independent of u up to unnatural 
isomorphism. 

Proof The functor X i-> 7r-k(P,u)(X) is a homology theory on small spectra, so 
by [HPS97, Corollary 2.3.11] it extends canonically to a homology theory on all of X. 
By Theorem 9.5 there is a spectrum P^ representing this functor, so in particular 
7r_fc(P,w)(X) = 7To(P^ AX) whenever X is small. This spectrum is unique up 
to isomorphism, and the isomorphism is unique up to phantoms. However, for any 
small spectrum Z we have [Z, P^] = 7r_fc(P, u)DZ which is finite, so Theorem 10.7 
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tells us that there are no phantom maps into P(k\ This shows that P^ is unique 
up to canonical isomorphism. 

Let X be a nontrivial small spectrum, and v: P(pJ) A X —> X a good (P, u) self 
map. Choose an integer i congruent to k mod p^. Using v we construct a natural 
isomorphism 

7r_fc(P, u)(X A Y) = 7T_i(P, u)(X AY)= 7T0(PW A X A Y) 

for all small Y, and thus (by unique representability of homology theories) an 
isomorphism P^ A l ~ pW AX. We know that K*P has dimension one over K*, 
and it follows that K^P^ has dimension one, and thus that P ^ ) e y. 

We still need to produce a canonical generator of K$P(k\ however. To do this, 
suppose that we have small spectra X and Y, a map / : X —> Y, and good self 
maps vy w of X and Y such that wf = / v . If we construct isomorphisms P(fc) A X ^ 
pW A X and P ^ A Y ~ pW A Y by the procedure outlined above, then we find 
that they commute with the maps 1 A / . In particular, we can take X = S/I and 
Y = S/I A S/I, choose a good self map v of S/I and take w = v Al = I Av. We 
can then take / = r\ A l or 1A 77, where 77: 5 —» 5 / J is the unit map. This gives us 
a commutative diagram 

p(*> A S/I = = t P<*> A S/I A S/I 

P » A 5 / / ===£ P « A 5 / / A 5 / / . 

If we apply if*, then it is easy to see (just by calculating everything) that the 
equaliser of the top line is K*P(® and the equaliser of the bottom line is K*P(l\ so 
we get an isomorphism K*P^ ~ K*p(k\ One can check that this is independent 
of the choices involved. We define u®k £ K*pW to be the image of u®1 under this 
isomorphism. 

A similar argument shows that eP(k) = 1. Indeed, one can see as above that 
the image of eP(k) in [S, S/I] is the same as the image of epw for some integer i 
depending on J. Since this image is the unit map 77 of S/I, and [5, S] = lim[5, S/I], 
we find that eP(k) = 1. 

We next produce an isomorphism P^ A P ^ ~ p(fc+0. Suppose that we have 
finite spectra X and Y of type at least n, and maps S —> X and S —> Y. This 
gives a map 

p(*) _> P W A I , or equivalents an element of 7r_fc(P,u)P(P(fc),X). 
Similarly, we have an element of 7C-i(P,u)F(P(l\ Y). Using the pairings on the 
groups 7T*(P,u)(—) and the dualisability of P(fc) and P ^ we get an element of 
7r_fc_j(P,u)P(P(*) A P ^ , X A Y), and thus a map 5 -> P(fc+<) AF(P<*> A P ^ , X A 
Y), or equivalently a map P^ A P® —> p( fc+0 A X A Y. One can show that 
these maps are compatible as X and Y run over the category of finite spectra 
of type n equipped with a map in of S. We can therefore pass to the inverse 
limit, which is just p( fc+0 by Remark 4.20 and Proposition 7.10. This gives a 
map PW A P^ —> p(fc+0. There are no lim1 terms because all groups involved 
are finite, so the map is unique. One can show that it induces our earlier pairing 
7r-k(P,u)Z<g>7T-i(P,u)W —> 7T^k-i(P^u)(^ A W). Using this, one can check that 
the maps P^ A P^ —> p( fc+0 have the expected coherence properties. 
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Finally, we show that our definition of P^ is independent of u up to unnatural 
isomorphism. If j is an integer then P^ is just an iterated smash power of P or 
DP and clearly does not depend on u. For any generalised Moore spectrum S/I 
we can choose a good self map P^ A S/I —> S/I and an integer j congruent to k 
modulo p \ We then find that P^ A S/I is isomorphic to P^ A S/I independently 
of u. We are thus reduced to showing that if P G Pic and P A S/I ~ S/I for all / 
then P ~S. We have shown this in the proof of Proposition 14.3. • 

We also want to be able to grade things over subgroups of Pic' of rank greater 
than one. The following lemma will help us to do this. 

Lemma 14.10. Let (P,a) and (Q,6) be objects of 7'. Let X be a small spectrum, 
with good self maps v: P& ' A X - > 1 and w: Q(p ) A X —> X. Then the following 
diagram commutes. 

Q(P') A P(Pk) A X - ^ - P ^ > A Q^> A X 1AW > p(Pk) A X 

1/\V 

Q ( p , ) A X S • X 

Proof We may assume that k = I = 0, to simplify the notation. It is easy to 
generalise Proposition 4.4 to show that w induces a natural transformation w'Y: Q A 
Y —> Y on the category of spectra Y which can be written as a retract of a spectrum 
of the form X A Z. By applying naturality to the twist map r: P AX —> X AP, 
we see that W'PAX is the composite 

QAPAX-^^QAXAP^^XAP-^PAX. 
General nonsense about symmetric monoidal categories tells us that this is the same 
as the top line of the diagram in the lemma (think about the analogous statement 
with vector spaces and tensor products). By applying naturality of w' to the map 
v: P A X —> X, we conclude that the diagram commutes. • 

We finish with a theorem about grading over groups of rank greater than one. 

Theorem 14.11. Given objects (P i ,wi) , . . . ,(Pr,ur) of 71', there is a homology 
theory F: £F —> 23(Z£) whose fibre over a point a, = ( a i , . . . , ar) is 

^ W = [ P 1
( a i ) A . . . A P W , 4 

There are also natural pairings from F(X) and F(Y) to F(X A Y). 

Note that this gives a grading over Z£ and not over the image of Z£ in Pic7. 
Moreover, our construction uses a choice of basis for Z£; it is not clear whether this 
can easily be avoided. 

Proof We simply define F(X) to be the disjoint union of the sets Fa(X) as a runs 
over Z£. If we choose good {PuUi) self maps for each i, these give us isomorphisms 
Fa(X) ~ Fb(X) for all b sufficiently close to a. These isomorphism appear to 
depend on the order in which we use the different self maps, but Lemma 14.10 tells 
us that this is not the case. Moreover, if we use a different system of self maps then 
by asymptotic uniqueness we find that the isomorphisms Fb(X) ĉ  Fa(X) do not 
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change provided that b is sufficiently close to a. Thus, we get a bundle structure 
on F(X). We leave the rest of the details to the reader. • . 

15. EXAMPLES 

15.1. The case n — 1. The height one case is quite straightforward and amenable 
to calculation. However, we warn the reader that it rather atypical and often 
misleading as a guide to the case n > 1. The material in this section is well-known. 
See [Rav84] or [Bou79] for the closely related theory of localisation with respect to 
K theory. 

We shall assume that p > 2 for simplicity. The spectrum E is the 2(p — 1)-
periodic Adams summand of KU£> and K = E/p. For each a G 1 +pZiP < Zp we 
have an Adams operation ^a: E —> U, with ipailjb = tpab. These are ring maps, and 
their action on E* = Zp[t;fx] is given by i^a(vi) = av~1v\. We choose a topological 
generator a of the group 1 + pZp ~ Zp and define T = tpa — 1 G E°E. It turns out 
that E°E = ZpfTj; in particular, this ring is commutative. More generally, the ring 
E*E is the non-commutative power series ring £7*[T] in which i(>bvi = bp~1Viipb 

and thus Tvx = ap~1viT+ (a7"'1 - l > i . 
For any d G Zp we define Xj to be the fibre of the map ipa — ad = T + 1 — 

ad:E -» E. One checks that E*Xd = E*{T]/(T + 1 - ad) = £* and that V6 

acts on JE0X<£ with eigenvalue bd for all b G 1 -j-pZp. We can also determine n*Xd. 
Note that ij)a — ad acts on ^2{p-i)k^ with eigenvalue a^""1^ — ad, which is a unit 
multiple of 1 — ad~^p~^k or of p(d— (p— l)fc). It follows that 7r*Xd has a summand 
2ip/(p(d— (p — l)fc)) in dimension 2fc(p — 1) — 1, and a summand Zp in dimension 2d 
if d is an integer divisible by p — 1. One can check that in this case the generator of 
K2dXd is a inequivalence S2d —» X^, so that -X̂  = L52d . More generally, it is not 
hard to show that Xa is just the p-adic smash power (52P~2)(d/(p-1)) considered 

in Section 14. Note that the fibration LS2d -> E ^ ^ ) £7 shows that L52d is 
J3-fmite, as predicted by Theorem 8.9. We know from [HMS94] that the Picard 
group consists of the spectra T,kXd for d G Zp and 0 < k < 2p — 2, and that 
Pic - lim Z/\vf | = Z/(2p - 2) x Zp. 

We next define Y to be the fibre oi T2 — p: E —> E. This spectrum is a 
counterexample to a number of plausible conjectures, as pointed out to us by Mike 
Hopkins. Note that E*Y = E*[r]/(T2 - p ) = E*e£*, so Y is dualisable. Because 
T acts on each homotopy group ndE (for d G Pic) with eigenvalue in pZp we find 
that the eigenvalue of T2 — p is a unit multiple of p and thus that ^ Y = F p 
when d = — 1 (mod 2p — 2) and itdX = 0 otherwise. Thus p: Y —> Y is a map of 
dualisable spectra which induces the zero map of all Pic-graded homotopy groups. 
However, p j^ 0 because E*Y = £ * © £ * is torsion-free. Moreover, using the 
fibration Y/p2 —> E/p2 —> E/p2 one finds that p7Td(Y/p2) — 0 for all d and thus 
that p: Y/p2 —> Y/p2 is a map of small spectra that is nontrivial but acts trivially 
on all Pic-graded homotopy groups. This shows that all reasonable analogues of 
Freyd's generating hypothesis [Ere66] in % are false. See [Dev98] for more discussion 
of the generating hypothesis from the chromatic point of view. Appendix 2 of that 
paper contains a different kind of counterexample to a certain analogue of the 
hypothesis. It appears that Devinatz does not consider this to be evidence against 
the original conjecture, and he is the expert. 
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We next show that Y does not lie in the thick subcategory generated by the 
Picard group. Indeed, for any Z in that category we see easily that \Z, Y] is a 
torsion group, but the identity map has infinite order in [Y, Y]. Another instructive 
proof is to observe that when Z lies in the thick subcategory generated by the 
Picard group, the group Q <S> E°Z is a finite-dimensional vector space over Qp on 
which T acts with eigenvalues in Qp. However, the eigenvalues of T acting on E°Y 
are ±y/p g Qp. 

One might expect that a dualisable spectrum with finite homotopy groups would 
be small, but again Y is a counterexample. 

15-2. The case n = 2. We next study the calculations of Shimomura [Shi86] in 
the light of the theory developed above. See also [Sad93]. We take n = 2 and 
p > 5. Amongst other things, we obtain the following thought-provoking result. 
Recall from [HMS94] that the map from Z to Pic sending n to Sn extends over the 
completion Z = lim 7AJ\V\ | = Z/(2p2 — 2) x Zp. Recall also that there is a unique 

*— N ^ ^ 
translation-invariant measure on Z with ju(Z) = 1, called the Haar measure. 

Theorem 15.1. For all a E Z and all finite torsion spectra X the group naLX is 
finite. However, 

(i) 7raLS/p is finite for all a e Z such that a = 0 (mod |^i|). 
(ii) Ifb = —1, —2, —3 or —4 then {a e Z | a = b (mod \vi\) and iraLS/p is finite} 

has Haar measure zero. 
(iii) Ifaf£ {0, - 1 , . . . , -4} (mod H ) then 7raLS/p = 0. 

We have not yet understood the more recent calculation of 7r*L2S due to Shi­
momura and Yabe [SY95]. 

Note that JS(2)* and E(2)*E(2) are concentrated in degrees divisible by 2p — 2. 
Thus if E(2)*X is generated in degrees divisible by 2p — 2 then the whole cobar 
complex which calculates H**E(2)*X = E x t ^ ^ j ^ C S ^ ) * , E(2)*X) is concen­
trated in those degrees, as is the Ext group itself. Moreover, we know from [HS95] 
that HS*E(2)* = 0 when s > n2+n = 6. The argument used there shows a fortiori 
that HS*E(2)*X = 0 when s > 6 and X is any of the spectra S/(p, v^) used below, 
where Ar may be infinite. As 2p — 2 > 6 we see that the £?(2)-based Adams spectral 
sequence collapses and irkLX = Hs>k+SE(2)*X for the unique s with 0 < s < 2p—2 
and s = — k (mod 2p — 2). 

Shimomura calculates H**M^ where 

Ml = Em/(p,v?) = E(2)*S/(p,v?) = £*M2S\ 

and thus H**M\ = T îW^S1. We would prefer to work with L5, so we start with 
some remarks about the necessary translation. We know that 7r^LS/(p,Vir) = 
H**E*/{p,Vi) is finite in each total degree, as the homotopy of any small object 
is finite, so there are no lim1 terms and 7r*LS/p = lim H**E^/(pyVif). We shall 
write H**E*/{p,Vi) as a direct sum of groups Ai^, where for fixed i the groups 
AitM form a tower as N varies. As H**E3i!/(p,Vif) is finite we see that A^N = 0 
for almost all i so the direct sum is the same as the product and thus n*LS/p = 
lim J]* Ai.N = Hilim AiiN. 
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Let fi** be the cobar resolution for E(2)*/p. We have a finite number of sum­
mands in H**M\ that are isomorphic to Fp[vi]/v^°. Each such summand is gener­
ated by elements xr/v\ where xr G fis,t say and d(xr) is divisible by v{ and xr+i/v[ 
is homologous to xrfv[. We refer to these as summands of type (oo, s, t). We also 
have summands isomorphic to Fp[vi]/vf, where a > 0. Each of these is generated 
by an element y/vf where y G fts,t say and d(y) is divisible by vf. We refer to 
these as summands of type (a, s,£). We now use the short exact sequence 

jrNME(2)*/(p,v?)?£E(2)+/(p,vT>) = MJ ^ E - ^ l M x 1 . 

This gives a short exact sequence 

UN =H**(Ml)/v?~H**E(2)*/(p,v?) -*>axm(v?,H**Ml) = VNi 

and thus a short exact sequence 

lim UN>—> 7r*LS/p -»lim Vjv". 
JV iV 

Each summand of type (00,5, t) in H**Ml contributes a summand of Vjv gener­
ated by rEjv and isomorphic to Fp[vi]/v^. As N varies these form a tower isomorphic 
to the evident tower 

¥v[vi)/vi «- Pp[vi]/vi «- FpMA'i «- Fpb i lM « - . . . , 

so the (graded) inverse limit is Fp[vi]. It is generated by a class #00 £ Hs,t, which 
contributes to nt-sLS/p. 

On the other hand, consider a summand of type (a, s,£) generated by y/vf. 
Write (3 = min(iV",a). We then get a summand of UN generated by d{y)/v^ and 
isomorphic to J?P[vi]/vi. We also get an isomorphic summand in VN generated 
by v^~py. As N varies, the summands in UN form a pro-constant tower and 
the summands in VN form a pro-trivial tower. In the inverse limit we are left 
with a summand in lim UN isomorphic to FP[t>i]/vf, generated by d(y)/vf G 

+— N 

Feeding Shimomura's calculations into this analysis gives the following descrip­
tion of 7r*LS/p. Firstly, there is a class £ G n-\LS/p and an isomorphism 7r*L5/p = 
E[£]®A* for some other graded group A*. This group contains two copies of Fp[vi], 
generated by 1 G 7To and ho G 7^-3 . We write JB* for the direct sum of the other 
summands in A*, which is a ^i-torsion group. 

We need some new language to give a manageable description of JB*. Firstly, 
we will write numbers in terms of their base p expansions, for example [123] = 
p2+2p-{-3. We write k for the digit p—k so that [12] = (p—l)p+2 for example. We 
indicate repetitions by exponents, so [ln] = Yn=o P% = (Pn ~~ *)/(P"~ *)• We write 
* for an undetermined string of digits, so that [*11] means any integer congruent to 
p + 1 modulo p2. We handle negative numbers by allowing infinite expansions, for 
example —pn = [r°°0n]. We write x | n for xn where typographically convenient. 
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Proposition 15.2 (Shimomura). The generators of B* are as follows. The entries 
will be explained and justified after the table. 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

generator 

[*f], vl
2 h\ 

Vl
2

 J / l 0 

[*I] 

[*t2n] 

Vl
2
 J5l^2 

Vv
2 pV2 

parameters 

t^O 

i ^ I , n > 0 

£ ^ T , 2 , n > 0 

n > 0 

i ^ 2 , n > 0 

width 

[i] 

[ior_1] 

Pi 
[12n] + 1 

[1002n] + l 

[ior_1] 

period 

P 

pn+l 

P 

pn+l 

pn+2 

pn+l 

degree 

l-2p 

2p-Z 

2p-4 

-2p 

-2p 

- 3 

In pari (/) the width is 1 wften n = 0. 
IWiai aZZ tfftzs means is as follows. The group J3* is a direct sum of modules 

isomorphic to Fp[vi]/vf generated by various elements x. These generators x come 
in V2-periodic families. In the first column we identify the generator x by giving its 
image in H**E*/l2. The entries in the first column depend on various parameters 
which are listed in the second column (except for the parameter "*" which always 
occurs). It is implicit that t is an integer with 0 < t < p. The third column is 
the integer w such that the summand in question is isomorphic to Fplvil/vf. If 
the entry in the fourth column is pk, then the generators in question form a vP -
periodic family as * varies. The last column is the degree of the generators modulo 
M = 2(p2-1). 

We now deduce our table from Shimomura's calculation of H**M\ in [Shi86]. 

Proof. We start by remarking that our degrees are the usual ones, which are 2(p—1) 
times larger than Shimomura's degrees (see his (3.5.8)). 

(a): This comes from Shimomura's (4.1.5). He has summands Fp[vi](x^/vin) in 
H**M{ for s 7̂  0 (mod p). Our part (a) is the case n = 0. In (3.6.4) he defines 
ao = 1. By our earlier discussion, we get a generator in 7r*LS/p of width a$ = 1 
by taking d(x$)/vi. In (4.1.5) he states that d(xo)/vi is a unit multiple of v2hi 
mod J2. In (3.5.6) he defines h± = tp/v2 which has cohomological degree 5 = 1 and 
internal degree t = 2(p — l)p — 2(p2 — 1) and thus total degree t — s = 1 — 2p. Our 
part (a) follows easily. 

(b): This comes from the case n > 0 in Shimomura's (4.1.5). We then have 
an = pn + pn~l - 1 = [ l o r - 1 ] by (3.6.4). By (4.1.5) we see that d(xsJv%n) is a 
unit multiple of v2

p p fto, so these elements are generators of -K*LS/p of width 
an. As s y£ 0 (mod p) we have t G { 0 , . . . , p - 2 } such that s = t + 1 (mod p) 
and thus spn -pn~l = [*£0n] +pn -p71"1 = [HIO71"1]. In (3.6.5) h0 is defined as 
t\ G n1'2*7"2 so the degree is 2p - 3. 

(c): This comes from the summands FplviKv^V/vi"1) in Shimomura's (4.1.6). 
Here t G pZ and d(v2V)/vp~1 = — vl+p~1go mod J2. We thus have generators 
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V2+P l9o of width p — 1, and the general form of t + p — 1 is [*T]. We learn 
from (3.5.7) that go G Q?>2p~2 so the total degree is 2p - 4. 

(d): Shimomura has summands Fp[vi]{ym/v1
 (m ') for numbers m of the form 

spn where either s 0 {0,-1} (modp) or s = — 1 (modp2). Our part (d) is the 
case s $. {0,-1} (mod p), so in Shimomura's notation we have e(s) = 0 and thus 
A(m) = 2 -f (p + ±)(pn - l)/(p - 1). He shows that d(ym)/v^m) is a unit multiple 
of v% yi mod I2, where in the case e($) = 0 we have e(m) = ra — (pn — l)/(p — 1). 
The general form of m — pn is [*£0n] with t = 0,.. . ,p — 3, so the general form of 
e(m) is [*tf)n] + [10n] - [ln] = [*t2n] + 1, so the generators are v2 T [*t2n](ffiV2). 
(We have separated out one factor of v2 to avoid special behaviour when n = 0.) 
We learn from (3.5.7) that gi G Q,2>2~2p so the total degree is — 2p. 

(e): This comes from the summands Fp[vi]{ym/v1 ^m'} where m = spn with 
s = - 1 (modp2) so 6(5) = 1 and so A(m) = 2+ pn(p2 - 1) + (p + l)(pn -
1)/(P — !)• Once again d(ym)/v1

 ( m ' is a unit multiple of ^ pi mod I2, but now 
e(rn) = m — pn(p — 1) — (pn — l)/(p — 1). The general form of m is [*Tl0n] so 
e(m) = [*TT0n] - [I0n] - [ln] = [*2\T] + 1. The total degree is -2p again. 

(f): This comes from the summands Fp[vi){xs
nGn/vin) in Shimomura's Theo­

rem 4.4. Here n > 0 and s ^ — 1 (mod p) and an = pn -\-pn~l — 1 as before, except 
that ao = 1. His Proposition 4.3 shows that d(xflGn)/vin is a unit multiple of 
V2 pj where e(n, 5) = spn—(pn—l)/(p—1) (see his Lemma 4.2). The general form 
of (s - l)pn is [*t0n] with t^ 2 and then e(n, 5) = [*t0n] + [10n] - [ln] = [*t2n] +1, 
so the generators are v2 T H ^ K / ^ ) - We know from (3.5.7) that p G fi3,0 so the 
total degree is —3. • 

Remark 15.3. Our table only gives the Z-graded homotopy groups of LS/p. How­
ever, if a G Z and 6 G Zp then we still have an isomorphism 7Ta+&|V2|L5/p = 
lim 7ra+5|U21 LSf(piVi), and the terms in the inverse limit and the maps between 
them are locally constant as b varies. One can deduce that our table also describes 
7ra+b\V2\LS/p if we allow the symbol * to denote an arbitrary infinite sequence of 
p-adic digits. 

15.3. Finiteness questions. We next study the finiteness or otherwise of the 
groups 7Va+b\v21 LS/p. (These are of course vector spaces over Fp so that "finite" 
means the same as "finitely generated".) It is convenient to formulate the problem 
more generally. Let M be a group graded over Zp, for example M& = 7ra+b\V2\LS/p. 
We assume that it is a graded module over Fp[w], where u has degree one; in our 
applications u = Vi+1. 

Definition 15.4. Suppose that A > 0 and 0 < <py w < px. Let A(<f>, A, w) be the Zp-
graded group which is a direct sum of copies of Fp[u]/uw with one copy generated 
in each degree congruent to (j> mod p \ Thus -A(̂ >, A, w) is a p-adically interpolated 
version of H^V2^Fp[%vfp ]/uw. Given a with 0 < a < w and b G pXrLp we write 
uav\x for the generator of A(</>, A, w)a+6+<£. The mnemonic is that 0, A and w are 
the phase, wavelength and width of the group. We also write supp(.A(^, A,tt/)) = 
{beZp\A(tf>9X9w)b^O}. 
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Definition 15.5. Given integers 0 < r < s and (p G Zp we let (pt be the t'th p-adic 
digit of <j> (so (p = Y^t>o fop* and 0 < (pt < p) and define 

B(r, s; </>) = {ip G Zp \ ipt = <pt for r < t < s}. 
We say that a set of this form is an (r, s)-block. 

Lemma 15.6. If2pfX < w then i?(^, Aj^ + p^) Q supp(A(0, A,tu)). 

Proof. Write 0 = <f>+p^. Iftp G B(//, A, 0) then we define & = p^+YTjZli^t-^P1-
It is not hard to check that 1 < k < 2p(J> — l<w. Moreover, we have 

t=0 t<fx t>fx 

It is clear that 6t = 0t when t < \i, and by assumption we have ipt = Qt when 
fi<t<\. It follows that ip — k — (p is divisible by pA so that vFvf ^x defines a 
nonzero element of A((p, A, w)^. D 

Proposition 15.7. Suppose that M = ©^(^f , A;,^) , where the numbers A* 
are unbounded and the numbers pXi/wi are bounded above. Then the set {a G 
Zp | Ma is finite } has Haar measure zero. 

Proof. As the numbers pXi/wi are bounded above, we can find a > 0 such that 
2pXi~a < wi for all i. As the numbers A* are unbounded, we may assume (after 
passing to a subgroup and reindexing if necessary) that our direct sum is indexed 
by the natural numbers and that A* > Af_i + oc (where A_i means 0). We now 
write 

Bi = B(Xi - a, A*, fa + pXi"a) C supp(A(0i, A*, w^). 
It will be enough to show that C = {a \ a lies in infinitely many of the sets JB*} has 
measure one. Note that the conditions a e Bi depend on disjoint subsets of the 
digits of a (because A* > Af_i + oc). It follows that given any finite set I of integers 
we have Mflje/^i) = (1 — p~a)^\ and thus that the corresponding measure is 
zero if I is infinite. In particular if J is finite then /^(flj^j &j) = 0- There are only 
countably many such sets J, so we have M((JJ fWj Bj) = 0- This union is just the 
complement of C, so fj,(C) = 1. • 

Proposition 15.8. Suppose that M = 0 i A((pi, A*, Wi) and define <p\ = pXi — (wi — 
1) — fa. If (pi —> oo and (p\ —> oo then Ma is finite for all a G Z. 

Proof. If a G Z then for almost all i we have (pi > \a\ and $ > |a|, and in 
particular (p\ > 0. It is clear that (pi = \xi\ is the lowest positive degree in which 
A((pi,\i,Wi) is nonzero, and — $ = IvJ 1^*" 1^! is the highest negative degree in 
which A{(pi,\i,Wi) is nonzero, so A{(pi,\i,Wi)a = 0 for all but finitely many i. It 
is easy to see that -A(^, Ai, ̂ ) a is finite for all i, so Ma is finite. • 

We now want to transfer these results to modules that are graded in the more 
usual way. For each a G Z and b G Zp we can define 7ra+&|V2|Zr5/p = ^\)\V2\LS~a/p 
using the p-adic powers of 5'V2' G To that we considered earlier. We can patch these 
groups together to get a group graded over Z = lim Z/I^f | = Z/2(p2 — 1) x Zp. 
(We do not need to worry about making coherent choices of isomorphisms here, as 
we are simply counting group orders.) We now define A'{(p, A, w) to be the obvious 
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interpolation of the Z-graded group ^Fp[viiv2
 p ]/v™. Note that when w is large 

this is almost \v\(-periodic. In this context we write <j*f = px\v2\ — (w — l)|vi| — <f> = 
—\v2P v^"1x\y where x is the generator of A'{cj), A,tu). 

It is not hard to deduce the following from Propositions 15.7 and 15.8. 

Proposition 15.9. Suppose that M = 0$ A'(0i, Ai,w$), where 
(a) The integers & are all congruent to a fixed number (j) modulo \v\\ = 2p — 2. 
(b) The sequences A;, wi, fa and (j)f

{ all tend to infinity. 
(c) The numbers pXi /wi are bounded above. 

Then Ma is finite for all a e Z , but {a G Z | a = (j) (mod \v\\) and Ma is finite } 
has measure zero. • 

We can now prove our result about nJLS/p. 

Proof of Theorem 15.1. By a thick subcategory argument it suffices to verify the 
finiteness statement for X = 5/p, so we work with S/p throughout. 

Let C* be the direct sum of the entries (b), (d), (e) and (f) in Proposition 15.2. 
The omitted entries, together with the Fp[t;i]-free summands generated by 1 and ho, 
are all concentrated in degrees 0,. . . , — 3 modulo \vi\ and are finite in all degrees. 
We also have TT*LS = £?[£] ® A* with |£| = — 1. It will thus suffice to show that 
C* is finite in all integer degrees, but the set of degrees a congruent to —1, —2 
or —3 mod |vi| such that Ca is finite has measure zero. This will follow from 
Proposition 15.9 once we have determined the parameters A, </>, <f>f and w for the 
families in entries (b), (d), (e) and (f). This is a straightforward calculation. It is 
easy to see that in each case the period A and the width w tend to infinity as n does, 
but that px/w < p. Moreover, if we set * = 0 we get a generator x whose degree 
satisfies 0 < |x| < \v% |, which implies that <j> = \x\. Given this, it is immediate 
that <j> tends to infinity as n does. A little more calculation is required to find the 
numbers <j>f. For example, in entry (b) we have (j) = 2{pt-\-p—l)pn~1(p2 — l)+2p—3 
and w=pn+ pn~l — 1 and A = n + 1 so 

4>'=px\v2\-(w-l)\vi\-<l> 
= 2pn+1(p2 - 1) - 2(pn + p71-1 - 2)(p - 1) - 2{pt + p - l)pn_1(p2 - 1) - 2p + 3 
= 2(p - 1 - t)pn-1(p2 - 1) + 2p - 1. 

As 0 < t < p — 1 we see that this tends to infinity as well. The other cases are 
similar (although the case t = p — 1 in entry (f) needs to be done separately). • 

16. QUESTIONS AND CONJECTURES 

In this section we assemble a long list of questions that we have not been able to 
answer. Some of them have a long history, but others seem not to have been asked 
before. 

Problem 16.1. When X is a small spectrum in 9C, is the number len(7r*.X) defined 
in Definition 12.18 always an integer? If not, is there a universal constant M such 
that pM len(7r*X) is always an integer? 

Problem 16.2. Is 7TkLS always a finitely generated module over Zp for all k 6 Z? 
Theorem 15.1 suggests that this is true but subtle. 
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Problem 16.3. It would be pleasant to have a natural topology on n^D making it 
a topological semiring. One idea would be to define Uz(X) = {Y \ ZAY ~ Z AX} 
and declare the sets Uz(X) (as Z runs over £F) to be a basis of neighbourhoods of 
X. This has some good properties and some bad ones. For example, take n = 1 
and p > 3. Then we can define a v\ self map v: S2p~2/p —> 5/p, which becomes 
an isomorphism in X. Write X = V?=o ^ 2 V P > S O t n a t ^2X ^ X gk EX. It seems 
that X cannot be separated from EX, so the topology is not Hausdorff, and the 
subspace TTQ^ is not discrete. We hope nonetheless that some minor modifications 
will yield a satisfactory theory. 

Problem 16.4. We can define a group K$(fF) as the monoid of isomorphism classes 
of small spectra under the wedge operation, modulo relations [Y] = [X] + [Z] for 
every cofibre sequence X —> Y —> Z. There is a homomorphism %: Ko(&) —> Z 
defined by 

X[X]= Y, (-l)fclen(£WO. 
0<A;<|vn| 

There is also a homomorphism £: KQ($) —> Z[ | ] , defined by 

£[X\ = len(7reven(X)) - len(7rodd(X)). 

What is the relationship between x a n d £? Is x a n isomorphism? If not, is Q 0 % 
an isomorphism? Can one say anything about the higher Waldhausen if-theory 
of S? There is a paper by Waldhausen about this [Wal84] but he assumed that 
the Telescope Conjecture would turn out to be true. Ravenel discusses this briefly 
in [Rav93] in the light of his disproof of the Telescope Conjecture [Rav92b]. 

Problem 16.5. Is Hopkins' chromatic splitting conjecture true? The simplest 
form of this says that K(n — l )*L^( n)5 has rank two over K(n — 1)*. A much more 
elaborate version is explained in [Hov95a], where some interesting consequences are 
deduced. Part of it can be rephrased as saying that 

n 
Ln^LK(n)S = Ln-iSp A / \ ( S V Ln-jS1'2*). 

i = i 
One possible approach is to consider the functor v^l{{E/Ik)*X) for k < n. This is 
a cohomology theory on the category of jB-finite spectra; it would be interesting to 
know how it relates to K(k)*X. 

Problem 16.6. A problem related to the previous one is as follows: in the language 
of Definition 6.7, what is the relationship between the support and cosupport of an 
2?-local spectrum X? In particular, X is if-local if and only if cosupp(X) = {n}, 
and the examples suggest that in this case we have supp(X) = {m, m + 1 , . . . , n} 
for some m. Is this always the case? 

Problem 16.7. Is there a cofinal set of ideals / for which there is a generalised 
Moore spectrum of type S/I which is a commutative and associative ring spectrum? 
Given a map BP*/I —> BP*/J of jBP*i?P-comodules, is there a map S/I —> S/J 
inducing it? What about connecting maps for short exact sequences of comodules? 
How large a diagram of such maps can be made to commute on the nose? The first 
step here is clearly to find a convenient and conceptual formulation of the problem. 
A good answer would be helpful for the theory of unstable vn periodicity, amongst 
other things. 
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Problem 16.8. What are the invariant prime ideals in £?*? The obvious conjecture 
is that they are just the ideals Ik = (VJ \ j < k) for k < n. Many people believe, 
as we once did, that this is an easy consequence of Landweber's classification of 
invariant prime ideals in BP*, but this does not seem to be the case. We also 
conjecture that every invariant radical ideal is prime. This would also help to prove 
that the categories 2)^ are the only nontrivial ideals in D. 

Problem 16.9. Say that a spectrum X € % is good if it can be written as a 
coproduct in % of spectra of the form Y?kE. The results of [HS95] show that LBP 
is good. Conversely, if X is good then TT*X is in even degrees, and E*X is pro-free 
and in even degrees. If I = (t>Q°,... ,^!1^1) is an ideal such that S/I exists, then 
it makes sense to ask whether the sequence VQ°, . . . ^ l ^ 1 is regular on 7r*X. This 
is true for all such I if X is good. Are these conditions sufficient for X to be good? 

Problem 16.10. Give a more satisfactory treatment of the issues of functorality, 
coherence and continuity arising in Section 14. 

A. COMPLETION 

In this appendix, we study the theory of (usually infinitely generated) modules 
over a regular local ring, that satisfy certain completeness properties. In particular, 
this applies to the modules E*X and E*X over £?*, for X G 3C. Much of the theory 
presented here is obtained by specialising the results of [GM92] to our simpler 
context. Presumably a lot of it is known in some form to commutative algebraists. 

Let J? be a Noetherian graded ring with a unique maximal homogeneous ideal m, 
which is generated by a regular sequence of homogeneous elements (#o> • • • > #n-i)-
All modules, ideals and so on are required to be graded, and all maps and elements 
are required to be homogeneous. 

A.l. Ordinary completion. Recall that the completion of a module M at m is 

M ^ = l i m M / m / c M . 

k 

T h e o r e m A . l . 

(a) ( J l f £ ) A = M A . 
(b) If M is finitely generated then M£ = R^ <S>R M, and this is an exact functor 

ofM. 
(c) i?£ is flat over R. 
(d) If f: M —> N is epi, then so is the induced map M£ —> N£. 
(e) If L>—> M - » N is exact and mkM C L for some k then N£ = N and the 

sequence L^>—>M£ -» iV^ is exact 

Proof, (d): It is easy to see that the induced maps M/mnM —> N/mnN and 
m n M -> mnN are epi, and thus that m n M / m n + 1 M —> mnN/mn+1N is also epi. 
Let Kn be the kernel of the map M/mnM —> N/mnNy and let Ln be the kernel of 
the map Kn+i —> Kn. We get a diagram as follows, in which the columns and the 
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last two rows are exact. 

Ln • mnM/mn+1M » mnN/mn+1N 

Kn+i 5 > M / m n + 1 M » N/mn+1N 

Kn ) • M/mnM » N/mnN 

It follows from the snake lemma that the map Kn+\ —> Kn is epi, and thus that 
lim1 Kn = 0. We therefore have a short exact sequence lim Kn —> l imM/m n M —> 
*— n <— <— 

limA7mni\r, so M£ —> N* is epi as claimed. 
(e): Suppose that L>—> M - » N is exact and mkM C L for some k. Then 

tn^iV = 0 for j > k and it follows easily that N£ = N. Moreover, for j > k we 
also have xnPM < L and we have short exact sequences L/mJM>—> M/m^M - » N. 
The three terms form towers of epimorphisms as j varies, so we get a short exact 
sequence lim L / m ' M ^-> M£ - » N. As m^+kM < vn?L < rn'M, we see that 

lim L/m^M = lim L/m^L = L^, so we have a short exact sequence L^>—• M£ - » 

jV£ = JV as claimed. 
(a): For each A:, we have a short exact sequence mkM)—> M - » M/m fcM, to 

which part (e) applies. We thus have a short exact sequence 

(mfcM)£>-> M * - » M/mkM. 

Choose a system of generators { a i , . . . , an} for mfc. This gives an epimorphisms 
Mn - » mfcM in an obvious way. Using part (d) we see that the induced map 
(M£)n —> (mkM)n is also an epimorphism, which means that the image of (mkM)^ 
in M* is just mkM£. Using our short exact sequence, we see that M£/mkM* = 
M/mkM. It follows immediately that (M*)£ = M£ as claimed. 

(b) and (c) are well-known consequences of the Artin-Rees lemma. • 

Note that completion does not preserve monomorphisms and is not right exact. 
For example, we can take R = Z(p) and m = (p). Then the completion of Z(p) —> 
Q is Z p —> 0, so completion does not preserve monomorphisms. Next, consider 
M = © & Z and / = @kpk : M —> M. One can show that the element (p ,p 2 , . . . ) 
is nonzero in the cokernel of / : M^ —> M* but is zero in the completion of the 
cokernel. Thus, completion is not right exact. 

A.2. Local homology. We next recall the theory of local (co)homology and the 
derived functors of the completion functor. Recall that one can define the left-
derived functors of any additive functor JP. One only needs F to be right exact 
in order to prove that the zero'th derived functor of JP is F (which is false in 
the present context). Our response is to take the zero'th derived functor as the 
"correct" definition of completion. 
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For any x € R we let Km(x) denote the complex R —> R[l/x], with R in degree 
0 and R[l/x] in degree 1. We also write K*(m) = K*(x0) 0 . . . 0 if*(£n-i); 
there is then a natural map Km(m) —> i?. Note that i*T#(m) is a complex of flat 
modules. In fact, K*(m) is the finite acyclisation of R determined by R/m in the 
derived category of i?-modules, so it is determined by the ideal m up to canonical 
quasiisomorphism over R. To see this, write Km(x) as the colimit of the complexes 

xk 

R —> R and tensor these complexes together. We also write PK*(x) for the 
(1 tx—1) 

complex of projectives R 0 R[t] —! > R[t], which is quasiisomorphic to Km(x). 
Here the map tx — 1: R[t] —> R[t] is the i?[£]-module map which takes 1 to tx — 1. 
We write PKm(m) = PK9(XQ) 0 . . . 0 PK9(xn-i), which is quasiisomorphic to 
K*(m) by flatness. The local homology and cohomology groups of a module M are 

L*M = Hf{M) = H4Rom(PK9(m), M)) 

H^{M) = H*(PKm(m) 0 M) = H*(K#(m) 0 M). 

The last equality again uses the flatness of Km(m). Because R is a regular local 
ring, we have 

There are important questions to address about the extent to which this description 
of H£(R) is natural; however, we shall not address them here. 

It follows from the above that K*(m) is actually quasiisomorphic to YinH£(R) 
(in other words, the complex whose only nonzero term is H^(R), concentrated in 
degree n). Note that this is a complex of injectives. 

It turns out that the functors LkM are the left derived functors of completion, 
in the following sense. 

Theorem A.2. 

(a) There are natural maps M -221* L0M - ^ Af£. Moreover, e is an epimor-
phism, and the composite M —> M£ is the obvious map. 

(b) There is a short exact sequence 

lim1 Torf+1(i?/mfc,M)^>L5M-^lim Torf(U/m*, Af). 
*~m k *~- k 

In particular, there is a short exact sequence 

lim1 Torf (R/mk, M)>-> L0M - » M*. 
<— k 

(c) For any short exact sequence M' —> M —> M" there is a long exact sequence 

Lk+1M" -> LkMf -> LkM -> LkM" -> L ^ 1 M / . 

(d) Tftere is a natural isomorphism 

LSM = Extn
R-s(HZ(R),M). 

Moreover, both sides vanish if s < 0 or s > n. (Thus LQ is right exact and 
Ln is left exact). 

(e) If M is projective then CM is an isomorphism. 
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Proof. In [GM92] Greenlees and May construct functors Lk and a natural map 
e : LQM —•> M, satisfying (c) and (e). In Theorem 2.5, they prove that their groups 
Lf-M are the same as H™(M) as defined above. They prove (b) as Proposition 1.1; 
it follows that CM is an epimorphism, as stated in (a). The map K*(m) —> R 
induces a map 

r]i M = Hom(i?,M) -> # 0 ( H o m ( i H m ) , M ) ) = LQM. 

One can check that the composite M -̂ > Lo-^ -^ JWjJ *s ̂ e obvious map. 
In our case, we know that PK*(m) is a cochain complex of projectives, whose 

only cohomology is H^R), concentrated in degree n. Moreover, PK9(m) vanishes 
above degree n. It follows that Pk = PKn~k(xn) defines a projective resolution 
of H£(R), and thus that LkM = iJ fc(Hom(PX#(m),M)) = Ext^ (H£(R),M). 
This proves (d). • 

Proposition A .3 . There is a natural map p : LsM<g>LtN —> Ls+t(M®N), which 
is commutative, associative and unital in the obvious sense. 

Proof. The universal property of K*(m) as the finite acyclisation of R gives a 
quasiisomorphism ^ : PX # (m) —> Pif*(m) &# PiiT*(m) compatible with the maps 
PK*(m) —> R <— PKm(m) ®R PK9(m), which is unique up to homotopy. This 
gives a map of chain complexes 

HomR(PK#(m), M) ®R EomR(PKm(m), N) -> Horn* ( P i f ( m ) , M 0 iV). 
By taking homology, we get the advertised pairing. Using the uniqueness of I/J (and 
the analogous map PK*(m) —> PK9(m)®3), we see that the pairing is commutative, 
associative, and unital. • 

Proposition A.4. If M is finitely generated then the map \x\ M %R LQN —> 
LQM 0R LQN —> LO(M<8>RN) is an isomorphism, and LQM = M*. In particular, 
R/mk <g> L0N = N/mkN. 

Proof Because LQ is additive, it is clear that Rk <8>R LQN = (LoN)k = L0(Nk) = 
Lo(Rk ® AT). One can check that the map is just \x. For an arbitrary finitely 
generated module, choose an exact sequence RP; —> Rk —> M —> 0, and use the 
use the right exactness of LQ to conclude that M ®R LQN = L0(M ®R N). In 
particular, 

M£ = M®RR*= M 0 H L0R = X0(M <8>B U) = i 0 M . 

D 

A.3. Z-complete modules. 

Definition A.5. An i?-module M is L-complete if TJM • M —> LQM is an isomor­
phism. We write M for the category of i?-modules, and 3VC for the subcategory of 
Incomplete modules. 

T h e o r e m A.6. 

(a) For any M e M, the modules M* and LkM lie in M. In particular, LQM = 
LQM. 

(b) IfM e M then LkM = 0 for k > 0. 
(c) LQM = 0 <=> M£ = 0 «* M = xaM. 
(d) J / M e M and M = mM tten M = 0. 
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(e) M is an Abelian subcategory ofM, which is closed under extensions, 
(f) LQ : M —» M is left adjoint to the inclusion M —> M. 
(g) If {Mk} is a collection of L-complete modules, then Y[kMu is L-complete. If 

they form an inverse system then lim Mk is L-complete. If they form a tower 
<— k 

then lim1 Mk is also L-complete. 

Proof It is proved as Theorem 4.1 in [GM92] that if N = M£ or N = LkM then 
L0N = N and LkN = 0 for k > 0. It follows that M£ and LkM are L-complete. 
It also follows that if M is L-complete and k > 0 then LkM = LkLoM = 0. This 
proves (a) and (b). 

(c): We have epimorphisms L0M —> M£ —> M/mM, so L 0 M = 0 => M£ = 
0 => M = mM. Suppose that M = mM. We shall prove that L0M = 0, using 
an argument supplied by John Greenlees. It follows that M = mfcM, so that 
R/mk 0 M = 0 for all k. Using the short exact sequences 

m */ m *+i _ , u / ^ + i _> R/mk 

and the fact that vcfi/m^1 is a free module over U/m, we get an exact sequence 

Torf ( m V m H 1 , M ) -> Torf (R/mk+\M) -> Torf (R/mk,M) -> 0. 

Prom this we see that the maps in the tower 

Torf (jR/m*, M) <- Torf (i?/mfc+1, M) <- . . . 

are surjective, so that lim1 Torf (R/mk,M) = 0. Using part (b) of Theorem A.2, 
4— k 

we see that LoM = 0 as claimed. 
(d): If M e M a n d M = m M t h e n M = L o M = 0by (c). 
(e): First, we claim that the image of any map / : M7 —> M" of ^-complete 

modules is L-complete. To see this, factor / as a composite Mf —» M ^ M / ; , with 
q epi and j mono, so that M is the image of / . We have a diagram as follows: 

M' q—» M J —> M" 

L^M' —^» LoM ——> LoM" 

Note that Loq is epi because LQ is right exact. Because the left square commutes, 
we see that r] is epi; because the right square commutes, we see that it is mono. 
Thus 7] is an isomorphism, and M is L-complete. 

Next, suppose that iV>—>N -»N" is a short exact sequence, and that any two 
of the terms are L-complete. Part (c) of Theorem A.2 gives a long exact sequence 
relating the L^-groups of iV', N and N'\ from which it is easy to see that the third 
of these is also L-complete. Thus M is closed under extensions, and under kernels 
and cokernels of epimorphisms and monomorphisms. For any map / : M' —•> M" as 
in the previous paragraph, we have ker(/) = ker(#) and cok(/) = cokfj); it follows 
that JVC is closed under kernels and cokernels, and thus that it is Abelian. 

(f): Suppose that N is L-complete and M is arbitrary. We need to show that 
rj: M —> L Q M induces an isomorphism 77^-: Hom(LoM, N) —» Hom(M, AT). There 
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is a map A: Hom(M,iV) -> Hom(L0M,iV), defined by A(/) = rj^1 o l 0 ( / ) , so that 
the following diagram commutes: 

M —> N 

It is clear that rfM o A = 1, so that rfM is epi. Suppose that / € ker(ry^-), so 
that / can be factored as LQM -^ M' A AT, where M' is the cokernel of r\M-
By the argument given above, we have an epimorphism rfM, : Hom(LoM', N) —> 
Hom(M',iV"). However, because Lo is right exact and idempotent, we see that 
L0M' = 0. It follows that g = 0 and thus / = 0. Thus r]*M: Hom(L0M,iV) -» 
Hom(M, N) is an isomorphism, as required. 

(g): It is easy to see from the definitions that H™([[kMk) = Y[kH™(Mk). It 
follows that a product of L-complete modules is L-complete. If the modules {Mk} 
form an inverse system involving various maps u: Mk —> Mi then lim Mk is the 

<— k 

kernel of a map Ylk Mfe —> Ylu ^u so it is L-complete by (d). If the inverse system 
is a tower, then lim1 Mk is the cokernel of a map Ylk Mk •—• Ylk Mh» a n d thus is 

<— k 
L-complete. • 
Corollary A.7. M is a symmetric monoidal category with tensor product M®N = 
L0(M®N). 

Proof. It suffices to show that the map L 0 / J : L0(L0M 0 L0N) —> L0(M 0 AT) 
induced by the pairing of Proposition A.3 is an isomorphism. Consider two modules 
M, N G M. Let M ' be the cokernel of M —> LoM. Because Lo is idempotent 
and right exact, we have LoM' = 0. It follows that Mf = miW7, or in other 
words that the natural map m 0 # M' —> Mf is surjective. This implies that 
m0H M' ®RN —> M' <8>RN is also surjective, so that Lo(M' <8>RN) = 0. Using the 
right exactness of Lo, we see that the map LQ(T701) : LQ(M<8>RN) —> LO(LOM<S>RN) 
is surjective. Similarly, the map L$(LQM®RN) —> LQ(LOM<8>RLON) is surjective, 
and thus Lo(ry 0 rj): Lo(M 0 # N) —> Lo(LoM 0 # LoiV) is surjective. On the other 
hand, one sees from the definitions that LofJ>oLo(rj<g)r)) = 1. It follows that Lofj, is 
an isomorphism, with inverse Lo(rj 0 77). • 

We next prove a useful criterion for modules to be L-complete. 

Propos i t ion A.8 . If M is L-complete and a G m then lim0 M 
where the limits refer to the tower 

Conversely, if(xo>... ,#n- i ) is a regular system of parameters and the above holds 
with a = Xi for each i, then M is L-complete. 

Proof Let C* be the complex (of projectives) 

R[t]-2=±> R[t]. 

lim1 M = 0, 
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One checks directly that Hs Hom(C#, M) = lim5 M. Moreover, there is an obvious 

short exact sequence C* -> PKm(a) -> P . It follows that lim0 M = lim1 M = 0 if 
and only if Hom(PJK'*(a), M) is quasiisomorphic to M = Hom(P, M). 

Suppose that M is L-complete, so that M ~ Hom(Pif#(m),M). The complex 
K9(m) is quasiisomorphic to Km(a) <g> K*(m). Indeed, K*(m) 0 R[l/a] is acyclic, 
since K*(m) is finitely acyclic and R[l/a] is finitely local. Thus PK*(m) is homo-
topy equivalent to PK*(a) 0 PKm(m). Therefore 

Hom(Pii:#(a),M) - Hom(Pii:#(a),Hom(Pii:#(m),M)) 
~ Hom(PiT(a) <g> P i f ( m ) , M) 
~M. 

It follows that lim0 M = lim1 M = 0. 
Conversely, let (#o, . . . , #n- i ) be a regular system of parameters, and suppose 

that M ~ Rom(PKm(xi), M) for each i. As P i f ( m ) = PK'(x0)®.. ,®Piir#(a;n_1), 
we see easily that M ~ Hom(Pif*(m), M), so M is L-complete. • 

A.4. Pro-free modules. 

Theorem A.9. Let M be an L-complete R-module. The following are equivalent: 
1. Every regular sequence of parameters x is regular on M. 
2. Some regular sequence of parameters x is regular on M. 
3. Torf (M, P/m) = 0 for all s > 0. 
4. Torf (M, P/m) = 0. 
5. M = LQF = F£ /or some free module F. 
6. M is a projective object ofM. 

Definition A.IO. If M € M satisfies the conditions of Theorem A.9, we say that 
M is pro-free, 

Proof of Theorem A.9. (1)=»(2): clear. 
(2) =^(3): Suppose that x = (#o, . . . , # n - i ) is a regular system of parameters for 

P , and that x is also regular on M. Write Jm = (#o, . . . ,#m-i)> so that In = m. 
We therefore have short exact sequences 

R/Im —^ R/Im —* R/Im+l 
and 

M / / m M -^> M / / m M -> M/Im+1M. 

The first of these also gives a long exact sequence 

Tor f + 1 (P / J m + 1 ,M) -> Torf ( P / J m , M ) -^> Torf ( P / I m , M ) -> 

Torf (R/Im+UM) -> Torf^ ( P / I m , M ) . 

By comparing this with the second short exact sequence, we see inductively that 
Torf (R/Im,M) = 0 for all s > 0 and all m, in particular Torf (P/m, M) = 0 for 
5 > 0 . 

(3)=K4): clear. 
(4)=>(5): Suppose that Torf (M, P/m) = 0. Choose a basis {e* | i e 1} for 

M/mM over P/m, and choose elements ei £ M lifting ef. These give a map 
F = 0 / P —* M, and thus a map / : L0F —> M. By proposition A.4, we see that 
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R/m ® L0F = R/m 0 F - i?/m 0 M, so that i?/m 0 cok(/) = 0. By part (d) 
of Theorem A.6, we see that cok(/) = 0, so / is epi. We therefore get an exact 
sequence 

0 = Torf(R/m,M) -> R/m®Rker(/) -> R/m<g>HL0F -=> R/m0RM->O. 

It follows that R/m ®R ker(/) = 0, so that ker(/) = 0. Thus / is an isomorphism, 
as required. 

(5)=^(1): Suppose that x..= (xo,..• ,#n- i ) is a regular system of parameters for 
R. Write Im = (#o,.-. , £ m _ i ) . Let 5 be a set, and a = (as)$qs an element of 
Ekes Rflrn- We shall say that a converges to zero (or write a —> 0) if for all k we 
have as e mkR/Im for all but finitely many s. One can check directly that 

( 0 - R / J m ) =<aeY[R/Im\a->o\. 

We write F m for this module. Using the above description, one can check directly 
that the sequence 

is short exact. It follows that x is regular on Fo (which is the same as Lo(@sR) 
by part (e) of Theorem A.2). 

(5)=^(6): Suppose that F is free and that M = L0F. Then for N e JVC we have 
M(MyN) = M(F,iV) by part (f) of Theorem A.6. This is clearly an exact functor 
of iV, as required. 

(6) =$>(4): Suppose that P is a projective object of M. Choose a free module F 
and an epimorphism JP —> P . This gives an epimorphism LoP1 —> ^o^P = -P> which 
must split because P is projective. It follows that Torf (i?/m,P) is a summand of 
Torf (R/m,LoF), which vanishes because (5)=>(4). • 

Corollary A . l l . The product of any family of pro-free modules is pro-free. 

Proof This follows easily from condition (1). • 

Corollary A.12. M has enough projectives. 

Proof Given M £ M, choose a free module F and an epimorphism F —> M. This 
gives an epimorphism LoF —> L o ^ = M. • 

Propos i t ion A.13. If f: P —> Q is a map of pro-free modules such that the 
induced map P/mP —> Q/mQ is a monomorphism, then f is a split monomor-
phism. In particular, if {Pk} is a family of pro-free modules, then the natural map 
LQ © £ Pk —> n& Pk *s a sPtit monomorphism. 

Proof For the first claim, choose elements es € P for $ £ 5 giving a basis for 
P/mP as an i?/m-vector space, and then choose elements e't e Q for t e T such 
that {fes \ s € S}U{et \ t € T} gives a basis for Q/mQ. This gives an obvious 
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diagram 

S SUT 

P >Q 

As in the proof of (4)=>(5) above, we see that the vertical maps are isomorphisms 
after applying LQ. The top horizontal map is a split monomorphism, so the bottom 
one is also. 

Now consider a family {Pk} of pro-free modules. By proposition A.4, we know 
that 

It is easy to see that R/m <8>R Yik Pk = EL ^ / m ®R Pk- Thus, the first part of this 
proposition applies. • 

B. SMALL OBJECTS IN OTHER CATEGORIES 

In this appendix we investigate when various other categories of local spectra 
have no small objects. We assume that all spectra and Abelian groups are p-
local. We write I for the Brown-Comenetz dual of the sphere, so that [X, I] = 
Hom(7To-X*, Q/Z) and IX = F ( X , I ) . Here Q/Z denotes Q/Z(p) in keeping with 
our conventions. If L: § —> S is a localisation functor, we say that a spectrum X 
is L-small if it is a small object in the category of L-local spectra. Localisation 
functors split naturally into two categories: we say that a localisation functor L has 
a finite local if there is a nonzero finite spectrum X such that LX = X. Similarly, 
we say that L has a finite acyclic if there is a nonzero finite X such that LX = 0. 
It is an old conjecture of the first author that every localisation functor either has 
a finite local or a finite acyclic: it certainly cannot have both. 

Definition B . l . We say that a spectrum X is finite-dimensional if it admits a 
finite filtration 0 = Xa < Xa+i < ...X& = X for some integers a < 6, such 
that Xk/Xk-i is a wedge of copies of Sk. Clearly if Y is a finite-dimensional CW 
complex then S a S o o y is a finite-dimensional spectrum. We define the width of X 
to be the minimum possible value of b — a. 

Remark B.2. It is not hard to show that X has a filtration as above if and only if 
TtkX = 0 for fc < a and H^X is free and HkX = 0 for k > 6. It follows that any 
retract of X admits a filtration of the same type. 

L e m m a B.3 . Let L be a localisation functor on the category of spectra, and SL the 
category of L-local spectra. If X is an L-small spectrum then it is a retract of LY 
for some finite-dimensional suspension spectrum Y. 

Proof. Let Xk denote the fc'th space of X. We assume some foundational setting 
in which this is an infinite loop space with irjXk = Kj-kX for j > 0. It is well-
known that X is the sequential colimit (or telescope) of the spectra S""fcE°°Xfc. 
It is not hard to conclude that X is also the sequential colimit of the spectra 
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E~"*E°°Yfc, where Yk is the 2fc-skeleton of a CW complex weakly equivalent to X&. 
As L converts coproducts in § to coproducts in Sx,, we see that X = LX is the 
sequential colimit in §L of the spectra LS~A;Sooyjc- By smallness, it must be a 
retract of one of these terms. • 

Lemma B.4. For any set A, the spectrum (\JieA &)p Z5 a re^rac^ °f YlieA Sp* 
Proof. By Proposition A.13 (with R = Zp) we see that there is a set B D A such 
that Y[ieA Zp = (®.-€j3 Zp)p. It follows that for any finitely generated Abelian 
group M we have YlieA ̂ P = (®jeB M)p• We can use the set B to define a map 
( V J G S ^ P ) ? —* YlieA $P> anc^ ky a PP^ n S the previous remark to M = irkS we 
conclude that this map is an isomorphism. It follows that W£ = (VfeA&p)p ls a 

retract of YlieA S£ as claimed. • 

Lemma B.5. If X is a nontrivial finite spectrum then coloc(X) = coloc(5^), and 
this contains Z£ for all finite-dimensional spectra Z. Moreover, coloc(X, HQ) = 
coloc(5), and this contains all finite-dimensional spectra. 

Proof Consider a generalised Moore spectrum S/I = S/(J,v). It is easy to 
see that S/(J,vk) lies in the thick subcategory generated by S/I, and thus that 
(S/J)$ = holim S/(J,vk) e coloc(X). If J ^ 0 then |v| > 0 and S/J is (-1)-
connected, so easy connectivity arguments show that {S/J)y = S/J. When J = 0 
we know that v is just a power of p and {S/J)^ = S£. By induction on the height 
we conclude easily that coloc{S/I) = coloc(5p). If X is an arbitrary nontrivial 
finite spectrum then X generates the same thick subcategory as some generalised 
Moore spectrum, so coloc(X) = coloc(5p). This part of the argument is essen­
tially [Hov95a, Lemma 3.7]. 

Next, let X be a finite-dimensional spectrum, with filtration as in Definition B.l. 
Lemma B.4 tells us that (Xk/Xk-i)p € coloc(5p), and it follows easily that X£ € 
coloc(S£>. 

Next, recall that Z£ = i^S"1/*?00, Z), so we have a fibration F(SQ, Z) -> Z -> 
Z£, in which the fibre is a rational spectrum. It is easy to see that whenever V is 
a nontrivial rational spectrum, we have 

coloc(V) = coloc(ilQ) = {all rational spectra}. 
By taking Z = 5, we conclude that S E coloc(5p,iIQ). We also conclude that 
HQ 6 coloc(S,S£) = coloc(S). This shows that coloc(S) = coloc(S£,.ffQ) as 
claimed. Finally, we can take Z to be a finite-dimensional spectrum. We have seen 
that Z^ € coloc(5p) and that JP(5Q, Z) is rational and thus in coloc(ilQ), so it 
follows that Z e coloc(S£, HQ) = coloc(S). • 

Theorem B.6. Suppose L is a localisation functor with a finite local 
(a) If LHQ 7̂  0, then L is the identity on finite-dimensional spectra. If LHQ = 

0, then L is p-completion on finite-dimensional spectra. 
(b) Every L-small spectrum is finite, and is torsion if LHQ = 0. 

Proof, (a): Let Z be a finite-dimensional spectrum. The category Si, of L-local 
spectra is a colocalising category which contains a nontrivial finite spectrum, so by 
Lemma B.5 it contains Z£. If LHQ y£ 0 then Si, contains a nontrivial rational 
spectrum so it contains all rational spectra, and in particular it contains F(5Q, Z). 
We have a fibration F(5Q, Z) —> Z —> Z£ so we conclude that Z G § L and thus 
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LZ = Z. On the other hand, suppose that LHQ = 0. If V is a rational spectrum we 
must have LV = 0, for otherwise $L would contain a nontrivial rational spectrum 
and thus would contain HQ. Thus LF(SQ, Z) = 0 so our fibration shows that 
LZ = LZ* = Z*. 

(b): We begin by showing that any L-small spectrum is finite-dimensional. In 
case LHQ ^ 0, this follows from part (a) and Lemma B.3. If LHQ = 0, then the 
telescope holim(p, X) of an L-small spectrum X computed in §L is zero. Applying 
smallness to the canonical map X —•> holim(p,X), we find that 0 = pm: X —> X 
when m > 0. Thus X is a retract of X/pm. By Lemma B.3, we can write X as 
a retract of LY for some finite-dimensional spectrum Y, so X/pm is a retract of 
L(Y/pm), but this is the same as Y/pm by part (a). This implies that X is a retract 
of Y/pm, and thus is finite-dimensional (and torsion). 

We next claim that we have [Xi\fiS] = ©JX,5] for any set of indices i. If 
LHQ 7̂  0 then this is clear, because X is small in Sjr, and the wedge in § is 
finite-dimensional and thus L-local and thus the same as the coproduct in SL- In 
the case LHQ = 0 we know that D(S/pm) A V i^ = \JiD(S/pm) is L-local so 
[X A S/pm, \/iS\ = 0 J X A S/pm,S] and we have seen that X is a retract of 
X A S/pm for some m so the claim follows. 

Let C be the full subcategory of finite-dimensional spectra Y such that 
CO 

[Y,\fS}* = ®[Y,S]*. 
k=0 k 

This is clearly thick, and contains both X and all finite spectra. We shall prove by 
induction on the width of Y that if Y € 6 then Y is finite. We may assume that 
Y has width greater than zero, so there is a cofibration Z —> Y —> W in which 
W is a wedge of spheres of the same dimension and Z has width strictly less than 
that of Y. By the defining property of C, there is a finite subwedge V of W such 
that the map Y —> W factors through V. Let T be the cofibre of the map Y —> V, 
so that T £ 6. By applying the octahedral axiom to the maps Y —> V>—• W we 
get a cofibration T>—• EZ - ^ J7 in which the first map is a split monomorphism, 
so T is a retract of Z and thus has width less than that of Y. It follows that T is 
finite, and thus that Y is finite. We conclude that our L-small spectrum X must 
be finite. • 

We now investigate when LF(n) is L-small. It is convenient to use the nota­
tion (L) for the collection of i-local spectra, and to think of (L) as a generalised 
Bousfield class. If L = LJE?, then (L) = {E}. We can then use notation such as 
(L A F(n)}, which denotes the category of spectra X such that [Z> X] = 0 whenever 
L(F(n) AZ)= F(n) ALZ = 0. 

Proposition B.7. Suppose L is a localisation functor on §. Then the following 
are equivalent 

(a) LF(n) is L-small 
(b) If{Xa} is a set of L-local spectra, then \JaXa A F(n) is L-local. 
(c) The natural map LS A X A F(n) —> L(X A F(n)) is an isomorphism for all 

X. 
(d) (LSAF(n)) = {LAF(n)). 

Furthermore, LF(n) is a small generator of$L if and only if (L) = (LS A F(ri)}. 
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Proof (a)=>(b): Suppose LF(n) is L-small, and {Xa} is a set of L-local spectra. 
Then we have 

[F(n),L\/Xa)* = [LF{n),L\JX]* 

= 0[LF(n) ,X a ]* 

= 0 [F (n ) ,X a ]* 

= [F(n), \ /^a]*. 
It follows using duality that the map \J Xaf\F(n) —» L{\J XahF{n)) is an equiv­
alence. 

(b)=>(c): Consider the collection of all X such that the map LS f\X f\ F(n) —> 
L(X A F(n)) is an equivalence. This category is clearly thick and contains S. 
Part (b) implies that it is localising, so it is all of §. 

(c)=Kd): T n i s i s c l e a r-
(d)=s>(a): We first show that if Xa is L-local for all a, then V Xa A F(n) is also 

L-local. To see this, choose F(n) to be a ring spectrum (take F(n) = DY A Y 
for a finite type n Y). Then \/ Xa A F(n) is an L5 A F(n)-module spectrum, 
so in particular is LS A F(n)-local. Since we are assuming part (d), we see that 
V Xa A F(n) is L A JF^nJ-local, and in particular is L-local. 

We therefore have 

[LF{n),L\J Xa) = [F{n),L\J Xa] 

= [S,L(\/XaADF(n))} 

= [S,\fXaADF(n)) 

= [F(n),\/Xa] 

= ®[F(n),X«] 
= @[LF(n),Xa] 

as required. 
To complete the proof, note that LF(n) is a generator of §L if and only if 

ir*L(X A F(n)) = [^F(n), LX] = 0 implies that LX = 0. This is true if and only 
if <L) = (LA F(n))\ • 
Corollary B.8. Suppose L is a localisation functor with a finite local Then §L 
has a nonzero small object if and only if (L) > (F(n)} for some n, and in this 
case the small objects in §£, are Gn for the smallest such n. The category 2>L is an 
algebraic stable homotopy category if and only ifL = Lp{n) for some n, and in this 
case F(n) is a small generator. 

Proof The small objects in Sjr, are all finite by Theorem B.6. Furthermore, LS is 
either S or the p-completion of 5, and in either case we have (LS) = (5). The 
corollary then follows from Proposition B.7. • 

Proposition B.7 also applies to localisations with finite acyclics. For example, 
we get the following corollary. 

Corollary B.9. Let E = K(m) V K(m + 1) V . . . K(n) for some 0 < m < n < oo. 
Then §E is an algebraic stable homotopy category with small generator LEF(m). 
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It would be interesting to investigate these categories, as well as SF(U)-
In order to apply Corollary B.8, we need a criterion to determine when (L) > 

(F(n)) for some n. 

Lemma B.10. Suppose (L) > (F(n)) for some n. Then LI ^ 0. 

Proof It suffices to show that DF(n) A J ^ 0 for all n. But DF(n) A I = IF(n) 
and IX is never zero unless X is. • 

Lemma B.10 is more useful than it appears: in fact, we conjecture that its 
converse holds as well. There are very few spectra that detect J. 

L e m m a B . l l . BPAl = 0. 

Proof This follows from RavenePs results in [Rav84]. He proves in Lemma 3.2 that 
[P(l), S]* = 0, where P ( l ) = BP/p = BP A S/p. As D(S/p) = S^/p we see that 
[PP, S/p}* = 0. As S/p has finite homotopy groups, we see that S/p = I2(S/p) 
so [BP, S/p]* = Hom(7r*(PP A I(S/p)), Q/Z) = 0. Thus BPAS/pAl = 0. We 
also have S[^\ AI = 0 because 7r* J is a torsion group. As {S) = (S/p) V (5[^]), we 
conclude that BPAl = 0. D 

Corollary B.12. We have XAl = 0ifXisa BP-module. In particular K(ri), 
HZ, H¥p and HQ = SQ are I-acyclic. Furthermore, I itself is I-acyclic. 

Proof The only thing to prove is that i" is J-acyclic. But the homotopy groups of I 
are concentrated in non-negative dimensions and are all finite except for 7To/ = Q/Z. 
It follows that I is in the localising subcategory generated by HFP. Since HFP is 
J-acyclic, so is J. • 

Now recall that a spectrum is said to be harmonic if it is W-local, where W = 
Vo<n<oo^(n)-

Corollary B.13. There are no nonzero small objects in the following categories. 

(a) The BP-local category. 
(b) The harmonic category. 
(c) The H7x-local category. 
(d) The HFp-local category. 
(e) The I-local category. 

Proof All of these localisation functors kill / , so it suffices to check that they do 
have a finite local. It is well-known that all finite spectra are jBP-local and iJZ-
local, and that all finite torsion spectra are iJFp-local ( [Bou79, Theorem 3.1]). 
Similarly, all finite spectra are harmonic by [Rav84, Corollary 4.5]. To see that S/p 
is /-local, note that I2 (S/p) = S/p since the homotopy groups of S/p are finite. 
When Z is J-acyclic, we have 

[Z, S/p] = [Z, F(I(S/p),I)) = [ZA I(S/p), I} = [ZA D(S/p) A I, I] = 0 

as required. • 
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