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Abstract

We construct a Goodwillie tower of categories which interpolates between the
category of pointed spaces and the category of spectra. This tower of categories
refines the Goodwillie tower of the identity functor in a precise sense. More gen-
erally, we construct such a tower for a large class of ∞-categories C and classify
such Goodwillie towers in terms of the derivatives of the identity functor of C. As a
particular application we show how this provides a model for the homotopy theory
of simply-connected spaces in terms of coalgebras in spectra with Tate diagonals.
Our classification of Goodwillie towers simplifies considerably in settings where the
Tate cohomology of the symmetric groups vanishes. As an example we apply our
methods to rational homotopy theory. Another application identifies the homotopy
theory of p-local spaces with homotopy groups in a certain finite range with the
homotopy theory of certain algebras over Ching’s spectral version of the Lie operad.
This is a close analogue of Quillen’s results on rational homotopy.
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Introduction

Write S∗ for the category of pointed spaces. TheGoodwillie tower of the identity
functor [Goo03] on S∗ gives, for each pointed space X, a tower of spaces

...

��... P3X

��
P2X

��
X ��

���������������

���������������������
P1X Ω∞Σ∞X,

which interpolates between the stable and unstable homotopy type of X. The
homotopy fiber of the map PnX → Pn−1X is usually denoted DnX and may be
expressed as follows:

DnX = Ω∞(
(∂nid ∧X∧n)hΣn

)
.

Here ∂nid is a spectrum carrying an action of the symmetric group Σn and is
called the nth derivative of the identity functor. Ching [Chi05] showed that the
symmetric sequence of derivatives ∂∗id has a natural operad structure; furthermore,
this operad is the cobar construction of the commutative cooperad and as such could
be considered as the (desuspension of) the Lie operad in the category of spectra.
In particular, taking integral homology reproduces (a degree shift of) the ordinary
Lie operad in the category of abelian groups.

vii
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viii INTRODUCTION

We will refine this picture in the following way: we will produce a Goodwillie
tower of categories

...

��... P3S∗

��
P2S∗

��
S∗ ��

���������������

���������������������
P1S∗ Sp,

which interpolates between the category of pointed spaces and the category Sp of
spectra. All functors in this diagram are left adjoints. The unit of the adjunction

S∗
�� PnS∗��

is the natural transformation idS∗ → Pn described above. We will in fact construct
such Goodwillie towers for a large class of ∞-categories C. The functor C → PnC

satisfies a universal property with respect to n-excisive functors out of C, see The-
orem 1.7.

The main result of this paper, Theorem 1.23, is a classification of such Good-
willie towers of ∞-categories in terms of certain Tate cohomology [GM95,Kle02,
HL13] associated to the symmetric groups acting on the derivatives of the identity
functor. An informal description of Tate cohomology is as follows. Say X is an
object of a stable homotopy theory (for example a spectrum or a chain complex)
and X carries an action of a finite group G. We can then form the homotopy coin-
variants XhG and the homotopy invariants XhG of this action. Furthermore, there
is a natural norm map

Nm : XhG −→ XhG.

Informally speaking, this map is induced by summing over the group G. The asso-
ciated Tate cohomology XtG is defined to be the cofiber of this map. Under special
circumstances such Tate cohomology objects will be contractible. For example,
when working in chain complexes over a field in which the order of G is invertible,
dividing by this order then induces an inverse to the norm map. In particular, in
the homotopy theory of chain complexes over Q all Tate cohomology vanishes. A
more striking example is the homotopy theory of K(n)-local spectra, where K(n)
is the nth Morava K-theory at a prime p [GS96].

An informal summary of the main consequence of Theorem 1.23 is below; a
precise statement is Corollary 1.26, see also Remark 1.27.

Theorem 0.1. If C is an ∞-category such that the Tate cohomology of the
symmetric groups Σk vanishes in the stabilization Sp(C) of C for k ≤ n, then there
is a canonical equivalence of ∞-categories

PnC � PnAlg(∂∗idC).

Here Alg(∂∗idC) denotes the ∞-category of algebras for the operad formed by the
derivatives of the identity functor of C.
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INTRODUCTION ix

Remark 0.2. In this introduction we suppress the technical assumptions needed
to ‘do Goodwillie calculus in an ∞-category C’. Also, for simplicity of language, we
are assuming a natural operad structure on the derivatives of the identity functor
of C; such a structure has recently been described in this generality by Ching [Chi].
However, in the main body of this paper we will circumvent the direct use of such
operad structures by working in a Koszul dual setting.

A consequence of Theorem 0.1 is that the∞-category of rational pointed spaces
and the ∞-category of rational differential graded Lie algebras have equivalent
Goodwillie towers. Using this observation, one can reprove some of Quillen’s results
on rational homotopy theory (see Theorem 1.28). Our proof of Theorem 1.23 also
gives an explicit (although slightly more complicated) description of the Goodwillie
tower when Tate cohomology does not vanish. As an example we highlight the
case C = S∗ of pointed spaces, although the general case is much the same. The
Goodwillie tower of the ∞-category S∗ can be described in terms of the ∞-category
of Tate coalgebras in spectra. A Tate coalgebra is a spectrum E which is first of all
a (nonunital) commutative coalgebra, meaning it is equipped with comultiplication
maps

δn : E → (E∧n)hΣn

for n ≥ 2, which are in a suitable sense compatible for different values of n. Fur-
thermore, the compositions

E
δn−→ (E∧n)hΣn → (E∧n)tΣn

should be equipped with homotopies hn to certain maps

τn : E → (E∧n)tΣn

which we refer to as the Tate diagonals. We will construct these maps by induction
on n. The first Tate diagonal τ2 has been considered previously in various contexts
[Kle05,LNR12] and can be characterized as follows. The expression (E∧E)tΣ2 is
an exact functor of E (i.e., it preserves cofiber sequences). Therefore τ2 is essentially
uniquely determined by its values on suspension spectra Σ∞X, where it is simply
constructed from the diagonal map of X:

Σ∞X
Δ−→ (Σ∞X ∧ Σ∞X)hΣ2 → (Σ∞X ∧ Σ∞X)tΣ2 .

For n > 2 the Tate diagonal τn is constructed inductively. It need not exist for a
general spectrum E, but if E is equipped with comultiplication maps δk for k < n
and homotopies hk corresponding to τk for k < n, we will show that E can naturally
be equipped with a further Tate diagonal τn. The homotopy hn to be defined must
then also be equipped with certain coherence data relating it to δk for k < n. We
will begin making this discussion precise in Section 3 by describing the relevant
coherence more explicitly.

If E is a suspension spectrum Σ∞X with its evident coalgebra structure, the
Tate diagonals τn coincide with the obvious maps

Σ∞X → (Σ∞X∧n)tΣn

defined as above. This provides a functor

S∗ → coAlgTate(Sp
⊗) : X 	→ Σ∞X,

with coAlgTate(Sp
⊗) denoting the ∞-category of Tate coalgebras in spectra. We

prove the following in Section 6.4:
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x INTRODUCTION

Theorem 0.3. The functor above gives an equivalence of ∞-categories

S≥2
∗ → coAlgTate(Sp

⊗)≥2

from the ∞-category of simply connected pointed spaces to the ∞-category of simply-
connected Tate coalgebras.

One can think of this result as a refinement of the coalgebra model of rational
homotopy theory. At the same time there is a close connection between Theorem 0.3
and Mandell’s work on p-adic homotopy theory, which we will explore in joint work
with Nikolaus. From another perspective, the theorem above gives a (somewhat)
concrete description of what it means for a simply-connected spectrum to be a
coalgebra for the comonad Σ∞Ω∞. It has recently been pointed out to us that
Theorem 0.3 provides answers to some questions raised by Klein in his work on
moduli of suspension spectra [Kle05] (see also the appendix of [KP14], which
suggests a picture close to what we described above).

Write L for Ching’s Lie operad in spectra, whose terms are the derivatives of
the identity functor ∂∗id. Another illustration of the use of Theorem 0.1 is the
following:

Theorem 0.4. Let p be a prime and n ≥ 2 an integer. Write S
[n,p(n−1)]
∗ for

the ∞-category of pointed spaces X such that πiX = 0 if i is not contained in
the interval [n, p(n − 1)]. Similarly, write Alg(L)[n,p(n−1)] for the ∞-category of
algebras for Ching’s operad L in spectra which have nontrivial homotopy groups
concentrated in the same range. After inverting (p− 1)! (or localizing at p) there is
an equivalence of ∞-categories

S
[n,p(n−1)]
∗ −→ Alg(L)[n,p(n−1)].

Under this equivalence, the homotopy groups of a pointed space X ∈ S
[n,p(n−1)]
∗ are

isomorphic to the homotopy groups of the spectrum underlying the corresponding
L-algebra.

The L-algebra corresponding to a space X in Theorem 0.4 can be realized by
a variant of the construction of the topological André-Quillen cohomology of the
commutative ring spectrum DX, the Spanier-Whitehead dual of X, although the
precise formula seems too involved to be of much practical use. It is tempting
to think that the L-algebra structure of Theorem 0.4 in particular produces the
Whitehead products on π∗X, but we do not have a proof of this.

The theorem above is a close analogue of rational homotopy theory; however,
the kinds of Lie algebras featuring in this result are Lie algebras of spectra, rather
than of chain complexes. Other interesting settings where Tate cohomology van-
ishes and our theorem can be fruitfully applied arise in chromatic homotopy theory.
Indeed, as alluded to above, a result of Greenlees and Sadofsky [GS96] states that
all norm maps are equivalences in the homotopy theory SpK(n) of K(n)-local spec-

tra, where n > 0 and K(n) is the nth Morava K-theory at a prime p. Furthermore,
Kuhn [Kuh04] proved that the same is true in SpT (n), the homotopy theory of

T (n)-local spectra, where now T (n) is the telescope of a vn-self map on a finite
p-local type n spectrum. In [Heu] we set up an analogue of Quillen’s results in
these settings, providing a Lie algebra model for vn-periodic unstable homotopy
theory at every height n. This description also yields a new perspective on the
Bousfield-Kuhn functors [Kuh08].
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CHAPTER 1

Main results

Throughout this paper we will use ∞-categories, or quasicategories, as our
preferred formalism for higher category theory. Our reason for using these instead
of for example model categories is that there are good and tractable notions of
homotopy limits and colimits of ∞-categories, which we will make extensive use of.
The works of Joyal [Joy02,Joy08] and Lurie [Lur09] are the basic references.

Our results will apply to the class of ∞-categories that are pointed, meaning
they have an object that is both initial and final, and compactly generated. Recall
from Section 5.5.7 of [Lur09] that an ∞-category is compactly generated if it is
presentable and ω-accessible. Alternatively, an ∞-category is compactly generated
if and only if it is equivalent to an ∞-category of the form Ind(D), where D is a
small ∞-category which admits finite colimits. Here Ind(D) denotes the category of
Ind-objects in D. It is the free cocompletion of D with respect to filtered colimits.

The typical examples of pointed compactly generated ∞-categories we have in
mind are S∗ (the ∞-category of pointed spaces) and AlgO(Sp), the ∞-category of
O-algebras in spectra, for O a nonunital operad in spectra. We will also consider
variants of this latter category, for example replacing spectra with chain complexes
over a field.

Goodwillie calculus was originally introduced in the context of spaces and spec-
tra [Goo03], but later generalized to apply to more general homotopy theories
[Kuh07,Lur14,Per13a,BR14]. We will use the version of the theory developed
in Chapter 6 of [Lur14]. In particular, it shows that all the standard methods of
Goodwillie calculus apply to pointed compactly generated ∞-categories. For the
reader unfamiliar with Goodwillie calculus, the original paper [Goo03] is still the
most accessible introduction to the topic. Throughout this paper, we will freely
make use of such terminology as n-excisive functors and derivatives of functors,
although we recall several of the standard constructions throughout the text and
in the appendix. We will usually consider functors which preserve zero objects and
filtered colimits. The first is just a matter of convenience, the second is essential
for some of the fundamental results of calculus, e.g. the characterization of homo-
geneous functors. We will make our assumptions on functors clear whenever they
come up.

We will associate to a pointed compactly generated ∞-category C an n-excisive
approximation PnC, which is universal in a certain sense. Before defining these
approximations, let us make some obvious but necessary observations:

Lemma 1.1. Consider an adjunction between ∞-categories (left adjoint on the
left)

F : C �� D : G��

1
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2 1. MAIN RESULTS

and suppose the identity functor idD of D is n-excisive. Then both F and G are
n-excisive functors and so is the composition GF . By the universal property of the
n-excisive approximation Pn, the unit and counit of this adjunction induce maps
PnidC → GF and Pn(FG) → idD.

Definition 1.2. Let C be a pointed, compactly generated ∞-category. An
adjunction (left adjoint on the left)

F : C �� D : G��

is a weak n-excisive approximation to C if the following two conditions are satisfied:

(a) The ∞-category D is pointed and compactly generated. Moreover, its
identity functor idD is n-excisive.

(b) The map PnidC → GF induced by the unit (see Lemma 1.1) is an equiv-
alence. Also, the natural transformation Pn(FG) → idD induced by the
counit is an equivalence.

If C is a pointed compactly generated ∞-category whose identity functor is
itself n-excisive, then for any weak n-excisive approximation F : C � D : G the
functor F is fully faithful. Indeed, in this case property (b) above tells us that
the unit idC → GF is an equivalence. In other words, the functor F exhibits
C as a colocalization of D. We will be especially interested in those n-excisive
approximations which are ‘maximal’ in the following sense:

Definition 1.3. A pointed compactly generated ∞-category D is n-excisive
if every weak n-excisive approximation F ′ : D � E : G′ is an equivalence. A weak
n-excisive approximation F : C � D : G as in Definition 1.2 is said to be a strong
n-excisive approximation if the ∞-category D is n-excisive.

An ∞-category is 1-excisive if and only if it is stable (Corollary 2.17); one can
think of the notion of n-excisiveness as a generalization of stability to the cases n ≥
1. In Corollary 2.18 we will give an alternative and more explicit characterization
of the maximality property of Definition 1.3 which makes this clear.

Remark 1.4. We will often abuse language and refer to the ∞-category D as
a strong n-excisive approximation to C, leaving the adjunction between C and D

understood. If C is the ∞-category of pointed spaces, then the ∞-category Sp≥n

of n-connected spectra, for any n < 0, is a weak 1-excisive approximation to C.
The ∞-category Sp of spectra is a strong 1-excisive approximation. In fact, for
any pointed compactly generated ∞-category C, the stabilization Sp(C) is a strong
1-excisive approximation.

As far as n-excisive functors are concerned, any weak approximation of C is ‘as
good as’ C itself. The proof of the following lemma is an elementary illustration
of our definitions. Here Fun≤n denotes the ∞-category of n-excisive functors that
commute with filtered colimits.

Lemma 1.5. Let FC : C � Cn : GC and FD : D � Dn : GD be weak n-excisive
approximations to C and D respectively. Then composing with GD and FC yields
an equivalence

GD ◦ − ◦ FC : Fun≤n(Cn,Dn) −→ Fun≤n(C,D).
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1. MAIN RESULTS 3

Proof. Note that since GD preserves limits and FC preserves colimits, a func-
tor of the form GD ◦ H ◦ FC is n-excisive whenever H is n-excisive, so that the
statement of the lemma makes sense. An inverse (up to homotopy) to the functor
in the statement of the lemma is the functor described by

Fun≤n(C,D) → Fun≤n(Cn,Dn) : H 	→ Pn(FD ◦H ◦GC).

Indeed, that this is an inverse follows from the natural equivalences

Pn(FDGDHFCGC) � PnH � H

for H ∈ Fun≤n(Cn,Dn) and

GDPn(FDHGC)FC � Pn(GDFDHGCFC) � PnH � H

for H ∈ Fun≤n(C,D). Both these equivalences follow from our assumptions com-
bined with the elementary fact that

Pn(H1 ◦H2) � Pn(Pn(H1) ◦H2) � Pn(H1 ◦ Pn(H2))

for any two functors H1 and H2, at least if one assumes that H1 preserves filtered
colimits. �

Our first main result concerns the existence, naturality, and uniqueness of n-
excisive approximations. To phrase the kind of functoriality that n-excisive ap-
proximations satisfy we introduce some notation: let us write Catω∗ for the (large)
∞-category of pointed compactly generated ∞-categories and functors which pre-
serve small colimits and compact objects. Also, let us write Catω∗,≤n for the
full subcategory of Catω∗ on the n-excisive ∞-categories of Definition 1.3. Note
that colimit-preserving functors between n-excisive categories are automatically n-
excisive functors.

Remark 1.6. By the adjoint functor theorem (Corollary 5.5.2.9 of [Lur09]),
a colimit-preserving functor F between compactly generated categories admits a
right adjoint G. The condition that F preserves compact objects is equivalent to
the condition that G preserves filtered colimits.

Theorem 1.7. The inclusion in : Catω∗,≤n → Catω∗ admits a left adjoint Pn,
which satisfies the following properties:

(a) For any C ∈ Catω∗ , the unit

C −→ inPnC

is the left adjoint of a strong n-excisive approximation to C.
(b) The counit is an equivalence between Pnin and the identity functor of

Catω∗,≤n. In other words, Pn exhibits Catω∗,≤n as a localization of Catω∗ .
(c) The functor Pn preserves finite limits.

In particular, any pointed compactly generated ∞-category C admits a strong n-
excisive approximation. Moreover, such an approximation is unique up to canonical
equivalence.

We will prove Theorem 1.7 in Chapter 2 by providing a direct construction of
PnC and proving the necessary properties. We will usually omit the inclusion in
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4 1. MAIN RESULTS

from the notation; it should be clear from context in which category we are working.
Also, for C ∈ Catω∗ , we will use the notation

C
Σ∞

n �� PnC
Ω∞

n

��

for the n-excisive approximation to C provided by Theorem 1.7. With this notation,
the unit

η : idC → Ω∞
n Σ∞

n

is equivalent to the n-excisive approximation idC → PnidC. The notation we use
is derived from the case n = 1. Indeed, recall that a pointed compactly generated
∞-category is 1-excisive if and only if it is stable (Corollary 2.17). The functor P1

of Theorem 1.7 is then the stabilization functor Sp(−) and the resulting adjoint
pair

C
Σ∞

1 �� P1C
Ω∞

1

��

can be identified with the usual stabilization adjunction

C
Σ∞

�� Sp(C).
Ω∞

��

It is a straightforward formal exercise to see that for m ≤ n, one has the transitivity
property Pm(PnC) � PmC and so in particular a functor

PnC −→ PmC.

With this observation one can assemble the n-excisive approximations for various
n into a Goodwillie tower for C:

...

��... P3C

��
P2C

��
C

Σ∞
3���������

�����������

Σ∞
2������

�������

Σ∞
1

�� P1C.

The construction of this Goodwillie tower is natural with respect to functors
preserving colimits and compact objects. For m < n, we will denote the functor
PnC → PmC by Σ∞

n,m and its right adjoint by Ω∞
n,m. The reader should in particular

observe that the unit of the adjunction

C
�� lim←−PnC��

is the natural transformation

idC −→ lim←−PnidC.
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1. MAIN RESULTS 5

Write Cconv for the full subcategory of C on objects for which the Goodwillie tower
of the identity converges, i.e. those X at which the evaluation of the natural
transformation above is an equivalence. Then we immediately obtain the following:

Lemma 1.8. The functor Cconv → lim←−PnC is fully faithful.

Remark 1.9. We have tacitly used the existence of limits in Catω∗ , which is
guaranteed by Lemma A.3.

Remark 1.10. The reader might note the absence of a definition for the notion
of an n-homogenous ∞-category, which would parallel the notion of n-homogeneous
functor. Simply ‘taking the fiber’ of the functor PnC → Pn−1C yields the trivial
∞-category and is therefore not of interest. We will encounter several examples of
∞-categories which are perhaps deserving of the adjective n-homogeneous, e.g. in
Corollary 4.32. They are the ∞-categories of ‘coalgebras’ for an n-homogeneous
functor F from a stable ∞-category to itself. We will not belabour the issue, as
this notion will not play a prominent role for us.

Our goal is to provide a classification of the Goodwillie towers of ∞-categories
as described above. First we discuss the extra structure present on the derivatives
of the identity functor of a pointed compactly generated ∞-category C. In fact, as
already hinted at in the introduction, it will be more convenient for us to focus on
the ‘Koszul dual’ structure (see Remark 1.16 for a more elaborate statement). To
do this we need the language of stable ∞-operads. For background on ∞-operads
see Chapter 2 of [Lur14]. For more on stable ∞-operads the reader can consult
Chapter 6 of the same reference. Throughout this text we will almost exclusively
work with nonunital ∞-operads, i.e. ∞-operads whose structure map to NFin∗
factors through NSurj, with Surj denoting the subcategory of Fin∗ containing only
the surjective maps of finite pointed sets. For any ∞-operad O⊗ one may construct
a nonunital variant O⊗

nu of it by pulling it back along the map NSurj → NFin∗. For
an ∞-operad O⊗ → NFin∗ we will always write O for its underlying ∞-category,
i.e. its fiber over 〈1〉.

Definition 1.11. A nonunital ∞-operad p : O⊗ → NSurj is stable if it satisfies
the following conditions:

(1) It is corepresentable, meaning the map p is a locally coCartesian fibration.
Equivalently, this means that for every non-empty collection of objects
{X1, . . . , Xn} of O, the functor

O⊗(X1, . . . , Xn;−) : O −→ S

parametrizing operations in O⊗ with these inputs is corepresentable by an
object we denote X1 ⊗n · · · ⊗n Xn. This determines, for every non-empty
finite set I, a functor

OI −→ O : {Xi}i∈I 	−→ ⊗I{Xi}i∈I .

(2) Its underlying ∞-category O is stable and compactly generated.
(3) For every non-empty finite set I, the tensor product functor ⊗I : OI → O

preserves colimits in each variable separately.

Remark 1.12. Observe that our definition of a stable ∞-operad is slightly
more restrictive than Lurie’s: he does not require the underlying ∞-category to be
compactly generated and only requires the functors ⊗I to preserve finite colimits
in each variable separately. Also, he does not restrict to the nonunital case.
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6 1. MAIN RESULTS

Remark 1.13. As an example, suppose p : O⊗ → NSurj is stable and that
the underlying ∞-category O is the ∞-category Sp of spectra. Then condition (3)
forces the tensor products ⊗I to be of the form

⊗I({Xi}i∈I) � CI ∧
(∧
i∈I

Xi

)
for some fixed spectrum CI , where ∧ denotes the smash product of spectra. Using
the composition maps of O⊗ and its corepresentability, one finds natural maps

X1 ⊗3 X2 ⊗3 X3

������
���

���
���

�

�����
���

���
���

��

(X1 ⊗2 X2)⊗2 X3 X1 ⊗2 (X2 ⊗2 X3)

and hence two different maps

C3

		��
��
��
��
�



�
��

��
��

��

C2 ∧ C2 C2 ∧ C2.

Such maps exist more generally for any finite set I and a partition of it. They
give the collection of the spectra CI the structure of a cooperad. See Section 6.3 of
[Lur14] for more on this dictionary between stable ∞-operads and cooperads. The
reader might wish to keep it in mind to relate our results and techniques to those
found in the literature, for example in the papers of Arone and Ching [AC11].

Remark 1.14. In the main body of this text we use Lurie’s formalism for ∞-
operads because it allows us to cite results from [Lur14]. However, in the appendix
we switch to the formalism of dendroidal sets to prove some of the more technical
results. The equivalence between these two formalisms is proved in [HHM16] (in
the setting of nonunital ∞-operads) and in [CHH].

Let C be a pointed compactly generated ∞-category. The Cartesian product on
C gives it the structure of a symmetric monoidal ∞-category, which is encoded as an
∞-operad C× → NFin∗ whose structure map is a coCartesian fibration. In Section
6.2 of [Lur14], Lurie defines the stabilization Sp(C)⊗ → NSurj of the ∞-operad
C×
nu and proves its existence. It has the following properties:

(1) It is stable.
(2) There is a map of ∞-operads Sp(C)⊗ → C×

nu whose fiber over 〈1〉 is the
functor Ω∞ : Sp(C) → C.

(3) For every finite set I, the induced natural transformation

×I ◦
(
Ω∞)I −→ Ω∞ ◦ ⊗I

exhibits ⊗I as a derivative (or multilinearization) of ×I .

Remark 1.15. Lurie in fact works with the stabilization of C× rather than the
nonunital C×

nu. There is no essential loss of information in passing from the first to
the second, but the second will be more convenient to us.

Remark 1.16. Unraveling the definitions (see Lemma B.3), one sees that
Dn(Σ

∞Ω∞)(X) is equivalent to (X ⊗n · · · ⊗n X)hΣn
. Thus, informally speaking,
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1. MAIN RESULTS 7

the data of the stable ∞-operad Sp(C)⊗ is equivalent to the data of the stabiliza-
tion Sp(C) and the derivatives of the functor Σ∞Ω∞ together with their cooperadic
structure. The derivatives of the identity functor on C can be extracted from these
by a cobar construction. This was done for the case of spaces and spectra in the
work of Arone and Ching [AC11]. In this paper we will mostly work with the stable
∞-operad Sp(C)⊗, but the correspondence just described can be useful to keep in
mind as a guiding principle. See also the discussion in Section 6.3 of [Lur14].

Example 1.17. In case C = S∗ one has Sp(C)⊗ � Sp⊗, i.e. the stabilization of
S×∗ is the symmetric monoidal ∞-category of spectra with their smash product (or,
more precisely, its nonunital variant). This corresponds to the result of Arone and
Ching that the derivatives of the functor Σ∞Ω∞ form the commutative cooperad
in spectra [AC11].

Remark 1.18. A product-preserving functor F : C → D induces a map C× →
D× of ∞-operads. Moreover, if F preserves all finite limits, it induces a map of
stable ∞-operads Sp(C)⊗ → Sp(D)⊗.

We now phrase our classification problem as follows:
Question: Given a nonunital stable ∞-operad p : O⊗ → NSurj, can we classify

the possible Goodwillie towers of pointed compactly generated ∞-categories C for
which O⊗ is the stabilization of C×

nu?
We will take an inductive approach to answering this question. Write Surj≤n

for the full subcategory of the category Surj on the objects 〈i〉 for 0 ≤ i ≤ n. For a
nonunital ∞-operad O⊗ −→ NSurj we use the notation

O⊗
≤n := O⊗ ×NSurj NSurj≤n.

We will refer to O⊗
≤n as the n-truncation of O. Informally speaking, O⊗

≤n knows

about the operations of O⊗ with at most n inputs.

Definition 1.19. Let p : O⊗ → NSurj be a nonunital stable ∞-operad. An
n-stage for O⊗ is an n-excisive ∞-category C together with an equivalence of n-
truncations Sp(C)⊗≤n → O⊗

≤n.

The following is part of Proposition 4.6, which will be proved in Section C.3:

Lemma 1.20. For a pointed compactly generated ∞-category C, the functor
Ω∞

n : PnC −→ C induces an equivalence of n-truncations

Sp(PnC)
⊗
≤n −→ Sp(C)⊗≤n.

In particular, Ω∞
n exhibits PnC as an n-stage for Sp(C)⊗.

Remark 1.21. One can in fact show that Sp(PnC)
⊗ is the initial stable ∞-

operad which maps to Sp(C)⊗ and induces an equivalence on n-truncations. We
will show in Section 4.1 that for any nonunital stable ∞-operad O⊗ there is a stable
∞-operad τnO

⊗ with this universal property. One can think of it as agreeing with
O⊗ up to operations of arity n and being free above that. With this notation, the
first sentence of this remark can be summarized as Sp(PnC)

⊗ � τnSp(C)
⊗. This

claim also follows from Proposition 4.6.

Definition 1.22. Let O⊗ be a nonunital stable ∞-operad. Denote by Catn
the maximal Kan complex contained in the ∞-category Catω∗,≤n of n-excisive ∞-

categories. Then denote by Gn(O
⊗) the homotopy fiber defined by the following
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8 1. MAIN RESULTS

diagram:

Gn(O
⊗)

��

�� Catn

��
∗

O⊗
≤n

�� Cat∞/NSurj≤n.

The vertical map on the right takes the n-truncation of the stabilization of the ∞-
operad C×

nu, for C an n-excisive ∞-category. We will refer to Gn(O
⊗) as the space

of n-stages for O⊗.

For the sake of concreteness, whenever required we will adopt the following
explicit model for the simplicial set Gn(O

⊗). Write OpSt
≤n for the ∞-category of

stable n-truncated ∞-operads (see Definition 4.4) and Kn for the maximal Kan
complex contained in it. The forgetful map (Kn)O⊗

≤n
/ → Kn is a Kan fibration

and its domain is a contractible Kan complex. Take Gn(O
⊗) to be the pullback of

simplicial sets

Gn(O
⊗)

��

�� Catn

��
(Kn)O⊗

≤n
/

�� Kn.

It is easily checked that this gives a Kan complex equivalent to the definition above.
The formation of n-excisive approximations yields a sequence of maps

· · · −→ G3(O
⊗) −→ G2(O

⊗) −→ G1(O
⊗).

Note that G1(O
⊗) is contractible. We will now give an inductive description of the

homotopy type of Gn(O
⊗). First we recall the Tate construction. Let X be an

object of a compactly generated stable ∞-category O and assume X is equipped
with a Σn-action. Then the homotopy invariants XhΣn and coinvariants XhΣn

both
exist in O and there is a natural norm map

Nm : XhΣn
−→ XhΣn

between the two (see [GM95,Kle02,HL13]). Among natural transformations
F (X) → XhΣn between functors from Fun(BΣn,O) to O, it is characterized up to
canonical equivalence by the requirements that it be an equivalence on compact
objects of Fun(BΣn,O) (the ∞-category of objects of O with a Σn-action) and that
F preserves colimits. The Tate construction XtΣn is defined to be the cofiber of
this map.

Now suppose C is an (n − 1)-stage for O⊗, so that in particular we have an
equivalence Sp(C)⊗ � τn−1O

⊗ (see Remark 1.21). Write

�n : On −→ O

for the n-fold tensor product on O determined by this stable ∞-operad. The map
τn−1O

⊗ → O⊗ of ∞-operads induces a natural transformation ⊗n → �n, with
⊗n denoting the n-fold tensor product determined by the stable ∞-operad O⊗.
Consider an object X ∈ C and its n-fold diagonal map Δn(X) : X → X×n. We
write

Σ∞
C : C −→ Sp(C) � O
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1. MAIN RESULTS 9

for the stabilization of C. Linearizing the natural transformation Δn then gives a
map

δn : Σ∞
C X −→ Σ∞

C X �n · · · �n Σ∞
C X

which is part of a natural transformation between functors from C to O. The sym-
metric group Σn acts on the codomain of this natural transformation. Denote the
Tate construction of this action by ΨC. Then δn induces a natural transformation

ψn : Σ∞
C −→ ΨC.

In Section 5.1 we will construct a space T̂n fibered over Gn−1(O
⊗), whose fiber over

C is the space of natural transformations Nat(Σ∞
C ,ΨC). The construction of ψn can

be made functorial to yield a section of this fibration.
Similarly, write ΘC for the Tate construction of the natural Σn-action on the

functor ⊗n ◦ (Σ∞)n. We will construct another space Tn fibered over Gn−1(O
⊗)

whose fiber over C is the space of natural transformations Nat(Σ∞
C ,ΘC). The second

main result of this paper is the following:

Theorem 1.23. There exists a pullback square in the ∞-category S of spaces
as follows:

Gn(O
⊗) ��

��

Tn

��
Gn−1(O

⊗) �� T̂n.

Remark 1.24. In Section 6.5 we will consider the fiber of the map Tn → T̂n. It
can be described in terms of a cobar construction formed from the stable ∞-operad
Sp(C)⊗.

From Theorem 1.23 we immediately deduce the following:

Corollary 1.25. Let O⊗ be a nonunital stable ∞-operad and assume that the
Tate cohomology of the symmetric groups Σk vanishes in O for k ≤ n, i.e. for every
object X of O with Σk-action the Tate construction XtΣk is contractible. Then the
spaces Gk(O

⊗) are contractible for k ≤ n.

In Section 5.4 we will explicitly describe the n-stages for O⊗ in this special
case. The relevant statement is Proposition 5.14, which together with Corollary
1.25 gives the following:

Corollary 1.26. Let O⊗ be as in Corollary 1.25. If C is an n-stage for O⊗,
then there is a canonical equivalence of ∞-categories

C −→ coAlgind(τnO
⊗).

Here τnO
⊗ denotes the stable ∞-operad mentioned in Remark 1.21 and coAlgind

indicates the ∞-category of ind-coalgebras for that ∞-operad, see Definitions 4.14
and 4.21.

Remark 1.27. In concrete examples (such as when C is the ∞-category of
pointed spaces or of algebras over an operad O in the category of spectra), the
derivatives of the identity functor of C are known to form an operad. To relate
the ∞-category coAlgind(τnO

⊗) to the ∞-category of algebras over this operad and
retrieve the statement of Theorem 0.1 of the introduction, one applies a form of
Koszul duality, specifically Proposition 6.5.
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10 1. MAIN RESULTS

In particular, the results above imply that if the Tate cohomology of all the
symmetric groups vanishes in O there is (up to equivalence) only one possible Good-
willie tower of ∞-categories associated to the ∞-operad O⊗, namely that of the
∞-category of (ind-)coalgebras in O⊗. As an example of how our methods apply in
the setting of vanishing Tate cohomology we will reprove some well-known results
from the rational homotopy theory of Quillen [Qui69] (see Section 6):

Theorem 1.28. Let S
≥2
Q denote the ∞-category of pointed simply connected

rational spaces, coAlg≥2
Q the ∞-category of simply connected differential graded

commutative coalgebras over Q and Lie≥1
Q the ∞-category of connected differential

graded Lie algebras over Q. Then there exists a diagram

S
≥2
Q

��		
		
		
		

��
















Lie≥1
Q

�� coAlg≥2
Q

in which each of the three functors is an equivalence of ∞-categories.

A more novel application of our results is Theorem 0.4 mentioned in the in-
troduction. We will prove this result in Section 6.3. Finally, we will deduce some
consequences of our results in the case where Tate spectra do not vanish. Specif-
ically, we analyze the Goodwillie tower of the ∞-category S∗ of pointed spaces in
Sections 6.4 and 6.5. In particular, we prove Theorem 0.3 of the introduction in
Section 6.4.
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CHAPTER 2

Constructing n-excisive approximations

The goal of this chapter is to give an explicit construction of the functor
Pn of Theorem 1.7 and establish the necessary properties. This construction is
closely related to Goodwillie’s construction of n-excisive approximations to func-
tors [Goo03], which we will also briefly review below. First we introduce some
notation and terminology.

For every integer n ≥ 1, write P(n) for the power set of the set {1, . . . , n},
regarded as a partially ordered set under inclusion. Also, write P0(n) for the
partially ordered setP(n)−{∅}. If C is an∞-category, an n-cube (resp. a punctured
n-cube) in C is a functor

X : NP(n) −→ C

(resp. X : NP0(n) −→ C). An n-cube is strongly coCartesian if every face of it is a
pushout square or, more precisely, if for every I, J ⊆ {1, . . . , n} the square

X(I ∩ J) ��

��

X(I)

��
X(J) �� X(I ∪ J)

is a pushout square. Similarly, we say a punctured n-cube is strongly coCartesian if
every face of it is a pushout square. This amounts to the same condition as above,
with the added requirement that I, J and I∩J all be non-empty. If the ∞-category
C has a terminal object ∗, we will say that a punctured n-cube X in C is special if
it is strongly coCartesian and moreover satisfies X({i}) � ∗ for all 1 ≤ i ≤ n.

Example 2.1. A 2-cube is simply a square and a punctured 2-cube a diagram
of the form

X1
�� X12 X2,��

in what should be obvious notation. The requirement that a punctured 2-cube be
strongly coCartesian is vacuous. A punctured 3-cube is a diagram of the following
form:

X1
��

��

X12

��

X2

���

��

X13
�� X123

X3

���
�� X23

���

Such a punctured 3-cube is strongly coCartesian if the three squares in this diagram
are pushouts. It is special if moreover X1 � X2 � X3 � ∗.

11
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12 2. CONSTRUCTING n-EXCISIVE APPROXIMATIONS

Definition 2.2. Let C be an ∞-category which has a terminal object. Then
define TnC to be the full subcategory of the ∞-category Fun(P0(n+1),C) spanned
by the special punctured (n+ 1)-cubes.

Observe that the construction Tn is functorial with respect to functors preserv-
ing terminal objects and finite colimits. Moreover, if C admits finite colimits, we
can construct a functor

Ln : C −→ TnC

as follows. Consider the full subcategory TnC of Fun(P(n+ 1),C) spanned by the
(n+ 1)-cubes X satisfying the following two conditions:

(i) For each 1 ≤ i ≤ n+ 1, we have X({i}) � ∗.
(ii) The cube X is strongly coCartesian.

There are obvious functors

TnC

����
��
��
��

��







C TnC.

The left functor evaluates at ∅, the right functor forgets the initial vertex of the
cube. Moreover, the left map is a trivial Kan fibration (this follows from Proposition
4.3.2.15 of [Lur09]). We may therefore pick a section, which we will denote Cn,
and compose with the right arrow to obtain a functor Ln : C −→ TnC as claimed
above. If C has finite limits, this functor admits a right adjoint Rn, which can be
described on objects by the formula

Rn(X) = lim←−X,

where X is a special punctured (n + 1)-cube. The discussion above can be refined
to make the assignment which sends C to the adjunction

C
Ln ��

TnC
Rn

��

natural in C, at least with respect to functors preserving terminal objects and finite
colimits. To make this refinement one considers the span above involving C, TnC,
and TnC not just for individual C, but for a family of such ∞-categories in which the
functors are as specified. The functors Ln and Rn were considered independently
and in a different context by Eldred [Eld16].

Remark 2.3. Observe that our discussion in particular applies to pointed com-
pactly generated ∞-categories C. In this case, the functor Ln preserves compact
objects. This can be seen from the fact that Rn preserves filtered colimits, which
is clear since it is the functor taking a limit over the punctured cube, which is a
finite diagram.

Remark 2.4. In the construction above we defined for every X ∈ C a strongly
coCartesian (n+1)-cube Cn(X) in C. This strongly coCartesian cube is essentially
uniquely determined by the fact that its initial vertex is X and the vertices corre-
sponding to one-element subsets of {1, . . . , n+ 1} are terminal objects. In the case
where C = S∗ one can describe the cube Cn(X) very explicitly and indeed this is
Goodwillie’s original construction: for a pointed space X one can take

Cn(X) : P(n+ 1) → C : S 	→ X 	 S,
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2. CONSTRUCTING n-EXCISIVE APPROXIMATIONS 13

with 	 denoting the join. Indeed, the resulting cube is strongly coCartesian and
the join of X with a one-point set is contractible (being a cone on X).

Remark 2.5. The reader should observe that for every non-empty subset S ⊆
{1, . . . , n+ 1} there is an equivalence

Cn(X)(S) �
∨

|S|−1

ΣX,

i.e. the (|S| − 1)-fold coproduct of the suspension of X with itself. In particular, if
f : X → Y is a map such that Σf is an equivalence, then Cn(f) is an equivalence
at every vertex corresponding to a non-empty subset S.

Definition 2.6. For a pointed compactly generated ∞-category C, define

PnC := lim−→(C −→ TnC −→ Tn(TnC) −→ · · · ),

where the colimit is taken inside the ∞-category Catω∗ and the arrows are the
functors Ln. Denote the resulting adjunction by

C
Σ∞

n ��
PnC.

Ω∞
n

��

Remark 2.7. The assignment Pn is a functor Catω∗ → Catω∗ . Instead of
forming the above colimit in Catω∗ one could instead form the following colimit in
Cat∗, the ∞-category of small pointed ∞-categories:

PnC
c := lim−→(Cc −→ TnC

c −→ Tn(TnC)
c −→ · · · ).

Here a superscript c denotes taking the full subcategory spanned by compact ob-
jects. Indeed, Lemma A.4 shows that

PnC := Ind(PnC
c).

Remark 2.8. The ∞-category P1C is the stabilization Sp(C) of C. Indeed, note
that a special punctured 2-cube in C is just a span

∗ → X ← ∗,
so that there is an evident equivalence T1C � C. The composite functor

C
L1−−→ T1 � C

is then precisely the suspension functor.

Lemma 2.9. The functor Pn : Catω∗ → Catω∗ preserves finite limits.

Proof. This is immediate from Lemma A.5. �

Let us briefly review Goodwillie’s construction of n-excisive approximations
to functors. The reader can consult [Goo03] for the original treatment (valid for
the categories of spaces and spectra) or Chapter 6 of [Lur14] for an exposition
that applies to the current setting. Given a functor F : C −→ D between pointed
compactly generated ∞-categories, one defines a new functor TnF : C −→ D as the
composite

C
Ln �� TnC

F◦− �� Fun(P0(n+ 1),D)
lim←− �� D.
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14 2. CONSTRUCTING n-EXCISIVE APPROXIMATIONS

There is an evident natural transformation tnF : F → TnF which we use to define

PnF := lim−→(F
tnF �� TnF

tn(tnF )�� T 2
nF �� · · · ).

The following observations can now easily be deduced from our constructions:

Lemma 2.10. Let F : C −→ D be a functor between pointed compactly generated
∞-categories. Then:

(a) The n-excisive approximation PnF canonically factors as follows:

C

Σ∞
n

��

PnF �� D.

PnC

����������

(b) If F preserves colimits, compact objects, and terminal objects, then PnF
canonically factors as follows:

C

Σ∞
n

��

PnF �� D

PnC
PnF

�� PnD.

Ω∞
n

��

(c) The unit idC → Ω∞
n Σ∞

n of the adjunction C � PnC coincides with the
natural transformation

idC −→ PnidC.

Proof. (a). Since TnF factors over TnC by definition, the colimit PnF =
lim−→k

T k
nF factors over the colimit PnC.

(b). Under the stated assumptions F induces a functor TnC → TnD and TnF
may be factored as follows:

C
Ln �� TnC

F◦− �� TnD
lim←− �� D.

Iterating Tn and taking the colimit gives the result.
(c). Observe that

PnidC = lim−→
k

T k
n idC = lim−→

k

Rk
nL

k
n = Ω∞

n Σ∞
n .

�

The following lemma and its corollaries will be needed later in this section.

Lemma 2.11. The functor Σ∞
n : C → PnC induces an equivalence on stabiliza-

tions. More precisely, there is a commutative diagram of functors

C
Σ∞

n ��

Σ∞

��

PnC

Σ∞

��
Sp(C)

∂Σ∞
n

�� Sp(PnC)

in which the bottom functor is an equivalence.
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2. CONSTRUCTING n-EXCISIVE APPROXIMATIONS 15

Proof. We will prove a slightly stronger claim, namely that the functor Ln :
C → TnC induces an equivalence on stabilizations. Indeed, chasing through the
definitions, the induced functor can be identified with Ln : Sp(C) → TnSp(C), where
Ln now denotes the same construction as before, but applied to the ∞-category
Sp(C). We claim that this functor is an equivalence. Indeed, the composite

Sp(C)
Ln �� TnSp(C)

Rn �� Sp(C)

is equivalent to the identity, since in a stable ∞-category a coCartesian cube is also
Cartesian. To see that LnRn is equivalent to the identity, suppose we are given
X0 ∈ TnSp(C), i.e. a special punctured (n + 1)-cube in Sp(C). We can complete
this to a Cartesian (n+ 1)-cube X in Sp(C) with

X(∅) = lim←−X0.

Since we are working in a stable ∞-category, X is also coCartesian. We claim it is in
fact strongly coCartesian, which follows from Lemma 2.12 below. Now, since X is a
strongly coCartesian cube, it follows that the map LnX(∅) → X0 is an equivalence,
which concludes the proof. �

In the previous proof we used the following general fact in the particular case
where D = Sp(C).

Lemma 2.12. Suppose D is a stable ∞-category, k ≥ 1, and X : P(k) → D is
a k-cube such that the restriction X0 is a strongly coCartesian punctured cube. If
moreover X is coCartesian, then it is in fact strongly coCartesian.

Proof. The proof is by induction on k. For k = 1 and k = 2 there is nothing
to prove. Suppose the claim has been established for k− 1 and we wish to prove it
for k. We need to show that the squares

X(I ∩ J) ��

��

X(I)

��
X(J) �� X(I ∪ J)

are pushouts in the cases where I∩J is empty. By the pasting lemma for pushouts,
it suffices to treat the cases where I and J are singletons, say I = {i} and J = {j}.
Pick an l ∈ {1, . . . , k} which is unequal to both i and j (note that this is possible,
since we are in the case k ≥ 3). Denote by Pl∈(k) the poset of subsets of {1, . . . , k}
containing l and by Pl/∈(k) the poset of subsets not containing l. Then consider
the diagrams

Y0 = X|NPl/∈(k),

Y1 = X|NPl∈(k),

which are both (k− 1)-cubes. The cube Y1 is strongly coCartesian by assumption,
because the subsets it is indexed on are all non-empty. Since X is coCartesian, its
total cofiber vanishes, so that the canonical map

tcof(Y0) −→ tcof(Y1)

is an equivalence. The latter vanishes again, since Y1 is coCartesian, so that Y0

must be coCartesian as well. Note that we use the assumption that D is stable to
conclude that a cube with vanishing total cofiber is coCartesian. By the inductive
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16 2. CONSTRUCTING n-EXCISIVE APPROXIMATIONS

hypothesis on k − 1, we conclude that Y0 is in fact strongly coCartesian, which
finishes the proof. �

Corollary 2.13 (Corollary of Lemma 2.11). If X ∈ PnC is a compact object
then the kth suspension ΣkX is in the essential image of Σ∞

n : C → PnC for some
k ≥ 0.

Proof. Suppose X ∈ PnC is compact. Consider the diagram

Cc Σ ��

Σ∞
n

��

Cc Σ ��

Σ∞
n

��

Cc Σ ��

Σ∞
n

��

· · · �� Sp(C)c

∂Σ∞
n

��
PnC

c Σ �� PnC
c Σ �� PnC

c Σ �� · · · �� Sp(PnC)
c.

Both rows are colimit diagrams in Cat∗ and the rightmost vertical arrow is an
equivalence by Lemma 2.11. Thus, there exists an object Y ∈ Sp(C)c whose image
in Sp(PnC)

c is equivalent to Σ∞X. Since the top row is a filtered colimit there
exists a k ≥ 0 and an object Y ′ in the kth entry of that row whose image in Sp(C)
is equivalent to Y . It is then not necessarily true that Σ∞

n Y ′ is equivalent to ΣkX,
but this will be true after several suspensions; indeed, since Σ∞

n Y ′ and ΣkX have
equivalent images in the colimit of the bottom row, there exists an l ≥ 0 such that
Σ∞

n ΣlY ′ and Σk+lX are equivalent. �

Our goal for the rest of this section is to prove Theorem 1.7. We start with the
following:

Proposition 2.14. The adjunction C � PnC is a weak n-excisive approxima-
tion to C.

Proof. Part (c) of Lemma 2.10 says that PnidC → Ω∞
n Σ∞

n is an equivalence.
Let us now show that the identity functor of PnC is n-excisive, which is also more or
less immediate from our constructions. Indeed, Tn(idPnC) is given by the composite

PnC
Ln �� TnPnC

Rn �� PnC.

The functor Ln is an equivalence by construction, so that this composite is equiv-
alent to the identity. Therefore

Pn(idPnC) = lim−→
k

T k
n (idPnC) � idPnC.

It remains to show that the natural transformation

Pn(Σ
∞
n Ω∞

n ) −→ idPnC

is an equivalence. Since all functors involved commute with filtered colimits it
suffices to show that this natural transformation is an equivalence after evaluating
on every compact object. First, consider an object X ∈ PnC that is equivalent to
Σ∞

n Y for some Y ∈ C. The triangle identities for the adjunction (Σ∞
n ,Ω∞

n ) yield a
diagram

Σ∞
n

���
���

���
�

���
���

���
�

��
Σ∞

n Ω∞
n Σ∞

n
�� Σ∞

n .
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2. CONSTRUCTING n-EXCISIVE APPROXIMATIONS 17

Observe that Σ∞
n is n-excisive and furthermore

Pn(Σ
∞
n Ω∞

n Σ∞
n ) � Pn(Σ

∞
n Ω∞

n )Σ∞
n .

This latter observation follows from the fact that Σ∞
n preserves colimits. Therefore,

applying Pn to the previous diagram and evaluating at Y yields the diagram

Σ∞
n Y

���
���

���
���

���
���

���
���

��
Pn(Σ

∞
n Ω∞

n )Σ∞
n Y �� Σ∞

n Y.

We claim that the vertical map is an equivalence. Indeed, since the unit idC →
Ω∞

n Σ∞
n is a Pn-equivalence (i.e. an equivalence after applying Pn), so is the natural

transformation

Σ∞
n −→ Σ∞

n Ω∞
n Σ∞

n

obtained by whiskering the unit with Σ∞
n . We conclude that the map

Pn(Σ
∞
n Ω∞

n )Σ∞
n Y −→ Σ∞

n Y

is an equivalence as well. Let us now show how to reduce the case of a general
compact object X to this one. By Corollary 2.13 there exists a k ≥ 0 such that the
kth suspension ΣkX is in the essential image of Σ∞

n , so that

Pn(Σ
∞
n Ω∞

n )ΣkX −→ ΣkX

is an equivalence by the argument above. Let us show that

Pn(Σ
∞
n Ω∞

n )Σk−1X −→ Σk−1X

is also an equivalence. Iterating our argument k times will then finish the proof.
By Remark 2.5 the map of (n+ 1)-cubes

Pn(Σ
∞
n Ω∞

n )Cn(Σ
k−1X) −→ Cn(Σ

k−1X)

is an equivalence at every vertex corresponding to a non-empty S ⊆ {1, . . . , n+1}.
The cube Cn(Σ

k−1X) is strongly coCartesian. Since Pn(Σ
∞
n Ω∞

n ) and idPnC are
n-excisive, both the domain and codomain of the map above are then Cartesian
cubes. Therefore the map

Pn(Σ
∞
n Ω∞

n )Σk−1X −→ Σk−1X

obtained by evaluating at the initial vertex must be an equivalence as well, estab-
lishing the inductive step. �

We are after the following strengthening of the previous proposition:

Proposition 2.15. The adjunction C � PnC is a strong n-excisive approxi-
mation to C.

This proposition follows directly from Proposition 2.14 and the following char-
acterization of n-excisive categories:

Proposition 2.16. Let C be a pointed, compactly generated ∞-category. Then
C is n-excisive if and only if the functor Ln : C −→ TnC is an equivalence.
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18 2. CONSTRUCTING n-EXCISIVE APPROXIMATIONS

Proof. First suppose C is n-excisive. Consider the diagram

C
Ln ��

Σ∞
n

��

TnC

TnΣ
∞
n

��
PnC

PnLn

�� TnPnC.

The bottom horizontal map is an equivalence by construction; the left vertical map
is an equivalence since it is a weak n-excisive approximation and we assumed C to
be n-excisive; the right vertical arrow is obtained by applying Tn to the left one and
is therefore an equivalence as well. We conclude that Ln must be an equivalence.
Conversely, assume Ln : C −→ TnC is an equivalence. Then first of all

idC � RnLn � TnidC.

Iterating Tn gives idC � PnidC, so the identity functor of C is n-excisive. Now
let F : C � D : G be a weak n-excisive approximation to C. We wish to show
that F is an equivalence. First recall that F must be a fully faithful functor as a
consequence of the fact that idC is n-excisive. We should argue that it is essentially
surjective. Since F preserves compact objects and filtered colimits it suffices to
show that every compact object X of D is in the essential image of F . Lemma 2.19
below tells us that F induces an equivalence on stabilizations, so that by the same
reasoning as in Corollary 2.13 there exists a k ≥ 0 such that ΣkX is in the essential
image of F . We will show that X itself is also in this essential image. Suppose
k > 0 (the case k = 0 being trivial) and consider the strongly coCartesian (n+ 1)-
cube Cn(Σ

k−1X). Denote by X0 its restriction to P0(n). The special punctured
cube X0 features only ΣkX and coproducts of this object with itself and is therefore
contained in the essential image of F , so that we may lift it (in an essentially unique
way) to a punctured cube X′

0 in C. This punctured cube is again special; recall that
C is a colocalization of D, so that F creates colimits in C. We may therefore think
of X′

0 as an object of TnC. By taking the limit, we may extend X′
0 to an n-cube X′

in C satisfying X′(∅) = RnX
′
0. We claim that X′ is a strongly coCartesian cube.

Consider the natural map of (n+ 1)-cubes

Cn(X
′(∅)) −→ X′.

Both cubes have the same initial vertex and the restriction of the left-hand side
to P0(n + 1) is by definition LnRnX

′
0, which is equivalent to X′

0 by assumption
(b). This shows that the map above is an equivalence, so that X′ is indeed strongly
coCartesian. The cube FX′ is then strongly coCartesian as well. Since D has
n-excisive identity functor, this cube is Cartesian, so we may conclude that

FX′(∅) � lim←−FX′
0 � lim←−X0 � Σk−1X.

This proves Σk−1X is in the essential image of F as well. A descending induction
on k now shows that X itself is in the essential image of F , finishing the proof. �

Corollary 2.17. A pointed compactly generated ∞-category C is 1-excisive if
and only if it is stable.

Proof. As in Remark 2.8, the functor L1 can be identified with the suspension
functor Σ : C → C. But this is an equivalence if and only if C is stable (cf. Corollary
1.4.2.27 of [Lur14]). �
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2. CONSTRUCTING n-EXCISIVE APPROXIMATIONS 19

The following is a more explicit reformulation of the characterization of Propo-
sition 2.16:

Corollary 2.18. Let C be as in the previous proposition. Then C is n-excisive
if and only if C satisfies the following:

(a) The identity functor idC is n-excisive.
(b) If X : P(n + 1) → C is a Cartesian (n + 1)-cube such that its restriction

X|P0(n+1) is a special punctured (n + 1)-cube, then X is in fact strongly
coCartesian.

Proof. Suppose C is n-excisive. Then (a) is immediate and (b) is just an
explicit formulation of what it means for the counit LnRn → idTnC to be an equiv-
alence (which is the case for n-excisive C, by Proposition 2.16). Conversely, suppose
C satisfies (a) and (b). We already observed that if C satisfies (a), then the unit
map idC → RnLn is an equivalence. Now (b) guarantees the same for the counit,
so that the pair (Ln, Rn) is an adjoint equivalence of ∞-categories. �

In the proof of Proposition 2.16 we used the following lemma:

Lemma 2.19. Let F : C � D : G be a weak n-excisive approximation. Then F
induces an equivalence on stabilizations.

Proof. Consider the linear functors D1F , D1G, D1(FG) and D1(GF ) ob-
tained by taking first Goodwillie derivatives. By the general theory of calculus, the
functor D1F canonically factors as

C
Σ∞

C �� Sp(C)
∂F �� Sp(D)

Ω∞
D �� D

and of course a similar factorization exists for the other functors. By the Klein-
Rognes chain rule (Corollary 6.2.1.24 of [Lur14]), there are equivalences

∂(FG) � ∂F ◦ ∂G,

∂(GF ) � ∂G ◦ ∂F.
By the assumption that F and G form a weak n-excisive approximation, we know
that FG and GF are Pn-equivalent to the identity functors of C and D respectively.
In particular,

D1(FG) � D1idC,

D1(GF ) � D1idD.

It follows that ∂F ◦ ∂G � idSp(C) and ∂G ◦ ∂F � idSp(D), so that in particular ∂F
is an equivalence of ∞-categories. �

We can now prove our first main result.

Proof of Theorem 1.7. If C is an n-excisive ∞-category, then Proposition
2.16 lets us conclude that the functor C → PnC is an equivalence. To prove that
Pn is indeed a localization functor, it suffices to prove the following statement:
if C and D are pointed, compactly generated ∞-categories, where furthermore D

is n-excisive, then precomposition with the functor Σ∞
n : C → PnC induces an

equivalence

(Σ∞
n )∗ : Funω,L(PnC,D) −→ Funω,L(C,D).
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20 2. CONSTRUCTING n-EXCISIVE APPROXIMATIONS

Here Funω,L denotes the ∞-category of colimit-preserving functors which in addi-
tion preserve compact objects. An explicit inverse to (Σ∞

n )∗ can be described as fol-

lows: given a functor F ∈ Funω,L(C,D), form the composition of PnF : PnC → PnD

with the equivalence Ω∞
n : PnD → D. To see that this gives an inverse, first observe

that for such an F , the composite

C
Σ∞

n �� PnC
PnF �� PnD

Ω∞
n �� D

is PnF by part (b) of Lemma 2.10. Since F is n-excisive, this is naturally equivalent

to F itself. For the other direction, suppose G ∈ Funω,L(PnC,D) and consider the
composite

PnC
Pn(GΣ∞

n )�� PnD
Ω∞

n �� D.

Again, a simple unravelling of the definitions shows that this composite is PnG,
which is naturally equivalent to G, since G itself is n-excisive. Part (c) of the
theorem is precisely Lemma 2.9.

The final claim of the theorem is that strong n-excisive approximations are
unique up to canonical equivalence. To see this, suppose F : C � D : G is a strong
n-excisive approximation to C. By what we have proved, there is a canonical
factorization of F into colimit-preserving functors

C
Σ∞

n �� PnC
F ′

�� D.

Denote the right adjoint to F ′ by G′. We claim that the pair (F ′, G′) is a weak
n-excisive approximation to PnC. Since the latter ∞-category is n-excisive, it then
follows that F ′ must be an equivalence. To prove our claim, first observe that
repeatedly using the equivalence between Pn(Σ

∞
n Ω∞

n ) and the identity functor of
PnC yields the following chain of equivalences:

Pn(G
′F ′) � Pn(Σ

∞
n Ω∞

n G′F ′Σ∞
n Ω∞

n )

� Pn(Σ
∞
n GFΩ∞

n )

� Pn(Σ
∞
n Ω∞

n )

� idPnC.

Furthermore, this composite of equivalences can easily be seen to be inverse to the
image under Pn of the unit of the adjoint pair (F ′, G′). Similarly, one has the chain
of equivalences

Pn(F
′G′) � Pn(F

′Σ∞
n Ω∞

n G′)

� Pn(FG)

� idD,

which together with our previous observation proves that (F ′, G′) is indeed a weak
n-excisive approximation. �
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CHAPTER 3

Another construction of polynomial
approximations

Our goal is to provide a classification of the n-stages of a nonunital stable
∞-operad O⊗, in the sense of Definition 1.19. To achieve this we will establish a
different construction of the polynomial approximations PnC of the previous chap-
ter. It is essentially given by the Tate coalgebras already loosely described in the
introduction. This construction can be modified to obtain n-stages for a stable ∞-
operad O⊗ and we will exploit this to prove Theorem 1.23. In this section we give
an informal outline of our strategy in order to orient the reader. A more detailed
treatment and the proof of Theorem 1.23 will be given in the following chapters.

Almost all constructions and proofs in the next few chapters proceed by induc-
tion on n. They are therefore less direct than what was done before. However, they
yield a much more explicit understanding of the ∞-categories PnC and the way
they relate for different values of n. Throughout this chapter C denotes a pointed
compactly generated ∞-category.

Out of the (n−1)-excisive approximation Pn−1C we will construct an n-excisive
∞-category QnC, which will turn out to be naturally equivalent to PnC. Any object
X ∈ C is canonically a coalgebra for the Cartesian product, meaning there are
diagonal maps X → (X×k)hΣk for every k ≥ 1 satisfying appropriate coherence
relations. This gives Σ∞X the structure of a coalgebra in Sp(C)⊗; more precisely,
we obtain ‘diagonal maps’ δk : Σ∞X → (Σ∞X⊗k · · ·⊗kΣ∞X)hΣk satisfying similar
coherence relations, where ⊗k denotes the k-fold tensor product arising from the
stable ∞-operad Sp(C)⊗. We describe such coalgebra structures in detail in the
next chapter. Similarly, for Y ∈ Pn−1C, the object Σ∞

n−1,1Y acquires a coalgebra

structure in Sp(Pn−1C)
⊗. Write �k for the k-fold tensor product determined by

this stable ∞-operad. For 1 ≤ k ≤ n− 1 there are natural equivalences �k � ⊗k.
For k ≥ n the tensor product �k is the limit of a diagram recording the ways
in which the ⊗j for j < n can be combined to build products of k variables (see
Proposition 4.10 for a precise statement). The n-fold comultiplication of Σ∞

n−1,1Y
with respect to �n yields a map for which we write

δ<n : Σ∞
n−1,1Y −→ (Σ∞

n−1,1Y �n · · · �n Σ∞
n−1,1Y )hΣn .

Here the notation δ<n is meant to indicate the fact that it is built from the comul-
tiplication maps δj for j < n, in the same way that �n is built from the tensor
products ⊗j with j < n. If Y is of the form Σ∞

n−1X for some X ∈ C, the coalgebra
structure of Σ∞X described previously also yields a map

τn : Σ∞
n−1,1Y −→ (Σ∞

n−1,1Y ⊗n · · · ⊗n Σ∞
n−1,1Y )tΣn

by composing δn with the natural map from fixed points to Tate construction. The
codomain of this map is an (n − 1)-excisive functor of Y (see Lemma 4.29). It is

21
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22 3. ANOTHER CONSTRUCTION OF POLYNOMIAL APPROXIMATIONS

not hard to see that using this fact in combination with Lemma 1.5 one obtains
an extension of the above natural transformation to all objects Y of Pn−1C, rather
than just those in the image of Σ∞

n−1. We will refer to this natural transformation
as the Tate diagonal. The map of ∞-operads Sp(Pn−1C)

⊗ → Sp(C)⊗ induces a
natural transformation ⊗n → �n under which the map τn is compatible with the
composition of δ<n with the map from fixed points to Tate construction.

We can now informally describe QnC as follows. A compact object of this
category is a compact object Y of Pn−1C, equipped with an n-fold comultiplication

δn : Σ∞
n−1,1Y −→ (Σ∞

n−1,1Y ⊗n · · · ⊗n Σ∞
n−1,1Y )hΣn .

This map should be compatible both with the Tate diagonal τn described above (un-
der the natural map from fixed points to Tate construction) and with the coalgebra
structure of Σ∞

n−1,1Y in Sp(Pn−1C)
⊗ (under the natural transformation ⊗n → �n),

as expressed by the map δ<n. More precisely, the object Y = Σ∞
n−1,1Y should be

equipped with a lift as indicated by the dashed arrow in the following diagram:

Y

δ<n

��

τn

��
δn

���
�

�
�

�

(
Y

⊗n)hΣn ��

��

(
Y

⊗n)tΣn

��(
Y

�n)hΣn ��
(
Y

�n)tΣn .

Maps in QnC between such objects are maps in Pn−1C that respect this extra
structure.

The reader should observe that the only piece of input from C needed to con-
struct QnC out of Pn−1C is the Tate diagonal. For any other choice of natural
transformation

Y −→ (Y ⊗n · · · ⊗n Y )tΣn

compatible with the map

Y −→ (Y �n · · · �n Y )tΣn

we could have carried out the same construction. The resulting ∞-category is not
necessarily equivalent to PnC, but is still an n-stage for Sp(C)⊗. We will show that
choosing the Tate diagonal is essentially the only freedom we have when building
n-stages out of (n − 1)-stages. Verifying this claim will yield a proof of Theorem
1.23.

Example 3.1. Let C be the ∞-category S∗ of pointed spaces, for which Sp(C)⊗

is the usual symmetric monoidal ∞-category of spectra with its smash product, so
⊗n = ∧n. Consider a finite pointed space X. The diagonal X → (X ×X)hΣ2 gives
rise to the Tate diagonal τ2 : Σ∞X → (Σ∞X ∧ Σ∞X)tΣ2 . The codomain of this
map is an exact functor of Σ∞X. Therefore, the Tate diagonal extends to a natural
map τ2 : E → (E ∧ E)tΣ2 for any finite spectrum E. The ∞-category of compact
objects in P2S∗ is then the ∞-category of finite spectra Y equipped with a lift as
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3. ANOTHER CONSTRUCTION OF POLYNOMIAL APPROXIMATIONS 23

in the following diagram:

(E ∧ E)hΣ2

��
E

δ2

���
�

�
�

�
τ2

�� (E ∧ E)tΣ2 .

Example 3.2. Let us also give a description of P3S∗. This example already
contains all the essential features of the general case. Write �3 for the 3-fold tensor
product determined by the stable ∞-operad Sp(P2C)

⊗. We give a formula for such
tensor products in Proposition 4.10 but in this special case it is very simple, as we
will now explain. The poset Part2(3) of nontrivial and nondiscrete partitions of the
set {1, 2, 3} conists of three elements (namely (12)3 and its cyclic permutations)
and no nontrivial relations between them. The symmetric group Σ3 acts in the
evident way by permuting the three letters, so every element of Part2(3) has a
stabilizer of order two. Then for a spectrum E we have

E �3 E �3 E � NPart2(3) ∧E∧3.

In other words it is just a sum of three copies of the ordinary threefold smash
product, but with a twisted action of Σ3. The natural transformation ∧3 = ⊗3 →
�3 is the diagonal of this threefold sum. Now suppose Y is a compact object of
P2S∗, i.e. a finite spectrum equipped with a twofold diagonal map δ2 compatible
with the Tate diagonal τ2 as in Example 3.1 above. This structure in particular
equips the underlying spectrum of Y (which we denote by Y ) with a further Tate
diagonal

τ3 : Y → (Y
∧3
)tΣ3 .

Indeed, for the moment writing F for the 2-excisive functor E 	→ (E∧3)tΣ3 , Lemma
1.5 guarantees that the evident map

Nat(Σ∞
2,1, F ◦ Σ∞

2,1) → Nat(Σ∞, F ◦ Σ∞)

is an equivalence. Here the domain (resp. codomain) concerns natural transforma-
tions between 2-excisive functors P2S∗ → Sp (resp. 2-excisive functors S∗ → Sp).
Then τ3 is the preimage (which is well-defined up to contractible ambiguity) of the
natural transformation

Σ∞X → (Σ∞X∧3)hΣ3 → (Σ∞X∧3)tΣ3 .

The twofold comultiplication map δ2 : Y → Y ∧ Y (now thought of as a Σ2-
equivariant map) can be used to construct a Σ3-equivariant map

δ<3 : Y → Y �3 Y �3 Y .

Indeed, on the component of the tensor product corresponding to the partition
(12)3 one uses

Y
δ2−→ Y ∧ Y

δ2∧id−−−→ (Y ∧ Y ) ∧ Y
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and similarly for the others. This is compatible with the Tate diagonal as in the
following diagram of solid arrows:

Y

δ<3

��

τ3

��
δ3

���
�

�
�

�

(
Y

∧3)hΣ3 ��

��

(
Y

∧3)tΣ3

��(
Y

�3)hΣ3 ��
(
Y

�3)tΣ3
.

A compact object of P3S∗ is then precisely a compact object Y of P2S∗ together
with a lift δ3 as indicated by the dashed arrow in the diagram (which should be
thought of as a ‘threefold comultiplication’ compatible with all previously defined
structure).

Remark 3.3. Observe that in Example 3.2 the Tate diagonal τ3 arises from gen-
eral Goodwillie calculus results, rather than from direct construction. Although the

map τ3 : Y → (Y
∧3
)tΣ3 only depends on the comultiplication δ2 : Y → (Y

∧2
)hΣ2

and its compatibility with τ2, it is not clear how to give a direct formula for τ3 in
terms of this data.
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CHAPTER 4

Coalgebras in stable ∞-operads

To make the ideas of the previous chapter precise we need to investigate the
homotopy theory of coalgebras in stable ∞-operads and their relation to the trun-
cations of a stable ∞-operad. In Section 4.1 we define such truncations and state
their universal property. In Section 4.2 we define and study coalgebras in corepre-
sentable ∞-operads. Then in Section 4.3 we specialize to the setting of coalgebras
in truncated stable ∞-operads. This material is of crucial importance to our proofs
but rather technical in nature. The reader might therefore wish to skip this chapter
on first reading and refer back to it as needed. The homotopy theory of coalgebras
we use here is closely related to the one used by Arone and Ching in [AC15].

4.1. Truncations of ∞-operads

Suppose O is a nonunital operad in the (ordinary) symmetric monoidal cat-
egory of spectra (in any convenient formalism for such; it will not matter for the
purposes of this discussion). From such an O we can construct its n-truncation
τnO, whose underlying symmetric sequence is defined by

τnO(k) =

{
O(k) if 1 ≤ k ≤ n,

∗ if k > n.

The operad structure on τnO is inherited in the obvious way from O, simply setting
operations of arity greater than n to zero. Observe that there is an evident map
of operads O → τnO (although the evident map of symmetric sequences going in
the opposite direction is generally not a map of operads). This map induces an
isomorphism O(k) → τnO(k) for k ≤ n and is the terminal map out of O with this
property. In fact, writing Op for the category of nonunital operads in spectra and
Opn for its full subcategory spanned by operads whose terms O(k) are isomorphic
to ∗ for k > n, the process of n-truncation described above provides a left adjoint
Op → Opn to the inclusion Opn → Op, exhibiting the category of n-truncated
nonunital operads as a localization of Op.

Remark 4.1. For the discussion above it is essential to work with nonunital
operads. Indeed, suppose P is an operad with constant term P(0) and τnP is
defined by setting all operations of arity greater than n to zero. Then the map of
symmetric sequences P → τnP need not be a map of operads; indeed it might not
respect, for example, composition maps of the form P(n+ 1)⊗P(0) → P(n).

Relevant to us will be a Koszul dual version of this discussion. To be precise,
for a map of operads O → τnO as above one can perform a simplicial bar construc-
tion [Chi05] to obtain a map of cooperads B(O) → B(τnO). This map gives an
isomorphism of spectra

B(O)(k) � B(τnO)(k)

25
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26 4. COALGEBRAS IN STABLE ∞-OPERADS

for 1 ≤ k ≤ n (and is the terminal map of cooperads out of B(O) with this
property). Indeed, the kth term of the bar construction B(O) depends only on
O(m) for m ≤ k, so that this observation follows from the corresponding statement
for O itself. However, the terms B(τnO)(k) need not be contractible for k > n.
Rather, one should think of the cooperad B(τnO) as being ‘cofreely generated’ by
the terms of arity up to n.

For the purposes of informal discussion, let us think of the derivatives of the
identity functor on a pointed compactly generated ∞-category C as an operad O
(which is, of course, accurate in many settings of interest). The derivatives of the
identity functor on the n-excisive approximation PnC are then the n-truncation of
this operad. We wish to adapt this discussion to the actual setting in which we
work here, namely the stable ∞-operads Sp(C)⊗ and Sp(PnC)

⊗. As explained in
Remark 1.13 there is a dictionary between stable ∞-operads and cooperads, under
which Sp(C)⊗ corresponds to the cooperad ∂∗(Σ

∞Ω∞) and similarly for Sp(Pn)
⊗.

The n-truncation map ∂∗idC → ∂∗idPnC corresponds (under the bar construction)
to a map between these cooperads and then, by this dictionary, to the map of stable
∞-operads

Sp(PnC)
⊗ −→ Sp(C)⊗.

Note the switch of direction here. The goal of this section is to transfer our dis-
cussion to this setting, in particular describing and characterizing n-truncations of
stable ∞-operads, of which the above map is an example. We will state our results
but defer all proofs in this section to Appendix C.

Definition 4.2. Write OpSt for the ∞-category of nonunital stable ∞-operads
and maps N⊗ → O⊗ whose underlying functor N → O preserves limits and filtered
colimits.

Using Propositions 6.2.4.14 and 6.2.4.15 of [Lur14] one can show that the
stabilization procedure which assigns to a pointed compactly generated ∞-category
C the ∞-operad Sp(C)⊗ can be made into a functor

Sp(−)⊗ :
(
Catω∗

)op −→ OpSt.

Recall that for a nonunital ∞-operad we introduced the simplicial set O⊗
≤n

in Chapter 1. To state the necessary results, we will need the ∞-category of n-
truncated ∞-operads. Informally speaking a nonunital n-truncated ∞-operad is a
categorical fibration over NSurj≤n satisfying the evident analogues of the axioms
required of an ∞-operad. One way to make this precise is as follows: consider
the subcategory of sSets/NSurj≤n spanned by objects of the form O⊗

≤n, with O⊗

ranging through all nonunital ∞-operads, and arrows those maps over NSurj≤n

preserving inert morphisms. This subcategory is a simplicial category in an evident
way and one can define Op≤n to be its homotopy-coherent nerve.

Remark 4.3. A less ad hoc way of defining Op≤n is by constructing a model

structure on the category of marked simplicial sets over (NSurj≤n)
� in analogy

with Lurie’s construction of the model category of ∞-preoperads in Section 2.1.4 of
[Lur14]. The details are straightforward, simply copying Lurie’s work and replacing
NFin∗ by NSurj≤n throughout. An alternative way of describing this homotopy
theory using dendroidal sets is given in the appendix.

We call an n-truncated ∞-operad O⊗
≤n stable if O⊗ itself is stable.
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4.1. TRUNCATIONS OF ∞-OPERADS 27

Definition 4.4. WriteOpSt
≤n for the∞-category of nonunital stable n-truncated

∞-operads and maps N⊗
≤n → O⊗

≤n whose underlying functor N → O preserves limits
and filtered colimits.

Pulling back from NSurj to NSurj≤n defines a functor

(−)≤n : OpSt −→ OpSt
≤n.

The following result is a shadow of Theorem 1.7 in the world of ∞-operads,
with (−)≤n being the analogue of the n-excisive approximation Pn.

Theorem 4.5. The functor (−)≤n admits a left adjoint in : OpSt
≤n → OpSt.

Furthermore, for an n-truncated ∞-operad N⊗ the unit N⊗ → (inN
⊗)≤n is an

equivalence.

This theorem can be rephrased as saying that the n-truncated nonunital stable
∞-operads form a coreflective subcategory of OpSt. We write τn for the composite
in ◦ (−)≤n. The motivating example of n-truncations (which makes the comment
above the previous theorem precise) is the following:

Proposition 4.6. Let C be a pointed compactly generated ∞-category. Then
the map of ∞-operads τnSp(PnC)

⊗ → Sp(PnC)
⊗ is an equivalence. Furthermore,

the map τnSp(PnC)
⊗ → τnSp(C)

⊗ is also an equivalence.

Another way of phrasing this proposition is to say that Sp(PnC)
⊗ is the core-

flection of Sp(C)⊗ into the ∞-category of n-truncated stable ∞-operads.
Let O⊗ be a nonunital stable ∞-operad and write ⊗k for the k-fold tensor

product on the ∞-category O it defines. Similarly, write �k for the k-fold tensor
product on O determined by the ∞-operad τnO

⊗. It is immediate from Theorem
4.5 that the functors �k are canonically equivalent to ⊗k for k ≤ n. It will be
useful to have an explicit description of �k in terms of ⊗k for general k. We first
need to introduce some notation.

Let Equiv(k) denote the set of equivalence relations on the set {1, . . . , k}. It is
a partially ordered set under refinement of equivalence relations, with minimal ele-
ment the discrete equivalence relation and maximal element the trivial equivalence
relation with one equivalence class. Consider the functor

q : Equiv(k) −→ Fin∗ : E 	−→
(
{1, . . . , k}/E

)
∗,

where the subscript ∗ denotes the addition of a disjoint basepoint. Write
Δ/NEquiv(k) for the category of simplices of the nerve of Equiv(k) and consider
the full subcategory Part(k) ⊆ Δ/NEquiv(k) consisting of simplices of dimension
at least 1 with initial (resp. final) vertex the discrete (resp. trivial) equivalence re-
lation. In other words, Part(k) is the partially ordered set whose elements are the
non-empty linearly ordered subsets of Equiv(k) whose minimal (resp. maximal)
element maps to 〈k〉 (resp. 〈1〉) under the functor q. We will need a further subset
Partn(k) ⊆ Part(k). It consists of those elements E0 < · · · < Ej of Part(k) such
that for each 1 ≤ i ≤ j the fibers of the map q(Ei−1) → q(Ei) have cardinality
at most n. Observe that if n ≥ k then the inclusion Partn(k) ⊆ Part(k) is an
equality, but this is not the case if n < k. Also, q induces a functor

Q : Part(k) −→ (Δ/NFin∗)
〈k〉,〈1〉,

where (Δ/NFin∗)
〈k〉,〈1〉 denotes the full subcategory ofΔ/NFin∗ on simplices start-

ing at 〈k〉 and ending at 〈1〉.

Licensed to Univ of Rochester.  Prepared on Wed Jun  5 18:17:36 EDT 2024for download from IP 128.151.13.240.



28 4. COALGEBRAS IN STABLE ∞-OPERADS

Example 4.7. The poset Part(3) has 4 elements. Its image under Q can be
schematically drawn as follows:

(〈3〉 → 〈1〉)

�����
����

����
���

��������
����

����
��

(〈3〉 → 〈2〉 → 〈1〉) (〈3〉 → 〈2〉 → 〈1〉) (〈3〉 → 〈2〉 → 〈1〉).

The three elements on the bottom row correspond to the three different equiva-
lence relations on the set {1, 2, 3} that are neither trivial nor discrete. The subset
Part2(3) ⊂ Part(3) consists of precisely those three elements.

We will now define a functor

ψk : NPart(k) −→ Fun(O⊗
〈k〉,O

⊗
〈1〉).

By assumption, the map p : O⊗ −→ NFin∗ is a locally coCartesian fibration. In
particular, any edge f : x → y in NFin∗ determines a functor f! : O

⊗
x → O⊗

y , which

is canonical up to homotopy. More generally, any simplex σ : Δj −→ NFin∗, given
by a sequence of edges

σ(0)
f(1) �� σ(1)

f(2) �� · · ·
f(j) �� σ(j),

determines a functor

f(j)! ◦ f(j − 1)! ◦ · · · ◦ f(1)! : O⊗
σ(0) −→ O⊗

σ(j).

Remark 4.8. The composite above is generally not equivalent to the functor
O⊗

σ(0) −→ O⊗
σ(j) determined by the edge σ(0) → σ(j). However, if p is a coCarte-

sian fibration (rather than just a locally coCartesian fibration), these are indeed
equivalent.

The construction above can be made natural in the simplex σ, so as to yield a
functor

θ : N(Δ/NFin∗)
〈k〉,〈1〉 −→ Fun(O⊗

〈k〉,O
⊗
〈1〉).

This is done in Definition 7.2.3.8 of [Lur14] and called the spray associated to p.
Given θ, we can now define ψk to be the composite θ ◦ Q. Also, we write ψk

n for
the restriction of ψk to NPartn(k).

Example 4.9. The diagram ψ3 is obtained by applying θ to the diagram of
Example 4.7. The top vertex of the resulting diagram is the functor assigning to
a tuple (X,Y, Z) the tensor product X ⊗3 Y ⊗3 Z. The bottom three vertices
correspond to the expression (X ⊗2 Y ) ⊗2 Z and permutations of it. The arrows
in the diagram correspond to decomposition maps of the form X ⊗3 Y ⊗3 Z →
(X ⊗2 Y ) ⊗2 Z as discussed in Remark 1.13. The diagram ψ4 is already rather
large. A small part of it can be pictured as follows, when evaluated on a tuple
(X,Y, Z,W ):

X ⊗4 Y ⊗4 Z ⊗4 W ��

��

(X ⊗3 Y ⊗3 Z)⊗2 W

��
X ⊗3 (Y ⊗2 Z)⊗3 W �� (X ⊗2 (Y ⊗2 Z))⊗2 W.
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4.2. COALGEBRAS IN A COREPRESENTABLE ∞-OPERAD 29

Recall that we write �k for the k-fold tensor product determined by the ∞-
operad τnO

⊗. The following result gives a concrete description of this functor in
terms of the tensor products determined by O⊗ itself:

Proposition 4.10. There is a canonical equivalence

�k −→ lim←−
NPartn(k)

ψk
n.

Note in particular that when k ≤ n the diagram ψk
n equals ψk itself, which

has an initial vertex ⊗k, so that indeed �k � ⊗k in this case. Finally, Proposition
4.12 below will be a useful tool in inductively producing maps between various
∞-operads. To state it, suppose O⊗ and N⊗ are nonunital stable ∞-operads. For
simplicity, we will assume that the underlying ∞-category N of N⊗ is equal to
O, although this is only for notational convenience. Write ⊗k

O and ⊗k
N for the k-

fold tensor products on O determined by these ∞-operads. Write MapO(O
⊗,N⊗)

for the space of maps of ∞-operads which restrict to the identity on the level of
underlying ∞-categories (i.e. after taking fibers over 〈1〉). Any such map O⊗ → N⊗

determines natural transformations ⊗k
N → ⊗k

O. For notational convenience let us

write D⊗O

k and D⊗N

k for the functors described by

X 	→ (X ⊗k
O · · · ⊗k

O X)hΣk
and X 	→ (X ⊗k

N · · · ⊗k
N X)hΣk

respectively. There is then a canonical map

MapO(O
⊗,N⊗) −→ Nat(D⊗N

k , D⊗O

k ),

where Nat on the right refers to the space of natural transformation between func-
tors from O to itself. Similarly, writing �k

O for the tensor products on O determined
by τn−1O

⊗, there is the analogous map

MapO(τn−1O
⊗,N⊗) −→ Nat(D⊗N

k , D�O

k ).

Remark 4.11. Exploiting the correspondence between k-homogeneous func-
tors and symmetric multilinear functors of k variables, one sees that the space
Nat(D⊗N

k , D⊗O

k ) is equivalent to the space of Σk-equivariant natural transforma-
tions between ⊗k

N and ⊗k
O.

Proposition 4.12. Suppose O⊗ and N⊗ are as above. Then the diagram

MapO(τnO
⊗,N⊗) ��

��

Nat(D⊗N
n , D⊗O

n )

��
MapO(τn−1O

⊗,N⊗) �� Nat(D⊗N
n , D�O

n )

is a pullback square in the ∞-category of spaces.

In words, to extend a map τn−1O
⊗ → N⊗ to a map τnO

⊗ → N⊗, one needs to
(equivariantly) lift the natural transformation ⊗n

N → �n
O to a natural transforma-

tion ⊗n
N → ⊗n

O.

4.2. Coalgebras in a corepresentable ∞-operad

Let O⊗ be a corepresentable ∞-operad, so that its underlying ∞-category O

comes equipped with tensor product functors ⊗k. In this section we discuss what it

Licensed to Univ of Rochester.  Prepared on Wed Jun  5 18:17:36 EDT 2024for download from IP 128.151.13.240.



30 4. COALGEBRAS IN STABLE ∞-OPERADS

means to equip an object X ∈ O with the structure of a coalgebra in O⊗, meaning
a sequence of ‘diagonal maps’

δk : X −→ X ⊗k X ⊗k · · · ⊗k X

which are compatible with the operad structure of O⊗ in a suitable way.

Remark 4.13. Under the dictionary of Remark 1.13, coalgebras in O⊗ match
with coalgebras over the corresponding cooperad.

Roughly speaking, supplying a coalgebra structure on X is equivalent to up-
grading the slice category OX/ to a corepresentable ∞-operad in a way that is

compatible with the operad structure of O⊗. More precisely, let p⊗ : X⊗ → O⊗

be a fibration of corepresentable ∞-operads and suppose that the underlying func-
tor p : X → O is equivalent (as a fibration over O) to a projection of the form
OX/ → O for some object X ∈ O. Fix such an equivalence (which need not be
unique, but our definition will not depend on the choice). Then, for any tuple of
maps f1 : X → Y1, . . . , fn : X → Yn, the map p⊗ induces a map

ϕf1,...,fn : Y1 ⊗ · · · ⊗ Yn = p(f1)⊗ · · · ⊗ p(fn) −→ p(f1 ⊗ · · · ⊗ fn).

Definition 4.14. We say p⊗ exhibits X as a coalgebra in O⊗ if the maps
ϕf1,...,fn are equivalences, for any n ≥ 0 and choice of maps f1, . . . , fn. Write
coAlg(O⊗) for the ∞-category of coalgebras in O⊗, which is the opposite of the full
subcategory of the ∞-category of ∞-operads over O⊗ spanned by the coalgebras.

One can think of this definition as follows. Consider the identity map X = X
as an object idX of OX/. The corepresentable ∞-operad X⊗ then determines for
every n a tensor product idX ⊗n · · · ⊗n idX , which is another object of OX/. By
the requirement that ϕidX ,...,idX

is an equivalence, this object determines a map

δn : X −→ X ⊗n · · · ⊗n X.

Furthermore, these maps (for various n) satisfy certain coherence relations. For
example, the stable ∞-operad O⊗ gives a natural transformation

X ⊗3 X ⊗3 X −→ (X ⊗2 X)⊗2 X

and a coalgebra as above provides a 2-simplex

X ⊗3 X ⊗3 X

��
X

δ3

����������������
(δ2⊗1)◦δ2

�� (X ⊗2 X)⊗2 X

in O. Furthermore, if X⊗ → O⊗ and Y⊗ → O⊗ exhibit objectsX and Y respectively
as coalgebras in O⊗, then a triangle of maps of ∞-operads

Y⊗ F ��

���
��

��
��

� X⊗

��		
		
		
		

O⊗

in particular (after passing to fibers over 〈1〉) yields a functor OY/ → OX/ over
O, which corresponds to a morphism f : X → Y . The fact that F is a map of
∞-operads over O⊗ makes f compatible with the coalgebra structures on X and
Y .
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Remark 4.15. We noted above that the equivalence between X and OX/ is not
necessarily unique; however, the object X itself is unique up to equivalence. We
can define a forgetful functor U : coAlg(O⊗) → O, taking the underlying object of
a coalgebra, as follows. Consider the functor

j : O −→ (Cat/O)op : X 	−→ (OX/ → O),

which is an embedding by the Yoneda lemma, and write Repr(O) for its essential im-
age. (To be precise, j is the composition of the Yoneda embedding O → Fun(Oop, S)
with the unstraightening construction of Section 3.2 of [Lur09].) Then there is an
essentially unique inverse k : Repr(O) → O to j. By definition the underlying
functor p : X → O of a coalgebra p⊗ is in Repr(O) and we set U(p⊗) = k(p).

We need to investigate the behaviour of coalgebras under maps of ∞-operads.
Suppose g⊗ : N⊗ → O⊗ is a map of ∞-operads such that the induced functor of
underlying ∞-categories g : N → O admits a left adjoint f . We claim that for any
coalgebra X in O⊗, the object f(X) can be given the structure of a coalgebra in N⊗

in a canonical way. Let us first explain this heuristically; a rigorous construction is
4.17 below.

For any Y ∈ N, the map g yields a natural map g(Y )⊗O g(Y ) → g(Y ⊗N Y ).
Using this, and the unit and counit of the adjunction between f and g, we get for
any X ∈ O a sequence of natural maps

f(X ⊗O X) −→ f(gf(X)⊗O gf(X))

−→ fg(f(X)⊗N f(X))

−→ f(X)⊗N f(X).

If X is a coalgebra, so that it comes with a natural map X → X ⊗O X, we may
form the composite of the maps

f(X) → f(X ⊗O X) → f(X)⊗N f(X)

to find a diagonal for f(X). The higher diagonals can be treated analogously. To
be more precise, we can construct a functor f∗ : coAlg(O⊗) → coAlg(N⊗) using the
following result:

Lemma 4.16. Let p⊗ : X⊗ → O⊗ be a map of ∞-operads exhibiting an object
X as a coalgebra in O and let g⊗ : N⊗ → O⊗ be as above. Form a pullback square

f∗X
⊗ ��

q⊗

��

X⊗

p⊗

��
N⊗

g⊗
�� O⊗.

Then q exhibits the object f(X) as a coalgebra in N⊗.

Proof. Observe that the underlying ∞-category of X fits into a pullback
square

f∗X ��

��

OX/

��
N �� O
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32 4. COALGEBRAS IN STABLE ∞-OPERADS

and is therefore equivalent to Nf(X)/. Furthermore, for a collection of maps ϕ1 :
f(X) → Y1, . . . , ϕn : f(X) → Yn it is straightforward to check that the functor

f∗X(ϕ1, . . . , ϕn;−) : Nf(X)/ −→ S

is corepresented by the map f(X) → Y1 ⊗N · · · ⊗N Yn adjoint to the composition
of the maps

X −→ g(Y1)⊗O · · · ⊗O g(Yn) −→ g(Y1 ⊗N · · · ⊗N Yn).

The first of these maps is determined by the tensor product induced by X⊗ on
OX/, the second is determined by the map of ∞-operads g⊗. Therefore f∗X is
corepresentable. Also, this description of f∗X(ϕ1, . . . , ϕn;−) makes it clear that the
map q⊗ satisfies the requirements for exhibiting f(X) as a coalgebra in N⊗. �

Construction 4.17. The pullback square of the previous lemma defines a
functor f∗ : coAlg(O⊗) → coAlg(N⊗).

Our source of coalgebras will be a combination of Construction 4.17 and the con-
struction of ‘diagonal’ coalgebras in Cartesian symmetric monoidal ∞-categories,
which we provide now. Consider an ∞-category C which admits finite products.
In Construction 2.4.1.4 of [Lur14] Lurie defines a symmetric monoidal ∞-category
C× whose monoidal structure is given by the Cartesian product. We write C×

nu for
its nonunital variant, which is the pullback

NSurj×NFin∗ C
×.

For X an object of C the category CX/ admits finite products as well: for maps
X → Y and X → Z their product in this ∞-category is the composition X →
X ×X → Y ×Z, where the first map is the diagonal. Therefore we may construct
another ∞-operad C×

X/ which admits an evident forgetful functor to C×. The proof

of the following is completely straightforward and left to the reader:

Lemma 4.18. The functor (C×
X/)nu → C×

nu exhibits X as a coalgebra in C×
nu.

Definition 4.19. Let C be an ∞-category with finite products. Then by the
previous lemma we can define a functor which may be described as follows:

diag : C −→ coAlg(C×
nu) : X 	−→

(
(C×

X/)nu → C×
nu

)
.

More precisely, one can construct a functor C → (Cat∞)op which assigns to X
an ∞-category equivalent to the slice category CX/ by straightening the Cartesian

fibration CΔ1 ev0−−→ C. Then one applies Construction 2.4.1.4 of [Lur14] pointwise.
The notation diag refers to the fact that this construction yields the usual ‘diagonal’
coalgebra structure on an object X of an ∞-category with finite products.

Construction 4.20. Suppose C is a pointed compactly generated ∞-category.
Then Ω∞

n : PnC → C induces a commutative diagram of ∞-operads

C×
nu (PnC)

×
nu

��

Sp(C)⊗

��

Sp(PnC)
⊗.

��

��
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Applying Construction 4.17 then yields a commutative diagram

coAlg(C×
nu)

��

�� coAlg((PnC)
×
nu)

��
coAlg(Sp(C)⊗) �� coAlg(Sp(PnC)

⊗).

On underlying objects the top horizontal functor may be identified with Σ∞
n , the

bottom horizontal functor simply with idSp(C). Finally, Definition 4.19 provides a

functor diag : C → coAlg(C×
nu) and hence we obtain a functor from C to each of the

four categories of coalgebras in the previous square. In what follows we will make
frequent use of the sequence of functors

C �� coAlg(Sp(C)⊗) �� coAlg(Sp(PnC)
⊗)

thus obtained. Note that this sequence is also natural in C with respect to functors
preserving colimits and compact objects. On underlying objects the composite
of these functors may be identified with Σ∞

C , with the understanding that the
underlying ∞-category of Sp(PnC)

⊗ is identified with Sp(C).

4.3. Coalgebras in an n-truncated stable ∞-operad

Fix a nonunital stable ∞-operad O⊗. We will need a collection of technical
results on the∞-categories of coalgebras in the truncated∞-operads τnO

⊗. The∞-
category coAlg(O⊗) need not be compactly generated, so that it does not necessarily
admit a good theory of calculus. To circumvent this defect we consider the following:

Definition 4.21. Write coAlg(O⊗)c for the full subcategory of coAlg(O⊗) on
coalgebras whose underlying object of O is compact. Then define the ∞-category
of ind-coalgebras in O⊗ to be

coAlgind(O⊗) := Ind(coAlg
(
O⊗)c

)
.

Remark 4.22. In Construction 4.20 we defined functors C → coAlg(Sp(C)⊗).
This construction allows a variant for ind-coalgebras: indeed, applying the previous
construction to compact objects of C and formally extending by filtered colimits
yields a functor

C −→ coAlgind(Sp(C)⊗).

The ∞-category of ind-coalgebras in τnO
⊗ can be understood more explicitly

by inductively constructing it out of the ∞-category of coalgebras in τn−1O
⊗. For

convenience of stating the necessary results we introduce some notation. Suppose
F : O → O is a functor. Then we write{

X → F (X)
}c

O

for the ∞-category of compact objects X ∈ O equipped with a map X → F (X).
More precisely, this ∞-category can be defined as the pullback of the span

Oc
(id,F ) �� O× O OΔ1

.
(ev0,ev1)��

As before, write �k (resp. ⊗k) for the tensor products determined by τn−1O
⊗ (resp.

τnO
⊗). For any k ≥ 1 there is an evident functor

coAlgc(τn−1O
⊗) −→

{
X → (X �k · · · �k X)hΣk

}c

O
,
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and similarly for coAlgc(τnO
⊗), taking the k-fold diagonal map of a coalgebra

structure. Given the description of �k of Proposition 4.10 the following (which we
prove in Section C.4) should not be surprising:

Lemma 4.23. The following is a pullback square of compactly generated ∞-
categories:

coAlgind(τnO
⊗) ��

��

Ind
{
X → (X ⊗n · · · ⊗n X)hΣn

}c

O

��
coAlgind(τn−1O

⊗) �� Ind
{
X → (X �n · · · �n X)hΣn

}c

O
.

Remark 4.24. This lemma expresses the idea that to lift a compact coalgebra
X in τn−1O

⊗ to a coalgebra in τnO
⊗, it suffices to lift the n-fold diagonal X → X�n

to a map X → X⊗n.

From the previous lemma we may conclude the following key fact about the
∞-category of ind-coalgebras in τnO

⊗:

Proposition 4.25. The ∞-category coAlgind(τnO
⊗) is n-excisive.

Proof. The proof is by induction on n. The case n = 1 is clear, since
coAlgind(τ1O

⊗) is just O itself and O is stable by assumption. For the induc-
tive step from n − 1 to n, consider the square of Lemma 4.23. By the inductive
hypothesis, the ∞-category coAlgind(τn−1O

⊗) is (n− 1)-excisive. By the first part
of Lemma 4.27 below, the two ∞-categories on the right are n-excisive: indeed,
an expression of the form X⊗n or X�n is n-excisive as a functor of X because it
is the diagonal of a multilinear functor of n variables, and the class of n-excisive
functors is closed under limits. The proposition follows from this, since the class of
n-excisive ∞-categories is closed under taking limits. �

Remark 4.26. Note that we do not claim that coAlgind(τn−1O
⊗) is equivalent

to Pn−1coAlgind(O⊗). In fact this is usually not the case. See, however, Corollary
4.30 below.

Lemma 4.27. If F : O → O is an n-excisive functor, then the ∞-category
Ind

{
X → F (X)

}c

O
is n-excisive. Furthermore, the obvious functor

Ind
{
X → F (X)

}c

O
−→ Ind

{
X → Pn−1F (X)

}c

O

is (the left adjoint of) a strong (n− 1)-excisive approximation.

Proof. Write D for Ind
{
X → F (X)

}c

O
and u : D → O for the forgetful

functor, which preserves colimits and is conservative (i.e. detects equivalences).
For objects X,Y ∈ D there is an equalizer diagram as follows:

MapD(X,Y ) �� MapO(uX, uY ) �� �� MapO(uX,F (uY )).

Writing r for the right adjoint of u, it follows that there is an equalizer diagram of
functors

idD �� ru �� �� rFu.

The composition ru is 1-excisive, whereas rFu is n-excisive. Therefore idD is n-
excisive, being a limit of n-excisive functors.
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To prove thatD is an n-excisive∞-category we verify condition (b) of Corollary
2.18. Let X : P(n+ 1) → D be a Cartesian (n + 1)-cube such that the restriction
X0 := X|P0(n+1) is a special punctured (n + 1)-cube. We need to show that X is
strongly coCartesian. Note that it suffices to treat the case where the vertices of
X are compact objects. We will define a strongly coCartesian cube X′ in D whose
restriction toP0(n+1) coincides with X0. We will then prove that X′ is Cartesian, so
that it is equivalent to X, proving the lemma. First, consider the special punctured
(n+ 1)-cube uX0 in O and complete it to a Cartesian cube (which we suggestively
denote uX′) by setting

uX′(∅) := lim←−uX0.

Since O is 1-excisive (and hence a fortiori n-excisive) the cube uX′ is strongly
coCartesian by condition (b) of Corollary 2.18 (or directly from Lemma 2.12).
To define an (n + 1)-cube X′ in D we should specify a natural transformation
ν : uX′ → F (uX′). We already have a natural transformation uX0 → F (uX0). One
completes the definition of ν by considering the induced map

uX′(∅) −→ lim←−F (uX0) � F (uX′(∅)).

The equivalence above follows from the fact that F is n-excisive. The (n+1)-cube
X′ we have defined is strongly coCartesian simply because u creates colimits. To
see that it is Cartesian, consider (for any Y ∈ D) the equalizer diagram

MapD(Y,X′(∅)) �� MapO(uY, uX
′(∅)) ���� MapO(uY, F (uX′(∅)))

and observe that the second and third terms are canonically equivalent to

lim←−MapO(uY, uX0) and lim←−MapO(uY, F (uX0))

respectively. It follows that the map

MapD(Y,X′(∅)) −→ lim←−MapD(Y,X0)

is an equivalence.
Finally we need to prove the last claim of the lemma concerning Pn−1D. Recall

that Tn−1D is the full subcategory of Fun(P0(n),D) spanned by the special punc-
tured n-cubes. Note that objects of Tn−1Dmay be identified with special punctured
n-cubes X0 in O together with a natural transformation ν : X0 → F (X0). It is then
straightforward to see that the following functor is an equivalence of ∞-categories:

lim←− : Tn−1D
c −→

{
X → Tn−1F (X)

}c

O
: (ν : X0 → F (X0))

	−→ (lim←− ν : lim←−X0 → lim←−F (X0)).

From here it is a simple formal exercise to find an equivalence

Pn−1D −→ Ind
{
X → lim−→

k

T k
n−1F (X)

}c

O
� Ind

{
X → Pn−1F (X)

}c

O

which completes the proof. �

Remark 4.28. Note that the statement and proof of the previous lemma only
depend on the restriction of F to compact objects of O, so that it is not necessary
to assume that F preserves filtered colimits.

The following observation (see [McC99]) will be of crucial importance:
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Lemma 4.29. The norm sequence

(X⊗n)hΣn
−→ (X⊗n)hΣn −→ (X⊗n)tΣn

exhibits the first term (resp. the last term) as the nth homogeneous layer (resp. the
(n− 1)-excisive approximation) of the functor in the middle.

Proof. A simple calculation shows that the norm map induces an equivalence
on nth cross effects, so that the first map induces an equivalence on nth derivatives.

�

Recall from Theorem 1.7 that the functor Pn−1 preserves pullbacks. Applying
Pn−1 to the square of Lemma 4.23 and using Lemma 4.27 gives the following:

Corollary 4.30. The following is a pullback square of compactly generated
∞-categories:

Pn−1coAlgind(τnO
⊗) ��

��

Ind
{
X → (X ⊗n · · · ⊗n X)tΣn

}c

O

��
coAlgind(τn−1O

⊗) �� Ind
{
X → (X �n · · · �n X)tΣn

}c

O
.

It is also straightforward to describe the relation between coAlgind(τnO
⊗) and

its (n− 1)-excisive approximation:

Lemma 4.31. The following is a pullback square of compactly generated ∞-
categories:

coAlgind(τnO
⊗) ��

��

Ind
{
X → (X⊗n

)hΣn
}c

O

��
Pn−1coAlgind(τnO

⊗) �� Ind
{
X → (X�n

)hΣn ×(X�n )tΣn (X⊗n

)tΣn
}c

O
.

Proof. Consider the following diagram of compactly generated ∞-categories:

coAlgind(τnO
⊗) ��

��

Ind
{
X → (X⊗n

)hΣn
}c

O

��
Pn−1coAlgind(τnO

⊗) ��

��

Ind
{
X → (X�n

)hΣn ×
(X�n

)tΣn (X⊗n
)tΣn

}c

O

��

�� Ind
{
X → (X⊗n

)tΣn
}c

O

��
coAlgind(τn−1O

⊗) �� Ind
{
X → (X�n

)hΣn
}c

O
�� Ind

{
X → (X�n

)tΣn
}c

O
.

The lower right square is clearly a pullback. Also, the rectangle formed by the
lower two squares is a pullback by Corollary 4.30, so that the bottom left square
must be a pullback by the usual pasting lemma for pullbacks. Similarly, the vertical
rectangle formed by the left two squares is a pullback by Lemma 4.23. It follows
that the top left square is a pullback. �

There is an evident functor

triv : O −→ coAlgind(τnO
⊗)

Licensed to Univ of Rochester.  Prepared on Wed Jun  5 18:17:36 EDT 2024for download from IP 128.151.13.240.



4.3. COALGEBRAS IN AN n-TRUNCATED STABLE ∞-OPERAD 37

assigning to each object X of O the trivial coalgebra structure onX, i.e. a coalgebra
equipped with (a coherent system of) nullhomotopies for each of the maps X →
(X⊗k)hΣk with 1 ≤ k ≤ n. To be precise, one can construct this functor inductively
using Lemma 4.23 and the evident functors

O −→ Ind
{
X −→ (X ⊗k · · · ⊗k X)hΣk

}c

O

assigning to each X the zero map into (X⊗k)hΣk . The following is then a straight-
forward consequence of what we have done so far:

Corollary 4.32. The following is a pullback square of compactly generated
∞-categories:

Ind
{
X → fib(X⊗n → X�n)hΣn

}c

O
��

��

coAlgind(τnO
⊗)

��
O

triv
�� Pn−1coAlgind(τnO

⊗).

Proof. This is immediate from Lemma 4.31 and the observation that the fiber
of

(X⊗n)hΣn −→ (X�n)hΣn ×(X�n)tΣn (X⊗n)tΣn

is canonically equivalent to the fiber of the map

(X⊗n)hΣn
−→ (X�n)hΣn

.

Indeed, the former is the total fiber in the following square:

(X⊗n)hΣn ��

��

(X⊗n)tΣn

��
(X�n)hΣn �� (X�n)tΣn .

This total fiber may be computed by first taking the fibers of the rows, yielding the
functors

(X⊗n)hΣn
and (X�n)hΣn

,

and then taking the fiber of the evident map between those. �
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CHAPTER 5

The space of Goodwillie towers

In this chapter we prove Theorem 1.23. We construct the square of that theorem
in Section 5.1. Then we make precise the construction of n-stages outlined in
Chapter 3. Finally, in Section 5.3, we prove that the square of the theorem is in
fact a homotopy pullback of spaces.

5.1. The Tate diagonal

In this section we construct the square

Gn(O
⊗)

Tn ��

pn

��

Tn

��
Gn−1(O

⊗) �� T̂n.

of Theorem 1.23. We will describe the spaces Tn and T̂n as the total spaces of
fibrations tn and t̂n over Gn−1(O

⊗), with the maps in the square above arising from

certain sections of these. The fibers of Tn and T̂n over a fixed (n − 1)-stage C are
the spaces of natural transformations Nat(Σ∞

C ,ΘC) and Nat(Σ∞
C ,ΨC) respectively.

Recall that the functors ΘC and ΨC are the following:

ΘC : C −→ O : X 	−→
(
Σ∞

C X ⊗n · · · ⊗n Σ∞
C X

)tΣn ,

ΨC : C −→ O : X 	−→
(
Σ∞

C X �n · · · �n Σ∞
C X

)tΣn .

Here we have suppressed the identification of Sp(C) with O in our notation, which
we will continue to do in order to avoid cluttering. The vertical map pn in the
square is given by the formation of (n − 1)-excisive approximations. The map
Tn : Gn(O

⊗) → Tn (to be constructed below) assigns to an n-excisive category the
Tate diagonal described informally in Chapter 3.

To begin with, we note that there is a ‘tautological’ coCartesian fibration

γ : Γ → Gn−1(O
⊗)

which is classified (in the sense of Definition 3.3.2.2 of [Lur09]) by the evident
functor Gn−1(O

⊗) → Cat∞. In particular, the fiber of γ over a vertex representing
an n − 1-stage C is canonically equivalent to the ∞-category C. In fact γ is also
a Cartesian fibration; this is a general feature of coCartesian fibrations over a
Kan complex (cf. Proposition 3.3.1.8 of [Lur09]), but explicitly γ (as a Cartesian
fibration) is classified by the functor

Gn−1(O
⊗)op → (PrL)op → PrR → Cat∞.

The first arrow denotes the evident functor sending an n−1-stage to the correspond-
ing n−1-excisive∞-category, with PrL the ∞-category of presentable ∞-categories

39
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40 5. THE SPACE OF GOODWILLIE TOWERS

and left adjoint functors, whereas the second arrow is the equivalence which takes
right adjoints (and is the identity on objects), cf. Corollary 5.5.3.4 of [Lur09]. The
final arrow is the inclusion.

As in Construction 6.2.2.2 of [Lur14], there is a relative stabilization

St(γ)
Ω∞

γ ��

����
��

��
��

�
Γ

γ
		���

��
��
��
�

Gn−1(O
⊗)

of the fibration γ. The map St(γ) → Gn−1(O
⊗) is a coCartesian fibration by

Proposition 6.2.2.8 of [Lur14]. The fiber of the map Ω∞
γ over a vertex C is the

(absolute) stabilization

Ω∞
C : Sp(C) → C.

One can think of the existence of this relative stabilization as expressing the func-
toriality of the assignment

Gn−1(O
⊗) → Cat∞ : C 	→ Sp(C).

The functor Ω∞
γ admits a relative left adjoint

St(γ)

����
��

��
��

�
Γ

γ
		���

��
��
��
�

Σ∞
γ��

Gn−1(O
⊗)

by Proposition 7.3.2.6 of [Lur14]. Its fiber over C is of course the left adjoint
functor Σ∞

C : C → Sp(C).

Remark 5.1. In fact our definition of Gn−1(O
⊗), which includes for every C an

equivalence Sp(C) � O, implies that the fibration St(γ) → Gn−1(O
⊗) is equivalent

to the ‘constant’ fibration

O× Gn−1(O
⊗) → Gn−1(O

⊗).

The only reason for introducing St(γ) as above is to make explicit the map Σ∞
γ ,

whose domain is generally not a constant fibration.

We define another map of simplicial sets

FunGn−1(O⊗)(Γ, St(γ))
fn−→ Gn−1(O

⊗).

which is characterized by the formula

HomGn−1(O⊗)

(
Δk,FunGn−1(O⊗)(Γ, St(γ))

)
= HomGn−1(O⊗)

(
Γ×Gn−1(O⊗)Δ

k, St(γ)
)
.

In particular, the fiber of fn over C is the ∞-category Fun(C, Sp(C)). Corollary
3.2.2.13 of [Lur09] guarantees that fn is again a coCartesian fibration (or see 3.10
of [BS16] for a discussion of this construction). Let us record the following fairly
evident property:

Lemma 5.2. Assign to a map of simplicial sets α : Γ → St(γ) over Gn−1(O
⊗)

the section of fn defined by the formula(
Δk → Gn−1(O

⊗)
)
	→

(
Γ×Gn−1(O⊗) Δ

k → Γ
α−→ St(γ)

)
.
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Then this assignment determines a bijection between such maps α and sections of
fn.

Proof. It is easy to check that the inverse construction is given as follows:
say s is a section of fn and consider a simplex

ξ : Δk → Γ.

Then ξ can also be viewed as a k-simplex of Γ×Gn−1(O⊗) Δ
k and one defines

ŝ(ξ) :=
(
Δk ξ−→ Γ×Gn−1(O⊗) Δ

k s(γξ)−−−→ St(γ)
)
.

One verifies that ŝ is a map of simplicial sets and the assignment s 	→ ŝ is the
desired inverse. �

In particular, the left adjoint Σ∞
γ : Γ → St(γ) gives rise to a section

σ : Gn−1(O
⊗) → FunGn−1(O⊗)(Γ, St(γ))

of fn. Similarly, the assignments C 	→ ΨC and C 	→ ΘC give rise to sections ψ and
θ of fn respectively. Indeed, these are easily obtained from σ by identifying St(γ)
with O× Gn−1(O

⊗) and postcomposing with the functors

X 	→ (X�n

)tΣn resp. X 	→ (X⊗n

)tΣn

on the first factor. In fact, we will also need the following variant of this construc-
tion. Write NC for the evident natural transformation ΘC → ΨC induced by the
natural map

(X⊗n

)tΣn → (X�n

)tΣn .

Then there is a corresponding map

ν : Gn−1(O
⊗) → FunGn−1(O⊗)(Γ, St(γ))

Δ1

whose value at a vertex C is described by ν(C) = NC.

Now define a map t̂n : T̂n → Gn−1(O
⊗) by the pullback square

T̂n

t̂n

��

�� FunGn−1(O⊗)(Γ, St(γ))
Δ1

(ev0, ev1)

��
Gn−1(O

⊗)
(σ,ψ)

�� FunGn−1(O⊗)(Γ, St(γ))× FunGn−1(O⊗)(Γ, St(γ))

and similarly define a map tn by a pullback square

Tn

tn

��

�� FunGn−1(O⊗)(Γ, St(γ))
Δ2

(ev0, ev{1,2})

��
Gn−1(O

⊗)
(σ,ν)

�� FunGn−1(O⊗)(Γ, St(γ))× FunGn−1(O⊗)(Γ, St(γ))
Δ1

.

Observe that the inclusion
Δ1 � Δ{0,1} ⊆ Δ2

defines a map Tn → T̂n compatible with the maps to Gn−1(O
⊗). Also, note that

the fiber of t̂n over a vertex C is given by (a model for) the space of natural
transformations

Nat(Σ∞
C ,ΨC)

Licensed to Univ of Rochester.  Prepared on Wed Jun  5 18:17:36 EDT 2024for download from IP 128.151.13.240.
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between functors from C to Sp(C) � O. Similarly, the fiber of tn over C is a model
for the space of natural transformations

Nat(Σ∞
C ,ΘC).

In analogy with the construction of T̂n it might seem more obvious to construct
Tn by exactly the same procedure with ΘC in place of ΨC. This would yield a
fibration equivalent to the map tn constructed above, simply because the forgetful
functor

Fun(C, Sp(C))/NC
−→ Fun(C, Sp(C))/ΘC

is a trivial fibration. However, the construction of Tn we use admits an evident

map to T̂n, which is moreover a Kan fibration:

Lemma 5.3. The maps tn and t̂n are Kan fibrations. The map Tn → T̂n

described above is a Kan fibration as well.

Proof. It is convenient to phrase the proof in terms of marked simplicial sets
(as in Chapter 3 of [Lur09]); recall that those are pairs (X,E) with X a simplicial
set and E a subset of the set of 1-simplices of X containing all degenerate edges.
For a simplicial set X, one writes X for X with only degenerate edges marked,
X� for X with all edges marked, and if X happens to be an ∞-category then X�

denotes X with the equivalences marked. To prove that t̂n is a Kan fibration we
should argue the existence of solutions to lifting problems of the following form,
with 0 ≤ k ≤ m:

Λm
k

��

�� T̂n

t̂n
��

Δm ��

��������
Gn−1(O

⊗).

Equivalently, we should solve the following lifting problem of marked simplicial sets:

(Λm
k )�

��

�� T̂�
n

t̂n
��

(Δm)� ��

��������
Gn−1(O

⊗)�.

By the pullback square defining t̂n this is equivalent to

(Λm
k )�

��

��
(
FunGn−1(O⊗)(Γ, St(γ))

Δ1)�
(ev0, ev1)

��
(Δm)� ��

�������������
FunGn−1(O⊗)(Γ, St(γ))

� × FunGn−1(O⊗)(Γ, St(γ))
�,

which by adjunction is equivalent to

(Λm
k )� × (Δ1) �(Λm

k )�×(∂Δ1)� (Δ
m)� × (∂Δ1)

��

�� FunGn−1(O⊗)(Γ, St(γ))
�

(Δm)� × (Δ1).

�������������
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For any trivial cofibration f : K → L and monomorphism i : A → B of simplicial
sets, the pushout-product of f � and i is a trivial cofibration of marked simplicial
sets in the model structure of Theorem 3.1.3.7 of [Lur09] (using Corollary 3.1.4.4
for the pushout-product property). Thus the left vertical map is a trivial cofibration
of marked simplicial sets. Because the fibrant objects in this model structure are
marked simplicial sets of the form X� (Proposition 3.1.4.1 of [Lur09]), with X an
∞-category, a solution as indicated by the dashed arrow exists. The proof that tn
is Kan fibration proceeds similarly, now using the monomorphism

Δ{0} �Δ{1,2} ⊆ Δ2

in place of ∂Δ1 → Δ1. Finally, to show that Tn → T̂n is a Kan fibration one applies
the same argument, now using the monomorphism of simpicial sets

Λ2
2 ⊆ Δ2.

�

It remains to construct the maps in the square at the start of this section, i.e.
a section

Gn−1(O
⊗) → T̂n

of t̂n, as well as the map

Tn : Gn(O
⊗) → Tn

and establish a homotopy between the two composites in the square. Note that for
an n-stage C for O⊗, the constructions of Section 4.2 give a square

C

��

�� coAlg(τnO
⊗)

��
Pn−1C �� coAlg(τn−1O

⊗).

Applying the functor Pn−1 and using the square of Corollary 4.30 then gives a
further diagram

Pn−1C �� Ind
{
X → ΘPn−1C(X)

}c

O

��
Pn−1C �� Ind

{
X → ΨPn−1C(X)

}c

O
.

The bottom horizontal arrow exists for any (n − 1)-stage, not necessarily of the

form Pn−1C, and defines in a straightforward way a map Gn−1(O
⊗) → T̂n which is

a section of t̂n. Similarly, the square above also defines the map Tn : Gn(O
⊗) → Tn.

Moreover, the commutativity of this square also provides the desired commutativity
of the square at the start of this section.

Remark 5.4. Lemma 1.5 provides another way to think about the construction
of the map Tn. Indeed, consider an n-stage Cn and write Cn−1 for the (n−1)-excisive
approximation Pn−1C. Also, write F : Cn → Cn−1 for the induced functor. For
X ∈ Cn, with image X := Σ∞

n,1X in O, there is a natural map

X −→ (X
⊗n

)tΣn
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induced by the coalgebra structure of X in τnO
⊗. One can now use the fact that

the codomain of this map is an (n− 1)-excisive functor of X and apply Lemma 1.5
to show that precomposition with F induces a weak equivalence

Nat
(
Σ∞

n−1,1, ((Σ
∞
n−1,1)

⊗n)tΣn
)
−→ Nat

(
Σ∞

n,1, ((Σ
∞
n,1)

⊗n)tΣn
)
.

Here the left-hand side refers to natural transformations between functors Cn−1 →
Sp(Cn−1), the right-hand side to natural transformations between functors Cn →
Sp(Cn). In particular, one finds for Y ∈ Cn−1 and Y := Σ∞

n−1,1Y a natural map

Y −→ (Y
⊗n

)tΣn

which extends the natural map defined for X ∈ Cn above. This map is the Tate
diagonal.

5.2. Constructing n-stages

In this section we study the pullback A defined by the square

A ��

��

Tn

��
Gn−1(O

⊗) �� T̂n.

Since the simplicial sets in this square are Kan complexes and the right vertical map
is a Kan fibration (by Lemma 5.3), this pullback is also a homotopy pullback. As a
consequence of the constructions of the previous section there is (up to contractible
ambiguity) a canonical map α : Gn(O

⊗) → A. We will construct a map β : A →
Gn(O

⊗). In the next section we demonstrate that α and β are homotopy inverse to
each other, proving Theorem 1.23.

A vertex Z of A may be identified with an (n−1)-stage C for O⊗ together with
a 2-simplex

ΘC

��
Σ∞

C
��

��								
ΨC

in the ∞-category Fun(C, Sp(C)). In other words, adopting the usual short-hand
X = Σ∞

C X for objects X of C, we have a natural diagram

(X
⊗n

)tΣn

��

X ��

������������
(X

�n
)tΣn

where the horizontal arrow arises from the coalgebra structure on X supplied by
the functor C → coAlgind(τn−1O

⊗). Invoking Corollary 4.30 we see that this data
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is equivalent to a lift of that functor as follows:

Pn−1coAlgind(τnO
⊗)

��
C ��

���������������
coAlgind(τn−1O

⊗).

Definition 5.5. Define β0(Z) to be the pullback, formed in Catω∗ , in the
following square:

β0(Z) ��

��

coAlgind(τnO
⊗)

��
C �� Pn−1coAlgind(τnO

⊗).

Fixing a choice of pullback functor for Catω∗ (which is of course unique up to con-
tractible ambiguity) and observing that the constructions of the paragraph above
make sense for families of (n− 1)-stages C, one obtains a functor

β0 : A → Catω∗ .

Remark 5.6. A particular way of fixing the choice of pullback is as follows:
one replaces the right vertical map (which does not depend on Z) by a categorical
fibration and takes the actual pullback of simplicial sets.

The crucial properties of this construction are the following:

Proposition 5.7. The ∞-category β0(Z) is n-excisive.

This proposition is immediate from the fact that the class of n-excisive ∞-
categories is closed under taking limits.

Proposition 5.8. There is a canonical equivalence of ∞-operads

ϕZ : τnO
⊗ −→ Sp(β0(Z))

⊗.

This equivalence is functorial, in the sense that ϕ can be made into a map

A → OpSt
τnO⊗/.

The previous two propositions provide a map

β : A −→ Gn(O
⊗)

which on vertices can be described by the formula

β(Z) = (β0(Z), ϕZ).

In the next section we will prove that β is a homotopy equivalence.
We give a proof of Proposition 5.8 below. Roughly speaking we should show

that the first n tensor products in the stable ∞-operad Sp(β0(Z))
⊗ agree with the

first n tensor products defined by the stable ∞-operad O⊗. This will be rather
obvious for the first n− 1. For the nth one, the square defining β0(Z) will yield a
pullback square, natural for X ∈ O, as follows:

(X⊗Zn)hΣn
��

��

(X⊗n)hΣn

��
(X�n)hΣn

�� (X�n)hΣn ×(X�n)tΣn (X⊗n)tΣn .

Licensed to Univ of Rochester.  Prepared on Wed Jun  5 18:17:36 EDT 2024for download from IP 128.151.13.240.



46 5. THE SPACE OF GOODWILLIE TOWERS

Here the symbol ⊗Z denotes the tensor products defined by Sp(β0(Z))
⊗. Using

that the fiber of the right-hand vertical map is fib(X⊗n → X�n)hΣn
this will give

⊗n
Z � ⊗n. We now set out to make this precise:

Proof of Proposition 5.8. To avoid overburdening the exposition further
than necessary we give the proof for a vertex Z of A, but it is straightforward to
verify that everything we do makes sense in families, i.e., works equally well for a
general simplex ζ of A. Applying Pn−1 to the square defining β0(Z) and using that
this functor preserves pullbacks, we conclude that the induced functor

Pn−1β0(Z) −→ C

is an equivalence. By Proposition 4.6 we then find an equivalence of ∞-operads

Sp(C)⊗ −→ τn−1Sp(β0Z)
⊗.

Since C is an (n− 1)-stage for O⊗ we have an equivalence τn−1O
⊗ → Sp(C)⊗, thus

providing an equivalence

ϕ′
Z : τn−1O

⊗ −→ τn−1Sp(β0Z)
⊗.

We now wish to apply Proposition 4.12 to obtain a map

ϕZ : τnO
⊗ −→ Sp(β0(Z))

⊗.

For simplicity of notation, let us identify Sp(β0(Z)) with O and write ⊗k
Z for the

k-fold tensor product on O induced by the stable ∞-operad Sp(β0(Z))
⊗. To extend

ϕ′
Z to a map ϕZ as above we should supply a lift, natural in X ∈ O, as follows:

(X ⊗n · · · ⊗n X)hΣn

��
(X ⊗n

Z · · · ⊗n
Z X)hΣn

��

����������
(X �n · · · �n X)hΣn

.

Here the bottom horizontal arrow is induced by the map ϕ′
Z. Moreover, if we prove

that the diagonal map is an equivalence it will follow that ϕZ is an equivalence of
∞-operads. We will do both these things at once.

Observe that the four ∞-categories in the square defining β0(Z) admit left
adjoint functors to O; for β0(Z) and C these are the stabilizations Σ∞

Z and Σ∞
C re-

spectively, while for coAlgind(τnO
⊗) and Pn−1coAlgind(τnO

⊗) these are the obvious
forgetful functors. Associated to each of these four adjunctions is a comonad on O.
Writing cofreen and cofreetn for the last two, we obtain a diagram of functors on O

as follows:

Dn(Σ
∞
Z Ω∞

Z )

��

�� Dn(cofreen)

��
Dn(Σ

∞
C Ω∞

C ) �� Dn(cofree
t
n).

By standard formal reasoning this diagram is a pullback square of functors. Recall
that (X⊗n

Z · · ·⊗n
ZX)hΣn

is precisely Dn(Σ
∞
Z Ω∞

Z )(X). As the notation suggests, the
comonad cofreen should be thought of as the cofree ind-coalgebra functor associated
to the stable ∞-operad τnO

⊗. We wish to apply Corollary 4.32 to describe the fiber
of the right vertical map. The ∞-category

Ind
{
X → fib(X⊗n → X�n)hΣn

}c

O
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appearing in that result induces yet another comonad on O, which we denote
cofreedp=n. (The superscript refers to divided powers, which we will investigate in
Section 6.1.) There is then a canonical equivalence

Dn(cofree
dp
=n)(X) −→ fib(X⊗n → X�n)hΣn

.

Indeed this can be checked directly, or one uses Proposition C.24 and the fact that
the kth derivative of the identity functor on the ∞-category above is trivial for
1 < k < n. Corollary 4.32 gives a square

cofreedp=n
��

��

cofreen

��
idO �� cofreetn.

Applying Dn then yields a pullback

fib(X⊗n → X�n)hΣn
��

��

Dn(cofreen)

��
∗ �� Dn(cofree

t
n).

We deduce that the fiber of the map Dn(Σ
∞
Z Ω∞

Z )(X) → Dn(Σ
∞
C Ω∞

C )(X) is canon-
ically equivalent to the fiber of (X⊗n)hΣn

→ (X�n)hΣn
. Applying Dn to the

composition of maps

Σ∞
Z Ω∞

Z −→ cofreen(X) −→ (X⊗n)hΣn

yields a map

Dn(Σ
∞
Z Ω∞

Z )(X) −→ (X⊗n)hΣn
.

This map fits into a diagram

fib(X⊗n → X�n)hΣn
�� Dn(Σ

∞
Z Ω∞

Z )(X) ��

��

Dn(Σ
∞
C Ω∞

C )(X)

��
fib(X⊗n → X�n)hΣn

�� (X⊗n)hΣn
�� (X�n)hΣn

.

Both rows are fiber sequences by our discussion above. Also, the rightmost vertical
map is an equivalence by assumption. We conclude that the middle vertical map
is an equivalence, which concludes our proof. �

We conclude this section with some observations about our construction of n-
stages which are not necessary for the proofs of our main results, but which will be
useful to sharpen some of our results in the next section, as well as being useful in
[Heu]. One could consider a variant of our construction of β0(Z) ‘without the ind’,
where one defines an ∞-category β′

0(Z) by the following pullback square in Cat∞:

β′
0(Z) ��

��

coAlg(τnO
⊗)

��
C �� Pn−1coAlg(τnO

⊗).
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Here the lower right-hand corner requires some care: given that coAlg(τnO
⊗) is

not necessarily compactly generated, it does not make sense to apply Pn−1 to it.
Rather we take our cue from Corollary 4.30 and simply define it by a pullback
square as follows:

Pn−1coAlg(τnO
⊗) ��

��

{
X → (X⊗n)tΣn

}
O

��
coAlg(τn−1O

⊗) ��
{
X → (X�n)tΣn

}
O
.

Note that by construction the ∞-category of compact objects β0(Z)
c inside β0(Z)

is a still a full subcategory of β′
0(Z). In fact, it is easy to show that β′

0(Z) is a
presentable ∞-category, so in particular it has all colimits. Left Kan extension of
the inclusion β0(Z)

c → β′
0(Z) defines a functor

Ind(β0(Z)
c) = β0(Z) → β′

0(Z).

It is not at all clear whether the ∞-category β′
0(Z) itself is compactly generated.

However, we will show that at least it has a good supply of compact objects:

Lemma 5.9. If X ∈ β′
0(Z) is an object whose image under

β′
0(Z) → coAlg(τnO

⊗)
forget−−−→ O

is a compact object of O, then X itself is a compact object of β′
0(Z).

Proof. For the duration of this proof, write u : β′
0(Z) → C for the functor

featuring in the defining square of β′
0(Z) and U : β′

0(Z) → O for the composite
described in the lemma. A chase through the definitions of these ∞-categories
combined with Lemma 4.31 (or its variant for ordinary coalgebras rather than ind-
coalgebras) shows that there is a fiber sequence as follows (cf. the first part of the
proof of Lemma 4.27):

MapO(UX,Ωfib((UY )⊗n → (UY )�n)hΣn
) → Mapβ′

0(Z)(X,Y ) → MapC(uX, uY ).

This identification of the fiber works for any choice of basepoint in MapC(uX, uY )
(or one can argue directly that the sequence is in fact a principal fiber sequence).
Also, note that if X is assumed to be such that UX (and hence also uX) are
compact, then the base and fiber commute with filtered colimits when interpreted
as functors of Y . Hence the same is true of the middle term and we conclude that
X itself is compact. �

Corollary 5.10. The functor β0(Z) → β′
0(Z) is fully faithful.

Remark 5.11. If O⊗ = Sp(C)⊗, one can use Proposition C.24 to identify the
fiber in the proof above as

MapO(UX, ∂nidC(UY, . . . , UY )hΣn
).

Here ∂nidC : Sp(C)×n → Sp(C) denotes the n-multilinear functor corresponding to
the nth derivative of the identity on C.

Licensed to Univ of Rochester.  Prepared on Wed Jun  5 18:17:36 EDT 2024for download from IP 128.151.13.240.
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5.3. A classification of n-stages

We have constructed maps α : Gn(O
⊗) → A and β : A → Gn(O

⊗), which we
claim to be homotopy equivalences. This follows from Propositions 5.12 and 5.13
below, which will complete the proof of Theorem 1.23.

Suppose C is an n-stage for O⊗, so that in particular we have an equivalence
ϕC : τnO

⊗ → Sp(C)⊗. Then we find a square

C ��

��

coAlgind(τnO
⊗)

��
Pn−1C �� Pn−1coAlgind(τnO

⊗).

The top horizontal arrow is the formation of coalgebras discussed previously, the
bottom arrow obtained from the top by applying Pn−1. Write D := β0(α(C)).
By the definition of β0, the square above induces a functor F : C → D. Since F
preserves colimits it admits a right adjoint G. Considering our definitions it should
be clear that G provides a 2-simplex of equivalences as follows:

τnO
⊗

ϕD

�����
��
��
�� ϕC



�
��

��
��

��

Sp(D)⊗ �� Sp(C)⊗.

This construction provides a homotopy between the identity map of Gn(O
⊗) and

the composition β ◦ α by virtue of the following:

Proposition 5.12. The functor F : C → D above is an equivalence of ∞-
categories.

Proof. Since C is an n-excisive ∞-category, it suffices to show that the ad-
junction (F,G) is a weak n-excisive approximation. In other words, we should show
that the natural transformations idC → GF and Pn(FG) → idZ are equivalences.
For simplicity of notation we identify the stabilizations of C and D with O (although
to be precise one would have to carry along the equivalences ϕC and ϕD). These
∞-categories induce comonads Σ∞

C Ω∞
C and Σ∞

DΩ∞
D on O respectively. Furthermore,

by construction we have equivalences

Σ∞
DF � Σ∞

C and GΩ∞
D � Ω∞

C .

Observe also that the natural transformation

Pk(Σ
∞
DFGΩ∞

D ) → Pk(Σ
∞
DΩ∞

D )

is an equivalence for every k. Indeed, this is a direct consequence of the fact that
Dk(Σ

∞
C Ω∞

C ) → Dk(Σ
∞
DΩ∞

D ) is an equivalence for every k, which is a reformulation
of the equivalence of ∞-operads Sp(D)⊗ → Sp(C)⊗. Using unit and counit of the
stabilization adjunctions of C and D we may form the cosimplicial objects featured
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in the following diagram:

idC

��

�� Tot
(
Pn

(
Ω∞

C (Σ∞
C Ω∞

C )•Σ∞
C

))
��

GF �� Tot
(
Pn

(
GΩ∞

D (Σ∞
DΩ∞

D )•Σ∞
DF

))
.

The vertical arrow on the right is an equivalence by our previous remark. Moreover,
the horizontal arrows are equivalences by a result of Arone and Ching (see Propo-
sition B.4 in the appendix). It follows that the left vertical arrow is an equivalence.
We treat the map Pn(FG) → idD similarly: indeed, by the same proposition we
have equivalences

F −→ Tot
(
Pn

(
Ω∞

D (Σ∞
DΩ∞

D )•Σ∞
DF

))
,

G −→ Tot
(
Pn

(
GΩ∞

D (Σ∞
DΩ∞

D )•Σ∞
D

))
.

Together these yield a diagram

Pn(FG)

��

�� Tot
(
Pn

(
Ω∞

D (Σ∞
DΩ∞

D )•Σ∞
DFGΩ∞

D (Σ∞
DΩ∞

D )•Σ∞
D

))
��

idD �� Tot
(
Pn

(
Ω∞

D (Σ∞
DΩ∞

D )•Σ∞
DΩ∞

D (Σ∞
DΩ∞

D )•Σ∞
D

))
,

where the cosimplicial object on the top right is the diagonal of the evident bi-
cosimplicial object formed from the resolutions of F and G described above (and
similarly for the bottom right, applying the standard resolution of the identity
twice). One deduces that the horizontal maps are equivalences by applying Propo-
sition B.4 twice. The vertical map on the right is an equivalence again because the
natural transformation Pn(Σ

∞
DFGΩ∞

D ) → Pn(Σ
∞
DΩ∞

D ) is an equivalence. Finally,
we conclude that the left vertical map Pn(FG) → idD in the square above is an
equivalence. �

It remains to deal with the composition α◦β. Consider a vertex Z ∈ A, which in
particular determines an (n−1)-excisive∞-category C and a natural transformation
N : Σ∞

C → ΘC. The map Tn : Gn(O
⊗) → Tn assigns to β(Z) another such natural

transformation Tn(β(Z)) : Σ
∞
C → ΘC. A homotopy between α ◦ β and the identity

map of A is then provided by the following proposition, which is almost tautologous
from what we have done so far:

Proposition 5.13. The natural transformations N and Tn(β(Z)) are canoni-
cally equivalent relative to ΨC.

Proof. For the purposes of this proof let us write D := β0(Z). Recall that
this ∞-category is defined by a pullback square

D
AD ��

��

coAlgind(τnO
⊗)

��
C �� Pn−1coAlgind(τnO

⊗).
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The vertical arrows become equivalences after applying Pn−1, which yields an equiv-
alence between the bottom horizontal arrow and Pn−1AD. Recall that our definition
of Tn(β(Z)) arose from applying Pn−1 to the construction of coalgebras of Section
4.2, for which we write

BD : D −→ coAlgind(τnO
⊗).

Both AD and BD supply for each X ∈ D an n-fold ‘diagonal’

Σ∞
DX −→ (Σ∞

DX ⊗n · · · ⊗n Σ∞
DX)hΣn .

Write X for Σ∞
DX. To prove the proposition it suffices to show that these maps

are canonically equivalent relative to (X
�n

)hΣn . This is mostly an unraveling of
definitions. One way to describe the n-fold diagonal induced by BD is by using the
coalgebra structure X → Σ∞

DΩ∞
DX given by the unit of the adjunction (Σ∞

D ,Ω∞
D )

and composing with the map Σ∞
DΩ∞

DX → (X
⊗n

)hΣn coming from the formation of
coderivatives (see Lemma B.3). In case of AD, this n-fold diagonal arises by using
the same structure X → Σ∞

DΩ∞
DX, but then considering the natural transformation

Σ∞
DΩ∞

D −→ cofreen

induced by AD and composing with the projection

cofreen(X) −→ (X ⊗n · · · ⊗n X)hΣn .

In the proof of Proposition 5.8 we showed that this composite induces an equiv-
alences on nth derivatives and hence also on nth coderivatives (see Remark B.2),

which implies what we need. The compatibility with maps down to (X
�n

)hΣn is
immediate from the commutativity of the square defining D. �

5.4. The case of vanishing Tate constructions

Let O⊗ be a nonunital stable ∞-operad. As in Corollary 1.25, assume that for
k ≤ n and any object X ∈ O equipped with an action of Σk the object XtΣk is
trivial, i.e. is a zero object of O. Then Theorem 1.23 implies that the space Gk(O

⊗)
is contractible for every k ≤ n. In particular, all n-stages for O⊗ are canonically
equivalent, up to contractible ambiguity. The following result gives an explicit
description of these n-stages:

Proposition 5.14. Assume O⊗ as above. Write Cn for the n-excisive ∞-
category coAlgind(τnO

⊗). Then there is an equivalence of ∞-operads

τnO
⊗ −→ Sp(Cn)

⊗

exhibiting Cn as an n-stage for O⊗.

Proof. The proof is more or less direct from our construction of n-stages as in
Section 5.2. The case n = 1 is trivial, since coAlgind(τ1O

⊗) is just the ∞-category
O itself. Suppose we have proved the claim for n− 1 and we wish to establish it for
n. Let Cn−1 be an (n− 1)-stage for O⊗, so that by our inductive hypothesis there
is an equivalence

Cn−1 −→ coAlgind(τn−1O
⊗).

Note that by Corollary 4.30 and our assumption on vanishing Tate constructions,
there is an equivalence

coAlgind(τn−1O
⊗) −→ Pn−1coAlgind(τnO

⊗).
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The constructions and results of Section 5.2 then show that we may form an n-stage
C for O⊗ by forming the following pullback square:

C

��

�� coAlgind(τnO
⊗)

��
Cn−1

�� Pn−1coAlgind(τnO
⊗).

Since the bottom horizontal arrow is an equivalence, so is the top arrow. In partic-
ular, coAlgind(τnO

⊗) can be made into an n-stage for O⊗. �
In the case of vanishing Tate constructions we may also use Lemma 5.9 and

Corollary 5.10 to conclude:

Corollary 5.15. Let O⊗ be as above, i.e., all Tate constructions for Σk vanish
for k ≤ n. Then X ∈ coAlg(τnO

⊗) is a compact object whenever its underlying
object of O is compact. As a consequence, the evident functor

coAlgind(τnO
⊗) → coAlg(τnO

⊗)

is fully faithful.
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CHAPTER 6

Examples

In this chapter we apply our techniques to analyze the Goodwillie towers of
several more or less familiar homotopy theories. In Section 6.1 we start with the
notion of divided power coalgebras, which in a sense give the simplest (or ‘untwisted’)
example of n-stages associated to a nonunital stable ∞-operad. They arise from
Theorem 1.23 by choosing the Tate diagonals to be null for every n. In case O is
an operad in the category of spectra (or some related stable homotopy theory), we
consider the Goodwillie tower of the homotopy theory Alg(O) of algebras over O
and show that it coincides with the Goodwillie tower of divided power coalgebras
over the cooperad B(O), the bar construction of O. This is an instance of Koszul
duality.

In Section 6.2 we consider rational homotopy theory. In the homotopy theory of
rational spectra all Tate cohomology vanishes, so that the classification of Theorem
1.23 degenerates completely. We use this fact to identify the Goodwillie tower of
the homotopy theory of pointed rational spaces with that of differential graded
coalgebras over the rational numbers and with the Goodwillie tower of rational
differential graded Lie algebras. We reproduce some of Quillen’s results from this.

In Section 6.3 we localize the ∞-category of spectra so that (p − 1)! becomes
invertible. In this localized homotopy theory the Tate cohomology of Σk vanishes
for k < p. We will use this observation to prove Theorem 0.4, giving a Lie algebra

model for the ∞-category S
[n,p(n−1)]
∗ of pointed spaces whose nontrivial homotopy

groups are in the range of dimensions [n, p(n− 1)].
In Section 6.4 we investigate the Goodwillie tower of the homotopy theory of

pointed spaces and prove Theorem 0.3, which describes the ∞-category of simply
connected pointed spaces in terms of Tate coalgebras.

Finally, in Section 6.5, we make some further observations on the Goodwillie
tower of the homotopy theory of pointed spaces. The stable ∞-operad of interest
in this case is Sp⊗, the symmetric monoidal ∞-category of spectra with the smash
product. We give an explicit description of the fibers of the maps Gn(Sp

⊗) →
Gn−1(Sp

⊗) in terms of the Tate spectra of the derivatives of the identity on S∗, i.e.
the Spanier-Whitehead duals of the partition complexes.

The aim of the current chapter is to illustrate the use of results and techniques
developed in this paper; its style is slightly more informal and expository than the
rest of this paper. A more sophisticated application of our techniques is to vn-
periodic unstable homotopy theory, where one obtains results similar in nature to
those of rational homotopy theory. These are discussed in [Heu].

6.1. Divided power coalgebras and Koszul duality

Let O⊗ be a nonunital stable ∞-operad. Informally speaking, a coalgebra X
has divided powers if each of its diagonal maps δn is equipped with a factorization

53
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through the norm map as follows:

(X ⊗n · · · ⊗n X)hΣn

Nm

����
X

δn

��

���������������
(X ⊗n · · · ⊗n X)hΣn .

Furthermore, these factorizations should be compatible for various n with respect
to the structure of O⊗. More precisely, let us inductively define ∞-categories
coAlginddp (τnO

⊗) of divided power ind-coalgebras in the truncated ∞-operads τnO
⊗.

We start by simply setting

coAlginddp (τ1O
⊗) := O.

Note that this is a 1-stage for O⊗ in an evident way. Now suppose we have defined
the ∞-category coAlginddp (τn−1O

⊗), together with an equivalence

Sp
(
coAlginddp (τn−1O

⊗)
)⊗ −→ τn−1O

⊗

exhibiting it as an (n − 1)-stage for O⊗. Write σn−1 for the composition of the
functors

coAlginddp (τn−1O
⊗) −→ coAlgind(τn−1O

⊗) −→ Ind
{
X → (X�n)tΣn

}c

O
.

Assume that we have a natural equivalence between σn−1 and the functor which
assigns to every coalgebra X simply the null map X → (X�n)tΣn . As usual, �n

here denotes the n-fold tensor product on O determined by the stable ∞-operad
τn−1O

⊗. This nullhomotopy defines a functor

coAlginddp (τn−1O
⊗) −→ Ind

{
X → (X�n)hΣn

}c

O

and we define the ∞-category of divided power coalgebras in τnO
⊗ by the following

pullback square of compactly generated ∞-categories:

coAlginddp (τnO
⊗) ��

��

Ind
{
X → (X⊗n)hΣn

}c

O

��
coAlginddp (τn−1O

⊗) �� Ind
{
X → (X�n)hΣn

}c

O
.

That this inductive construction makes sense is guaranteed by the following:

Proposition 6.1. The ∞-category coAlginddp (τnO
⊗) is n-excisive. Further-

more, the stable ∞-operad associated to it is canonically equivalent to τnO
⊗, mak-

ing coAlginddp (τnO
⊗) an n-stage for O⊗. The associated natural transformation σn

is canonically nullhomotopic in the sense described above. Finally, the following
functor is an equivalence:

Pn−1coAlginddp (τnO
⊗) −→ coAlginddp (τn−1O

⊗).

Proof. The∞-category coAlginddp (τnO
⊗) is a pullback of n-excisive∞-categories

and therefore n-excisive itself. To see that it is naturally an n-stage for O⊗, observe
that we may rephrase the above construction as follows. Consider the functor

γ : coAlginddp (τn−1O
⊗) −→ coAlgind(τn−1O

⊗)
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given by the formation of coalgebras. By Corollary 4.30 we may use the given
‘nullhomotopy’ of the functor σn−1 together with the functor

null : coAlginddp (τn−1O
⊗) −→ Ind

{
X → (X⊗n)tΣn

}c

O
: X 	−→

(
X

0−→ (X⊗n)tΣn
)

to lift γ to a functor

coAlginddp (τn−1O
⊗) −→ Pn−1coAlgind(τnO

⊗).

It is then straightforward to check, using Lemma 4.31, that coAlginddp (τnO
⊗) as

defined above fits in a pullback square

coAlginddp (τnO
⊗)

��

�� coAlgind(τnO
⊗)

��
coAlginddp (τn−1O

⊗) �� Pn−1coAlgind(τnO
⊗).

By the results of Section 5.2 this shows that coAlginddp (τnO
⊗) provides an n-stage for

O⊗. Applying the functor Pn−1 to this square also shows that Pn−1coAlginddp (τnO
⊗)

is equivalent to coAlginddp (τn−1O
⊗). The claim about σn follows from the fact that

the Goodwillie tower of the comonad on O associated to the adjunction

coAlgdp(τnO
⊗)

Σ∞
��
O

Ω∞
��

is canonically split, meaning each stage of the tower is simply the direct sum of its
homegeneous layers. Indeed, writing �n+1 for the (n+1)-fold tensor product on O

defined by τnO
⊗, we have the usual pullback square

Pn+1(Σ
∞Ω∞)(X) ��

��

(X�n+1)hΣn+1

��
Pn(Σ

∞Ω∞)(X) �� (X�n+1)tΣn+1 .

The splitting of Σ∞Ω∞ corresponds to a nullhomotopy of the map Pn(Σ
∞Ω∞)(X) →

(X�n+1)tΣn+1 , which in turn provides a nullhomotopy of σn. �

One can think of the ∞-categories coAlginddp (τnO
⊗) as providing a compatible

collection of basepoints for the spaces Gn(O
⊗). In particular, these spaces are non-

empty for every n. As before there is a variant of the above constructions ‘without
the ind’, which defines ∞-categories of n-truncated divided power coalgebras fitting
into pullback squares as follows:

coAlgdp(τnO
⊗) ��

��

{
X → (X⊗n)hΣn

}
O

��
coAlgdp(τn−1O

⊗) ��
{
X → (X�n)hΣn

}
O
.

Lemma 5.9 and Corollary 5.10 give the following:
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Corollary 6.2. An n-truncated divided power coalgebra X ∈ coAlgdp(τnO
⊗)

whose underlying object in O is compact is itself a compact object. Consequently,
the evident functor

coAlginddp (τnO
⊗) → coAlgdp(τnO

⊗)

defined by left Kan extension from compact objects is fully faithful.

For concreteness, consider the ∞-category Sp of spectra, although the following
discussion goes through for many closely related stable ∞-categories. Let O be a
nonunital operad in spectra whose unary term O(1) is the sphere spectrum S. We
write Alg(O) for the∞-category ofO-algebras. The following is by now well-known
and can be found in various places in the literature (e.g. [BM05] or Theorem 7.3.4.7
of [Lur14] for the first part and [FG12] for the second):

Proposition 6.3. There is an identification Sp(Alg(O)) � Sp. Furthermore,
the functor Σ∞

OΩ∞
O on Sp induced by the stabilization adjunction of Alg(O) is equiv-

alent to the functor

X 	→
∞∐

n=1

(
B(O)(n) ∧X∧n

)
Σn

,

where B(O) is the bar construction of O.

Remark 6.4. The stabilization functor Σ∞
O : Alg(O) → Sp can be identi-

fied with topological André-Quillen homology by a result of Basterra and Mandell
[BM05]. Loosely speaking, the result above says that for any O-algebra X the
spectrum TAQ(X) is canonically a (conilpotent) divided power coalgebra over the
cooperad B(O).

Recall from Remark 1.13 the dictionary between cooperads C in spectra (with
C(1) = S) and stable ∞-operads O⊗ whose underlying ∞-category O is Sp. Write
Sp⊗B(O) for the stable ∞-operad corresponding to B(O) under this dictionary. The

previous result can then interpreted as stating an equivalence of ∞-operads

Sp(Alg(O))⊗ −→ Sp⊗B(O).

Note that it follows from Proposition 6.3 that all Tate diagonals associated to the
∞-category Alg(O) are null. Thus we can immediately describe the n-excisive
approximations of Alg(O). Let us abbreviate coAlgdp(Sp

⊗
B(O)) by coAlgdp(B(O)).

As before, write τnO for the operad obtained from O by killing all operations with
more than n inputs.

Proposition 6.5. For each n there is an equivalence of ∞-categories

PnAlg(O) −→ coAlginddp (B(τnO)).

The interesting issue here is the convergence of the Goodwillie tower

Alg(O) −→ lim←−PnAlg(O).

The map of operads O → τnO induces a transfer adjunction

Alg(O) �� Alg(τnO).��

Here the right adjoint is the evident pullback functor. For an O-algebra X, write
X≤n for the O-algebra obtained by successively applying left and right adjoint of
this transfer. The following has been proved by Pereira [Per13b]:
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Proposition 6.6. The tower

X −→
(
· · · → X≤3 → X≤2 → X≤1

)
can be identified with the Goodwillie tower of the identity functor of Alg(O).

We call an algebra X complete if the map

X −→ lim←−
(
· · · → X≤3 → X≤2 → X≤1

)
is an equivalence, so that Alg(O)conv is precisely the ∞-category of complete O-
algebras. From Lemma 1.8 we then conclude the following:

Corollary 6.7. The functor

Alg(O)conv −→ lim←−
n

coAlgdp(B(τnO))

is fully faithful.

Remark 6.8. One can show that the transfer adjunction Alg(O) � Alg(τnO)
is a weak n-excisive approximation; indeed, this was already observed (with different
terminology) in [Per13b]. It might be tempting to conjecture that it is also a
strong n-excisive approximation, but this is false. The ∞-category Alg(τnO) does
generally not satisfy condition (b) of Corollary 2.18 and is thus not n-excisive.

Proposition 6.5 and Corollary 6.7 are closely related to a conjecture of Francis
and Gaitsgory [FG12]. This conjecture states that there should be an equivalence
between the ∞-category of pro-nilpotent O-algebras and conilpotent divided power
coalgebras over the cooperad B(O). Here an O-algebra is nilpotent if it is in the
essential image of the pullback functor

Alg(τnO) −→ Alg(O)

for some n and pro-nilpotent if it is a limit of nilpotent algebras. Equivalently, an
O-algebra is pro-nilpotent if it is a limit of trivial O-algebras, meaning algebras in
the essential image of the functor

Ω∞
O : Sp −→ Alg(O).

Dually, a divided power B(O)-coalgebra is conilpotent if it is a colimit of trivial
coalgebras. Now let us consider the special case where the operad O is truncated,
meaning O = τnO for large enough n. Then every O-algebra X is nilpotent and
we obtain a special case of the Francis-Gaitsgory conjecture by the following simple
consequence of Proposition 6.5. This result was observed independently by Lee
Cohn:

Proposition 6.9. If O is n-truncated, then composing the n-excisive approx-
imation Alg(O) → PnAlg(O) with the equivalence of Proposition 6.5 gives a fully
faithful functor

barO : Alg(O) → coAlgdp(B(O))

with essential image the full subcategory spanned by the conilpotent coalgebras.

Proof. The functor Alg(O) → PnAlg(O) is fully faithful, since the identity
functor of Alg(O) is n-excisive. To verify the claim about the essential image in
coAlgdp(B(O)), write

freeO : Sp −→ Alg(O) and trivB(O) : Sp −→ coAlgdp(B(O))
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for the functors assigning to a spectrumX the freeO-algebra and the trivial divided
power B(O)-coalgebra on X respectively. It is well-known (e.g. [FG12]) that
the composition barO ◦ freeO is equivalent to the functor trivB(O), so that the
essential image of barO contains all trivial coalgebras. Since Alg(O) is generated
under colimits by free algebras and barO preserves colimits, its essential image is
therefore generated under colimits by trivial coalgebras and thus by definition the
full subcategory of conilpotent coalgebras. �

6.2. Rational homotopy theory

Consider the symmetric monoidal ∞-category Sp⊗Q of rational spectra with the

smash product, obtained from Sp⊗ by localizing with respect to the Eilenberg-
MacLane spectrum HQ. Equivalently, this ∞-category can be thought of as the
homotopy theory of (unbounded) chain complexes over Q with their tensor product.
It is well-known (and straightforward to prove) that for any finite group G and
rational spectrum X with G-action, the Tate construction XtG is contractible.
Essentially, division by the order of the group provides an inverse to the norm map.
An immediate consequence is the following:

Corollary 6.10. For each n, the space Gn(Sp
⊗
Q ) is contractible.

Now consider the ∞-category S
≥2
Q of pointed, simply-connected rational spaces.

By rational here we mean spaces local with respect to rational homology or more
simply spaces whose homotopy groups are vector spaces over Q. To apply our
results we need the following:

Lemma 6.11. There is an equivalence of ∞-operads

Sp(S≥2
Q )⊗ −→ Sp⊗Q .

Proof. The essential fact is that the rationalization functor

LQ : S≥2 −→ S
≥2
Q

preserves colimits (this is formal) and finite limits (since Q-localization is exact).
Because the polynomial approximations of a functor are constructed using colimits
and finite limits, it follows that the Goodwillie tower of the identity functor on
S
≥2
Q is simply obtained by applying LQ to the Goodwillie tower of the identity on

S≥2. From here it is an exercise in unraveling the definitions to see that in the
commutative square

(S≥2
Q )× �� (S≥2)×

Sp⊗Q

Ω∞
Q

��

�� Sp⊗

��

the vertical arrow exhibits Sp⊗Q as the stabilization of the corepresentable ∞-operad

(S≥2
Q )×. (The vertical arrow on the right is the simply-connected cover of Ω∞;

taking such covers does not affect the stabilization of S∗.) �

We deduce from this lemma and Corollary 6.10 that PnS
≥2
Q is canonically equiv-

alent to any other n-stage for Sp⊗Q . By Proposition 5.14 we obtain the following:
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Corollary 6.12. The functor S
≥2
Q → coAlgind(SpQ) induced by Σ∞

Q : S≥2
Q →

SpQ gives an equivalence of Goodwillie towers, so in particular a collection of equiv-
alences

PnS
≥2
Q −→ coAlgind(τnSp

⊗
Q ).

To get a sharper result we have to deal with convergence. First of all, it is well-
known [AK98,Goo03] that the Goodwillie tower of the identity on S∗ converges
on simply-connected (and even nilpotent) spaces. In general LQ need not preserve
inverse limits, but for simply-connected X it does preserve the limit lim←−Pnid(X).

Indeed, the spectrum ∂nid is (1−n)-connective, whereas (Σ∞X)∧n is 2n-connective,
so that the homogeneous layer Dnid(X) is (n + 1)-connective. Hence for fixed n
the map

X → Pnid(X)

induces an isomorphism on πk for k ≤ n, which is then also true on rational
homotopy groups. It follows that the functor

C∗ : S≥2
Q −→ lim←−

n

coAlgind(τnSpQ)

is fully faithful. Moreover, since C∗ admits a right adjoint, it embeds S
≥2
Q as a

coreflective subcategory. To prove Theorem 1.28 we simply identify this subcategory
in different ways. Note that it is generated under colimits by the image of the
rational two-sphere LQS

2.
Let us say that a coalgebra X ∈ coAlg(Sp⊗Q ) is simply-connected if its underly-

ing spectrum is simply-connected and write coAlg(Sp⊗Q )
≥2 for the full subcategory

spanned by such. Similarly define simply-connected ind-coalgebras and truncated
coalgebras. To get one half of Theorem 1.28 we prove the following:

Proposition 6.13. The evident functor

S
≥2
Q → coAlg(Sp⊗Q )

≥2

is an equivalence of ∞-categories.

Proof. We will abuse notation and denote the functor of the proposition by
C∗ for the length of this proof (although we will show the abuse is rather mild).
Recall (as in Corollaries 5.10 and 6.2) that for every n the functor

coAlgind(τnSpQ) → coAlg(τnSpQ)

is fully faithful. Hence the composite

S
≥2
Q → lim←−

n

coAlgind(τnSpQ)
≥2 → lim←−

n

coAlg(τnSpQ)
≥2

is fully faithful as well. But by Lemma C.30 the limit on the right is equivalent to
coAlg(τnSpQ)

≥2 itself. We conclude that the functor C∗ of the proposition is fully
faithful. To conclude that C∗ is an equivalence of ∞-categories it remains to show
that it is essentially surjective. For this it suffices to check that C∗(LQS

2), which is
the trivial coalgebra on a class in degree 2, generates the ∞-category coAlg(SpQ)

≤2

under colimits. This is rather standard; we leave the details to the interested
reader. Essentially, one builds a ‘cellular approximation’ (much as with spaces) to
any coalgebra by using C∗(LQS

2) and its suspensions as the cells. Alternatively, one
can use a much simplified version of the connectivity arguments we use in Section
6.4. �
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We now turn to the other half of Theorem 1.28, which involves Lie algebras.
Write LQ for the shifted Lie operad in SpQ, defined in terms of the usual Lie operad

LieQ in rational vector spaces by LQ(k) = Σ1−kLieQ(k), or rather

LQ(k) = ΣLieQ(k)⊗ (S−1
Q )⊗k

to make more explicit the action of the symmetric group Σk permuting the (-
1)-spheres. It is well-known [GJ,GK94] that the bar construction of LQ is the
commutative cooperad. It can be described by Com(k) = Q for all k, with its
evident cooperad structure. Under the dictionary of Remark 1.13 this cooperad
corresponds to the stable ∞-operad Sp⊗Q . Notice that shifting up in degree provides

an equivalence of ∞-categories Alg(LQ) � Alg(LieQ) and we simply write LieQ
for the latter. Furthermore, write Lie≥1

Q for the full subcategory spanned by the
connected Lie algebras. Recall that the Goodwillie tower of the identity on LieQ
converges precisely on complete Lie algebras; for evident degree reasons, this in
particular includes the connected Lie algebras. The remaining half of Theorem
1.28 follows from:

Proposition 6.14. The functor

Lie≥1
Q −→ lim←−

n

coAlgind(τnSp
⊗
Q )

is a fully faithful embedding of a coreflective subcategory. Furthermore, its image

coincides with that of S≥2
Q embedded via C∗.

Proof. The first statement is a corollary of the discussion about convergence
above. To characterize the image, we should show that it is generated under col-
imits by C∗(LQS

2). This coalgebra is completely characterized by the fact that

its homotopy is Q in degree 2 and trivial in all others. The ∞-category Lie≥1
Q is

generated by L[x1], the free differential graded Lie algebra on a single generator in
degree 1. (Since this is a graded Lie algebra, it is not trivial but has a non-zero ele-

ment [x1, x1] in degree 2.) Recall that the infinite suspension functor Lie≥1
Q → SpQ

can be identified with André-Quillen homology, which in this particular case is the
usual Chevalley-Eilenberg homology of (dg) Lie algebras. The Chevalley-Eilenberg
complex of L[x1] is the free graded commutative coalgebra on generators y2 and y3
in degrees 2 and 3 respectively, with differential determined by d(y2)

2 = y3. The
homology of this complex is Q concentrated in degree 2. In particular, Σ∞L[x1] is
equivalent to the object C∗(LQS

2) described above. �

6.3. Spaces with homotopy groups in a finite range

The aim of this section is to prove Theorem 0.4. For the rest of this section,

fix a prime p and an integer n ≥ 2. Write S
[n,p(n−1)]
∗ for the ∞-category of pointed

spaces X such that πiX = 0 if i is not contained in the interval [n, p(n − 1)].
Throughout this section we will assume that this ∞-category is localized so that
(p − 1)! has been inverted, without explicitly indicating this in the notation. Our
statements will remain true if one instead localizes at the prime p. We write L for
Ching’s operad in spectra, whose terms are given by the derivatives of the identity
functor on S∗.

For k < p, the order of the symmetric group Σk divides (p− 1)!. In particular,
its Tate cohomology will vanish in the ∞-category of spectra with (p− 1)! inverted
and Corollary 1.26 gives the following:
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Corollary 6.15. After inverting (p− 1)!, there is a canonical equivalence of
∞-categories

Pp−1S∗ −→ coAlgind(τp−1Sp
⊗).

Since the bar construction B(L) is precisely the cocommutative cooperad in
spectra [Chi12], Proposition 6.5 implies:

Corollary 6.16. After inverting (p− 1)!, there is a fully faithful left adjoint
functor

barτp−1L : Alg(τp−1L) −→ coAlgind(τp−1Sp
⊗).

As before, τp−1L denotes the truncation of the operad L which kills all op-
erations in degrees p and higher. Also, we have used the fact that the functor
coAlginddp (τp−1Sp

⊗) → coAlgind(τp−1Sp
⊗) is an equivalence, again by the vanishing

of Tate cohomology of Σk for k < p.

Lemma 6.17. Write S
≥n
∗ for the full subcategory of S∗ spanned by the n-

connective spaces. The essential image of the composition

S≥n
∗

Σ∞
p−1−−−→ Pp−1S∗ −→ coAlgind(τp−1Sp

⊗)

is contained in the essential image of the functor barτp−1L.

Proof. All functors in the statement of the lemma preserve colimits. Since
S
≥n
∗ is generated under colimits by the n-sphere Sn, it suffices to check that the

coalgebra Σ∞Sn is in the essential image of barτp−1L. We claim that Σ∞Sn is a
trivial coalgebra, i.e. is in the essential image of the functor (see Section 4.3)

triv : Sp −→ coAlgind(τp−1Sp
⊗).

Granted this claim, the lemma follows from the fact that the composition of barτp−1L

with the free algebra functor

freeτp−1L : Sp −→ Alg(τp−1L)

is equivalent to the functor triv above.
We verify our claim inductively. Assume that we have proved that Σ∞Sn is a

trivial coalgebra in coAlgind(τkSp
⊗) for some k < p − 1, the case of k = 1 being

trivial. Lemma 4.23 (and the vanishing of the relevant Tate constructions) implies
that lifting Σ∞Sn from a coalgebra in τkSp

⊗ to a coalgebra in τk+1Sp
⊗ is equivalent

to specifying a lift as follows: (
(Σ∞Sn)⊗k+1

)
hΣk+1

��
Σ∞Sn

0
��

�������� (
(Σ∞Sn)�k+1

)
hΣk+1

Here �k+1 is now the (k+1)-fold tensor product defined by τkSp
⊗. We claim that

the fiber F of the vertical map has connectivity greater than n; in particular, any
map Σ∞Sn → F is null. It follows that the lift of Σ∞Sn to τk+1Sp

⊗ is uniquely
determined and is the trivial one. This establishes the inductive step. It remains
to establish the connectivity of F . First, the largest possible dimension of a non-
degenerate simplex in the simplicial set NPartk(k+1) is k−2. By Proposition 4.10,
it follows that the connectivity of (Σ∞Sn)�k+1 is at least n(k+1)−(k−2) > n+2.
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Also, the connectivity of (Σ∞Sn)⊗k+1 is of course n(k+1), in particular it is greater
than or equal to n+ 2. The claim about F follows from these two estimates. �

Lemma 6.17 guarantees that the functor S
≥n
∗ → coAlgind(τp−1Sp

⊗) factors
through a functor

L : S≥n
∗ −→ Alg(τp−1L)

which is uniquely determined up to equivalence. Moreover, it follows from our
proof that for m ≥ n, the algebra L(Sm) is the free τp−1L-algebra on the spectrum
Σ∞Sm.

By construction, L admits a right adjoint R and the unit id → RL is equiv-
alent to the unit of the adjoint pair (Σ∞

p−1,Ω
∞
p−1), which in turn is the natural

transformation id → Pp−1id. For any pointed space X ∈ S
≥n
∗ , the map

X −→ Pp−1id(X)

induces an isomorphism on homotopy groups in dimensions up to p(n−1). Indeed,
this is a consequence of the following two facts. First, the map

X −→ lim←−
k

Pkid(X)

is an equivalence (remember that under our assumptions X is simply-connected).
Second, the fiber Dkid(X) of the map Pkid(X) → Pk−1id(X) can be described as
follows:

Dkid(X) � Ω∞(
(∂kid⊗X⊗k)Σk

)
.

The spectrum ∂kid is (1 − k)-connective (in fact, it is equivalent to a wedge of
(1 − k)-dimensional spheres), so that the homotopy groups of Dkid(X) vanish up
to dimension k(n− 1).

Write Alg(τp−1L)
[n,p(n−1)] for the full subcategory of Alg(τp−1L) spanned by

the algebras whose underlying spectrum has nontrivial homotopy groups only in

the range [n, p(n− 1)] and similarly define a full subcategory S
[n,p(n−1)]
∗ of S∗. The

main step in proving Theorem 0.4 is the following:

Proposition 6.18. The functor R restricts to an equivalence of ∞-categories

R : Alg(τp−1L)
[n,p(n−1)] −→ S

[n,p(n−1)]
∗ .

Proof. Let X ∈ Alg(τp−1L)
[n,p(n−1)]. Let us first verify that the homotopy

groups of the space RX are indeed in the range [n, p(n−1)]. For m ≥ n, the space of
maps MapS∗(S

m,RX) is equivalent to the space of maps between freeτp−1L(Σ
∞Sm)

and X, by adjunction and the identification of L(Sm) made earlier. This latter
space is equivalent to MapSp(Σ

∞Sm, UX), where UX denotes the underlying spec-
trum of the algebra X. This identification shows that the homotopy groups of RX
and UX coincide.

Now write

tp(n−1) : S
≥n
∗ −→ S

[n,p(n−1)]
∗ and Tp(n−1) : Sp

≥n −→ Sp[n,p(n−1)]

for the functors taking the Postnikov sections killing all homotopy groups in di-
mensions higher that p(n− 1). These are left adjoint to the inclusions

S
[n,p(n−1)]
∗ −→ S≥n

∗ and Sp[n,p(n−1)] −→ Sp≥n
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respectively. Note that Tp(n−1) is a monoidal functor, so that it induces a corre-
sponding left adjoint

Tp(n−1) : Alg(τp−1L)
≥n −→ Alg(τp−1L)

[n,p(n−1)].

The left adjoint of the functor

R : Alg(τp−1L)
[n,p(n−1)] −→ S

[n,p(n−1)]
∗

is the composition Tp(n−1) ◦L. That this adjoint pair is an equivalence now follows
from the facts (to be proved below) that (1) R detects equivalences and (2) the unit
id → RTp(n−1)L is an equivalence. Indeed, to verify that the counit Tp(n−1)LR → id
is an equivalence as well, it suffices (by (1)) to check this after applying R to both
sides, when it fits into a commutative triangle

RTp(n−1)LR

����
���

���
��

R

������������
R.

The left slanted arrow is an equivalence by (2), so that the right slanted arrow is
an equivalence by two-out-of-three.

It remains to prove (1) and (2). The first is clear from our earlier identification
of the homotopy groups of RX with the homotopy groups of the underlying spec-
trum of X. For (2), note that the natural transformation RL → RTp(n−1)L factors
through a natural transformation tp(n−1)RL → RTp(n−1)L, which is an equivalence
because it induces isomorphisms on homotopy groups. The natural transformation

id −→ tp(n−1)RL

is an equivalence as well; indeed, we already analyzed the connectivity of the map
X → RLX before Proposition 6.18 and concluded it induces isomorphisms on
homotopy groups in dimensions up to p(n− 1). �

Proof of Theorem 0.4. The morphism of operads L → τp−1L induces an
adjunction on ∞-categories of algebras:

Alg(L)[n,p(n−1)] �� Alg(τp−1L)
[n,p(n−1)].��

All that remains to check is that this adjunction is an equivalence. This follows
easily from the observation that for X an n-connective spectrum, the term (∂kid⊗
X⊗k)hΣk

has vanishing homotopy groups up to dimension k(n− 1). In particular,
for k ≥ p, the spectrum

Tp(n−1)(∂kid⊗X⊗k)hΣk

is contractible. �

6.4. Spaces and Tate coalgebras

The aim of this section is to prove Theorem 0.3 from the introduction, which
gives a description of the homotopy theory of pointed spaces in terms of Tate coal-
gebras. The interested reader should compare these results to some of the questions
on the moduli of suspension spectra raised by Klein in [Kle05] (in particular Section
9 there); also, our results allow a proof of Conjecture B of [KP14] by implementing
the plan sketched in Section 5 of that paper.
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We gave an informal description of the n-excisive ∞-categories PnS∗ in Chapter
3, using coalgebras with Tate diagonals. A precise construction was given in Chap-
ter 5. Let us take a moment to unravel this construction and make the connection
with our more informal description. Proposition 5.12 shows that for every n there
is a pullback square of compactly generated ∞-categories

PnS∗ ��

��

coAlgind(τnSp
⊗)

��
Pn−1S∗ �� Pn−1coAlgind(τnSp

⊗).

Here the upper right-hand corner is the ∞-category of ind-coalgebras in the ∞-
operad τnSp

⊗; in more elementary terms such an ind-coalgebra is an ind-object in
the ∞-category of finite spectra X equipped with comultiplication maps

δk : X → (X⊗k)hΣk

for k ≤ n, together with a coherent system of homotopies relating them. Indeed,
this description is precisely the content of Lemma 4.23. The objects of the lower
right-hand corner can be loosely described as (n− 1)-truncated ind-coalgebras (i.e.
X only having δk for k ≤ n− 1), equipped with a further map

X → (X⊗n)tΣn

compatible with those δk’s (or with δ<n, in the notation of Chapter 3). To give a
more precise statement, observe that Lemma 4.31 allows one to replace the pullback
square above by the following more elementary one:

PnS∗ ��

��

Ind
{
X → (X⊗n

)hΣn
}c

Sp

��
Pn−1S∗ �� Ind

{
X → (X�n

)hΣn ×(X�n )tΣn (X⊗n

)tΣn
}c

Sp
.

In words, the bottom horizontal map assigns to a compact object of Pn−1S∗ its
suspension spectrum X together with the map

(δ<n, τn) : X → (X�n

)hΣn ×(X�n )tΣn (X⊗n

)tΣn .

The first factor encodes the comultiplicative structure map δ<n, the second factor
the Tate diagonal τn. Recall that τn is uniquely determined up to equivalence by
the fact that on objects of Pn−1S∗ of the form Σ∞

n−1Y its value is given by the
composition

Σ∞Y
δn−→ (Σ∞Y ⊗ · · · ⊗ Σ∞Y )hΣn → (Σ∞Y ⊗ · · · ⊗ Σ∞Y )tΣn .

The pullback square above articulates that to lift such an object of Pn−1S∗ to an
object of PnS∗, one should provide a comultiplication map

δn : X → (X⊗n

)hΣn

which is compatible with δ<n and τn. The interested reader should compare this
with the discussion of Chapter 3, in particular Examples 3.1 and 3.2. To summarize,
induction on n shows that a compact object of PnS∗ is described by comultiplication
maps δk for k ≤ n, homotopies expressing the compatibilities between them, as well
as homotopies expressing their compatibilities with the Tate diagonals τk for k ≤ n.
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This describes all of PnS∗, since a general object is precisely an ind-object in the
subcategory of compact objects.

We will write

coAlgindTate(τnSp
⊗) := PnS∗

for the ∞-category of n-truncated Tate ind-coalgebras. The notation is slightly
abusive; this ∞-category depends not only on the stable ∞-operad τnSp

⊗, but also
on the Tate diagonals τn arising from the ∞-category S∗. Note that the pullback
squares above allow one to give an inductive description of the ∞-categories of
n-truncated Tate ind-coalgebras (starting from coAlgindTate(τ1Sp

⊗) = Sp) which only
uses the ∞-operad Sp⊗ and the Tate diagonals as input.

As at the end of Section 5.2 there is a variant of this construction ‘without
the ind’, giving ∞-categories of n-truncated Tate coalgebras defined inductively by
pullback squares

coAlgTate(τnSp
⊗) ��

��

coAlg(τnSp
⊗)

��
coAlgTate(τn−1Sp

⊗) �� Pn−1coAlg(τnSp
⊗),

again starting the induction at

coAlgTate(τ1Sp
⊗) = Sp.

Corollary 5.10 gives fully faithful functors

coAlgindTate(τnSp
⊗) → coAlgTate(τnSp

⊗).

Definition 6.19. The ∞-category of Tate coalgebras in spectra is

coAlgTate(Sp
⊗) := lim←−

n

coAlgTate(τnSp
⊗).

Observe that the result of Lemma C.30 supplies a functor

coAlgTate(Sp
⊗) → coAlg(Sp⊗)

which simply ‘forgets the Tate diagonals’ but retains the underlying coalgebra. It is
precisely the extra data supplied by the Tate diagonals that is needed to upgrade a
coalgebra in spectra to a coalgebra arising as a suspension spectrum. More precisely,
Theorem 0.3 states that the comparison functor on simply-connected pointed spaces
(which results from taking the limit of the Goodwillie tower of S∗)

Γ : S≥2
∗ → coAlgTate(Sp

⊗)≥2

is an equivalence of ∞-categories. We will prove this result below. The main point
of the proof is the following. The functor above induces a natural map of comonads
on the ∞-category Sp≥2 of simply-connected spectra as follows:

γ : Σ∞Ω∞ → cofreeTate.

Here cofreeTate denotes the comonad induced by the forgetful-cofree adjunction
on Sp≥2 arising from the ∞-category coAlgTate(Sp

⊗)≥2. We will prove that γ is

an equivalence. If we knew that both S
≥2
∗ and coAlgTate(Sp

⊗)≥2 were comonadic

over spectra, this would immediately finish the proof. For S
≥2
∗ this is rather well-

known and corresponds essentially to the convergence of the Bousfield-Kan spectral
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sequence on simply-connected spaces. For the ∞-category of Tate coalgebras this
is not immediately clear; we will provide a proof below.

First we establish some preliminary lemmas, which refine several statements in
the proof of Proposition 5.8 by exploiting connectivity estimates. To fix notation,
write

Un : coAlgTate(τnSp
⊗)≥2 → Sp≥2

for the forgetful functor and cofreeTaten for the comonad on Sp≥2 arising by com-
posing Un with its right adjoint. The composition of left adjoints

S≥2
∗

Σ∞
n−−→ coAlgindTate(τnSp

⊗)≥2 → coAlgTate(τnSp
⊗)≥2

induces (via the counits of the corresponding adjoint pairs) a natural transformation

γn : Σ∞Ω∞ → cofreeTaten .

Lemma 6.20. The natural transformation

Pn(γn) : Pn(Σ
∞Ω∞) → Pn(cofree

Tate
n )

is an equivalence.

Proof. If we were dealing with the cofree n-truncated Tate ind -coalgebra this
would follow directly from our earlier results. Indeed, that cofree coalgebra functor
arises from the adjunction

PnS∗
Σ∞

n,1 �� Sp
Ω∞

n,1

��

and the equivalence Pn(Σ
∞
n Ω∞

n ) � idPnS∗ would imply the result. For the case
at hand (where the only difference is the absence of the ind), a straightforward
modification of the technique used in the proof of Proposition 5.8 gives the desired
result. �

Lemma 6.21. The Goodwillie tower of cofreeTaten converges on simply-connected

spectra. More precisely, for X ∈ Sp≥2 the natural map

cofreeTaten (X) → lim←−
m

Pm(cofreeTaten )(X)

is an equivalence (and in fact the connectivity of the map to the mth stage of the
limit grows linearly with m).

Proof. We prove this by induction on n, the case n = 1 being clear be-
cause cofreeTate1 = idSp. For n > 1, observe that the defining pullback square of

coAlgTate(τnSp
⊗) gives a pullback square of functors

cofreeTaten

��

�� cofreen

��
cofreeTaten−1

�� cofreetn.

Here (like in the proof of Proposition 5.8) the functors cofreen and cofreetn are the
comonads on Sp corresponding to the ∞-categories

coAlg(τnSp
⊗) and Pn−1coAlg(τnSp

⊗)

Licensed to Univ of Rochester.  Prepared on Wed Jun  5 18:17:36 EDT 2024for download from IP 128.151.13.240.



6.4. SPACES AND TATE COALGEBRAS 67

respectively. For the length of this proof write Fn for the fiber of the natural
transformation cofreeTaten → cofreeTaten−1 . Since Pm preserves fiber sequences, there
is a corresponding fiber sequence

lim←−
m

PmFn → lim←−
m

Pm(cofreeTaten ) → lim←−
m

Pm(cofreeTaten−1).

By the inductive hypothesis on cofreeTaten−1 it thus suffices to show that the Goodwillie
tower of Fn converges on simply-connected spectra.

Note that Fn is equivalent to the fiber of the natural transformation cofreen →
cofreetn. Corollary 4.32 (or rather its variant without the ind) gives a pullback
square

cofreedp=n

��

�� cofreen

��
idSp �� cofreetn,

where cofreedp=n is the comonad associated to the ∞-category{
X → fib(X⊗n → X�n)hΣn

}
Sp

of coalgebras for the functor indicated. Thus there is a fiber sequence

Fn → cofreedp=n → idSp

and it suffices to show that the Goodwillie tower of cofreedp=n converges on simply-
connected spectra.

We will use the abbreviated notations

fn(X) = fib(X⊗n → X�n)hΣn

for the rest of this proof. (Note that Proposition C.24 states fn(X) = ΣDnidS∗(X),
although we will not use this.) Observe that if X is k-connective, then X⊗n is
kn-connective, whereas X�n is (kn − n)-connective (in fact one can add a small
constant, which will not concern us). Consequently fn(X) is n(k − 1)-connective.

If we take k ≥ 2 (i.e. X simply-connected) then cofreedp=n(X) can be described
explicitly. Indeed, consider the functor

ϕn : Sp → Sp : Y 	→ X ⊕ fn(Y ).

We will use the obvious map π : ϕn(X) → X projecting onto the first summand.
Form the inverse limit

Φn(X) := lim←−(· · · ϕ2
n(π)−−−−→ ϕ2

n(X)
ϕn(π)−−−−→ ϕn(X)

π−→ X).

Observe that the connectivity of the maps in this inverse system increases rather
rapidly. To be precise, the map ϕn(X) → X is n(k− 1)-connected by our estimate
on the connectivity of fn(X) above. By induction, assume that the map

ϕj
n(X)

ϕj−1(π)−−−−−→ ϕj−1
n (X)

is nj(k − 1)-connected. Then

X ⊕ fn(ϕ
j
n(X)) = ϕj+1

n (X)
ϕj

n(π)−−−−→ ϕj
n(X) = X ⊕ fn(ϕ

j−1
n (X))
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is nj+1(k − 1)-connected, since fn essentially multiplies the connectivity of a map
by n. These connectivity estimates also imply that fn commutes with the inverse
limit defining Φn(X), so that the map

ϕnΦn(X) → Φn(ϕn(X))

is an equivalence. This fact implies that the map Φn(X) → X onto the first term of
the limit diagram above exhibits Φn(X) as the cofree fn-coalgebra on X. Indeed,
to make Φn(X) a coalgebra take the map

Φn(X) � ϕnΦn(X) = X ⊕ fn(Φn(X)) → fn(Φn(X))

where the first equivalence is the inverse of the ‘shift map’ which applies ϕ to every

term of the limit. To see that it is cofree, consider a coalgebra Y
t−→ fn(Y ) and a

map of coalgebras Y
α−→ Φn(X). The underlying map of spectra is determined by

a system of compatible maps

αj : Y → ϕj
nX

and homotopies between π◦αj and αj−1. That α is a map of coalgebras is expressed
by homotopies between αj and fn(αj−1) ◦ t, as one sees by inspecting the square

Y
α ��

t

��

Φn(X)

��
fn(Y )

fn(α)
�� fn(Φn(X)).

By induction it is clear that α is completely determined by α0 : Y → X, and
conversely any such α0 defines a map of coalgebras α. This observation is easily
made precise to show that the forgetful map

MapcoAlgfn
(Y,Φn(X)) → MapSp(Y,X)

is an equivalence.
Finally we are ready to conclude the proof that cofreedp=n has convergent Good-

willie tower for X ∈ Sp≥2. Indeed, we observed that the map

cofreedp=n(X) � Φn(X) → ϕj
n(X)

is nj+1(k − 1)-connected, from which it follows straightforwardly that

Pnj (cofreedp=n)(X) → ϕj
n(X)

is an equivalence. Indeed, the connectivity of the error term grows so quickly with
the connectivity of X that its first nj derivatives must vanish and ϕj

n itself is an
nj-excisive functor. Taking the limit over j shows that

cofreedp=n(X) = lim←−
j

ϕj
n(X) � lim←−

j

Pnj (cofreedp=n)(X)

as desired. �

Lemma 6.22. Let X be a simply-connected spectrum. Then the natural trans-
formation

γ : Σ∞Ω∞X → cofreeTateX

is an equivalence.
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Proof. Consider the commutative diagram

Σ∞Ω∞X

��

γ �� cofreeTateX

��
lim←−n

Pn(Σ
∞Ω∞)X �� lim←−n

Pn(cofree
Tate
n )X.

The left vertical map is well-known to be an equivalence for connected X (see for
example Corollary 1.3 of [AK02] for an explicit statement) and the lower horizontal
map is an equivalence by Lemma 6.20. The vertical map on the right may be
factored as

cofreeTateX → lim←−
n

cofreeTaten X

→ lim←−
n

lim←−
m

Pm(cofreeTaten )X

� lim←−
n

Pn(cofree
Tate
n )X.

The first map is an equivalence by the definition of the ∞-category of Tate coal-
gebras as a limit of ∞-categories of n-truncated Tate coalgebras; the second is an
equivalence by Lemma 6.21. It follows that the remaining map γ in the square is
also an equivalence. �

Proof of Theorem 0.3. As mentioned before we will exploit Lurie’s version
of the Barr-Beck monadicity theorem (Theorem 4.7.3.5 of [Lur14]). First of all,

let us recall the well-known observation that S
≥2
∗ is comonadic over Sp≥2 via the

adjoint pair (Σ∞,Ω∞). In other words, the functor Σ∞ induces an equivalence of

∞-categories between S
≥2
∗ and the ∞-category of coalgebras (sometimes also called

comodules) for the comonad Σ∞Ω∞. According to the Barr-Beck theorem, to prove
this it suffices to check the following things:

(1) The functor Σ∞ is conservative, i.e. a map f of simply-connected pointed
spaces is an equivalence if and only if Σ∞f is an equivalence.

(2) If X−1 → X• is a coaugmented cosimplicial object which is Σ∞-split
(i.e. whose image under Σ∞ admits contracting codegeneracies), then the
induced map

X−1 → Tot(X•)

is an equivalence.

Item (1) is completely classical; if Σ∞f is an equivalence, then f is a homology
equivalence of simply-connected spaces and hence an actual equivalence, by the
theorems of Whitehead and Hurewicz. For (2) we use that for a simply-connected
pointed space X, the ‘Ω∞Σ∞-resolution’

X �� Ω∞Σ∞(X) ���� Ω∞Σ∞Ω∞Σ∞(X)
�������� · · ·����

gives an equivalence

X � Tot
(
(Ω∞Σ∞)•+1X

)
.

In fact this works for any nilpotent space (see [AK98] for a discussion of this).

Now if X−1 → X• is a general Σ∞-split cosimplicial object of S≥2
∗ one considers
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the square

X−1 ��

��

Tot
(
X•)
��

Tot
(
(Ω∞Σ∞)•+1X−1

)
�� Tot

(
(Ω∞Σ∞)•+1X•).

The vertical maps are equivalences because the Ω∞Σ∞-resolution converges (as just
discussed), whereas the bottom horizontal arrow is an equivalence by the assump-
tion that X• is Σ∞-split. Therefore the top horizontal arrow is an equivalence as
well, finishing the proof of comonadicity for the pair (Σ∞,Ω∞).

Lemma 6.22 states that the map of comonads Σ∞Ω∞ → cofreeTate is an equiv-
alence. Thus, to prove that the comparison functor Γ is an equivalence it suffices
to show that the adjoint pair

coAlgTate(Sp
⊗)≥2

U �� Sp≥2,
R

��

with U the forgetful functor and R its right adjoint, exhibits the ∞-category of
simply-connected Tate coalgebras as comonadic over Sp≥2. Note that with this no-
tation we have UR = cofreeTate. Again we check (1) and (2) as above. The fact that
U is conservative is immediate from our definitions. We should therefore show that
U -split coaugmented cosimplicial objects are limit diagrams in coAlgTate(Sp

⊗)≥2.
By the same argument as above, it suffices to show that for a simply-connected
Tate coalgebra X the canonical resolution

X �� RU(X) �� �� RURU(X)
�� ������ · · ·�� ��

gives an equivalence

X � Tot
(
(RU)•+1X

)
.

Write

coAlgTate(Sp
⊗)≥2

Tn �� coAlgTate(τnSp
⊗)≥2

Rn

��

for the evident adjunction, where Tn is the forgetful functor and Rn its right adjoint.
Note that T1 is the forgetful functor U and R1 = R. We will use the functors Tn and
Rn to describe the ‘Goodwillie tower’ of the identity functor on coAlgTate(Sp

⊗)≥2;
we will write idcoAlg for this functor. Note that as of yet it is not clear that the
latter ∞-category is a suitable context for Goodwillie calculus (although this will
follow from the theorem), but still there is a reasonable candidate for the Goodwillie
tower of the identity, namely the inverse system

idcoAlg → · · · → RnTn → Rn−1Tn−1 → · · · → R1T1.

Indeed, since the identity functor of coAlgTate(τnSp
⊗) is n-excisive, it follows for-

mally that RnTn is an n-excisive functor. More precisely, the pullback square
defining coAlgTate(τnSp

⊗) shows that there is a fiber sequence

R∂nidS∗(UX, . . . , UX)hΣn
→ RnTn(X) → Rn−1Tn−1(X)

(compare the proof of Lemma 5.9 and Remark 5.11) which is analogous to the fiber
sequence

DnidS∗ → PnidS∗ → Pn−1idS∗ .
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We will write Dn for the functor which assigns to a spectrum E the spectrum
∂nidS∗(E, . . . , E)hΣn

, so that the fiber above may be abbreviated as R ◦ Dn ◦ U .
Also, note that the definition of the ∞-category of Tate coalgebras as the limit of
∞-categories of n-truncated Tate coalgebras implies that

idcoAlg → lim←−
n

RnTn

is an equivalence (this is a kind of unconditional convergence of the Goodwillie tower
for Tate coalgebras). Moreover, since the connectivity of the fibers R ◦Dn ◦ U(X)
is n(k−1) (up to a small constant), with k the connectivity of X, one easily checks
that indeed Pn(idcoAlg) = RnTn.

The unit idcoAlg → RU factors over RnTn → RU ; in fact, the entire RU -
resolution of the identity functor factors over

RnTn
�� RU �� �� RURU

�� ������ · · · .�� ��

We will prove that the resulting map

rn : RnTn → Tot
(
Pn(R(UR)•)U)

)
is an equivalence using a modification of the argument used in the proof of Propo-
sition B.4, which is due to Arone and Ching. We use a finite induction along the
tower

RnTn → Rn−1Tn−1 → · · · → R1T1,

in which the fiber of RkTk → Rk−1Tk−1 is RDkU . Observe that the cosimplicial
object

Pn

(
RDkUR(UR)•U

)
admits contracting codegeneracies induced by the counit UR → idSp≥2 , so that

Pn(RDkU) � Tot
(
Pn(RDkUR(UR)•U)

)
.

Now consider the diagram

Pn(RDkU) ��

��

Tot
(
Pn(RDkUR(UR)•U)

)
��

Pn(RkTk) ��

��

Tot
(
Pn(RkTkR(UR)•U)

)
��

Pn(Rk−1Tk−1) �� Tot
(
Pn(Rk−1Tk−1R(UR)•U)

)
.

Since Pn commutes with fiber sequences and totalizations preserve limit diagrams,
both columns are fiber sequences. By induction we may assume that the bottom
horizontal arrow is an equivalence, the base of the induction being the homogeneous
case k = 1 covered above; the homogeneous case also shows that the top horizontal
map is an equivalence. Therefore the middle horizontal arrow is an equivalence.
Setting k = n and using that RnTn is n-excisive, we conclude that we have the
following equivalences, where the second step uses that Pn(idcoAlg) = RnTn and
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the third uses that R preserves limits and U preserves colimits:

RnTn � Tot
(
Pn(RnTnR(UR)•U)

)
� Tot

(
Pn(R(UR)•U)

)
� Tot

(
RPn((UR)•)U

)
.

To finish the proof, observe that

idcoAlg � lim←−
n

RnTn

� lim←−
n

Tot
(
RPn((UR)•)U

)
� Tot

(
R(UR)•U

)
.

The last equivalence follows from Lemma 6.21, which shows that the connectivity
of the map UR → Pn(UR) grows linearly with n (and hence the same is true with
(UR)• in place of UR). �

6.5. Further remarks on the Goodwillie tower of the homotopy theory
of spaces

In this section we make some further observations on the Goodwillie tower
of the ∞-category of pointed spaces S∗. The stable ∞-operad of interest here is
Sp⊗, the symmetric monoidal ∞-category of spectra with the smash product. The
derivatives of the identity functor are given by the Spanier-Whitehead duals of the
partition complexes, which we will recall below. Throughout this section we will use
∂nid to simply denote the coefficient spectrum of the nth derivative of the identity,
rather than the corresponding multilinear functor of n variables on spectra. The
main result of this section is the following:

Proposition 6.23. The fiber of the map Gn(Sp
⊗) → Gn−1(Sp

⊗) over Pn−1S∗
is equivalent to Ω∞−1

(
(∂nid)

tΣn
)
.

Example 6.24. The spectrum ∂2id is S−1 with trivial Σ2-action. In this case,
using that G1(O

⊗) is contractible, the previous proposition identifies the space
G2(Sp

⊗) with Ω∞StΣ2 . This is in fact the zeroth space of the 2-completed sphere
spectrum.

Let us illustrate the proof of this result for n = 2; the higher cases (which
mostly differ in notation only) are covered by Lemmas 6.26 and 6.27 below. The
space G2(Sp

⊗) is equivalent to the space of natural transformations Σ∞ → ΘSp,
where

ΘSp(X) = (Σ∞X ∧ Σ∞X)tΣ2 .

We claim that evaluation at S0 determines an equivalence

Nat(Σ∞,ΘSp) −→ Map(S, (S ∧ S)tΣ2) � Ω∞StΣ2 .

Write θ for the functor from spectra to spectra which assigns (Y ∧ Y )tΣ2 to Y , so
that ΘSp = θ ◦ Σ∞. Then θ is an exact functor by Lemma 4.29. Furthermore, by
Lemma 1.5, precomposition with Σ∞ yields an equivalence

Nat(idSp, θ) −→ Nat(Σ∞,ΘSp).
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Remark 6.25. Strictly speaking Lemma 1.5 does not apply directly, since θ
does not preserve filtered colimits. However, one can define a functor θc determined
by the requirements that it agrees with θ on compact objects and preserves filtered
colimits. Since Σ∞ is compatible with filtered colimits, the spaces Nat(Σ∞, θc) and
Nat(Σ∞, θ) are equivalent.

Now, since the first derivative of Σ∞Ω∞ is the identity, there is an equivalence

lim−→
n

ΩnΣ∞Ω∞Σn −→ idSp.

This gives a sequence of equivalences

Nat(id, θ) −→ lim←−
n

Nat(ΩnΣ∞Ω∞Σn, θ)

−→ lim←−
n

Nat(Ω∞Σn,Ω∞Σnθ)

−→ lim←−
n

Ω∞Σnθ(S−n).

The second equivalence is simply adjunction, the third equivalence is a consequence
of the fact that the functor Ω∞Σn is corepresented by the spectrum S−n. Since θ
is exact, there is an equivalence Σnθ(S−n) � ΣnΩnθ(S) � θ(S). We conclude that
evaluation at S determines an equivalence

Nat(idSp, θ) −→ Ω∞θ(S)

which is what was needed.
Recall the functors Σ∞

n : S → PnS∗ and Σ∞
n,1 : PnS∗ → Sp. The general case of

Proposition 6.23 follows from the next two lemmas:

Lemma 6.26. Let F : Sp → Sp be an n-excisive functor. Then evaluation at
Σ∞

n S0 determines an equivalence

Nat(Σ∞
n,1, F ◦ Σ∞

n,1) −→ Ω∞F (S).

As usual, write �n for the n-fold tensor product determined by the stable ∞-
operad τn−1Sp

⊗. Also, recall that the tensor product ⊗n in Sp⊗ can be identified
with the smash product.

Lemma 6.27. The fiber of S⊗n → S�n is the spectrum Σ(∂nid).

Proof of Lemma 6.26. Recall the adjunction

Ln : PnS∗
��
TnPnS∗ : Rn,��

which is in an equivalence since PnS∗ is n-excisive. We also write Lk
n for the evident

functor PnS∗ → Tk
nPnS∗ and Rk

n for its right adjoint. The colimit lim−→k
Rk

nΣ
∞
n Ω∞

n Lk
n

is equivalent to the identity functor of PnS∗, simply because this colimit computes
Pn(Σ

∞
n Ω∞

n ). We then have equivalences

Nat(Σ∞
n,1, FΣ∞

n,1) −→ Nat(idPnS∗ , Ω
∞
n,1FΣ∞

n,1)

−→ lim←−
k

Nat(Rk
nΣ

∞
n Ω∞

n Lk
n, Ω

∞
n,1FΣ∞

n,1)

−→ lim←−
k

Nat(Ω∞
n Lk

n, Ω
∞
n Lk

nΩ
∞
n,1FΣ∞

n,1),
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where the last equivalence uses the fact that Rk
n is an equivalence with inverse Lk

n.
Also, observe that there is a commutative diagram

PnS∗ Tk
nPnS∗

Rk
n��

Sp

Ω∞
n,1

��

Tk
nSp.

Rk
n

��

Ω∞
n,1

��

Inverting the two horizontal functors we obtain an equivalence Lk
nΩ

∞
n,1 � Ω∞

n,1L
k
n

and therefore an equivalence

Nat(Σ∞
n,1, FΣ∞

n,1) −→ lim←−
k

Nat(Ω∞
n Lk

n, Ω
∞Lk

nFΣ∞
n,1).

Precomposing with the equivalence Rk
n we find a further equivalence

Nat(Σ∞
n,1, FΣ∞

n,1) −→ lim←−
k

Nat(Ω∞
n , Ω∞Lk

nFΣ∞
n,1R

k
n).

Now we use the fact that FΣ∞
n,1 is n-excisive to observe that

Lk
nFΣ∞

n,1R
k
n � Lk

nR
k
nFΣ∞

n,1L
k
nR

k
n � FΣ∞

n,1

where the right-most functor should be read as the pointwise application of FΣ∞
n,1

to yield a functor between Tk
nS∗ and Tk

nSp. Finally then we find an equivalence

Nat(Σ∞
n,1, FΣ∞

n,1) −→ Nat(Ω∞
n , Ω∞FΣ∞

n,1).

Observe that the space of natural transformations on the right is between functors
Tk
nPnS∗ → Tk

nS∗ rather than functors PnS∗ → S∗. However, by Lemma 1.5, this
distinction is irrelevant, justifying our lack of notational precision. To conclude,
note that the functor Ω∞

n is corepresented by Σ∞
n S0, finally yielding the desired

equivalence

Nat(Σ∞
n,1, FΣ∞

n,1) −→ Ω∞FΣ∞
n,1(Σ

∞
n S0) � Ω∞F (S).

�

Proof of Lemma 6.27. This lemma follows from the more general Proposi-
tion C.24, but for the convenience of the reader we offer a direct proof here. Let
us first recall the standard description of the spectrum ∂nid. As before we write
Equiv(n) for the partially ordered set of equivalence relations on {1, . . . , n}. Also,
write Equiv±(n) for the subset obtained from Equiv(n) by deleting the initial
and final object, i.e. the trivial and discrete equivalence relations. Then ∂nid is the
Spanier-Whitehead dual of the double suspension of NEquiv±(n). Note that there-
fore Σ(∂nid) is the Spanier-Whitehead dual of a single suspension of NEquiv±(n).
Observe that S⊗n is just the sphere spectrum. To identify S�n, note that the
diagram ψn

n−1 of Proposition 4.10 is the constant diagram with value S, so that
its limit over NPartn−1(n) is simply the Spanier-Whitehead dual of this simplicial
set. Therefore the fiber of the map

S −→ S�n

is the Spanier-Whitehead dual of the suspension of NPartn−1(n). To conclude that
this is equivalent to the spectrum Σ(∂nid) it thus suffices to show that NPartn−1(n)
is weakly equivalent to NEquiv±(n).
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Recall that the poset Partn−1(n) is defined as the poset of chains of equivalence
relations E0 < · · · < Ej so that E0 is discrete, Ej is trivial, and each of the maps

{1, . . . , n}/Ei−1 → {1, . . . , n}/Ei

has fibers of cardinality at most n − 1. Write Partn−1(n)
′ for the subset of

Partn−1(n) consisting of simplices that are nondegenerate in NEquiv(n) and simi-
larly write Δ/NEquiv(n)′ for the subcategory of the category of simplices spanned
by nondegenerate simplices. It is well-known (and easy to show) that the inclu-
sion Partn−1(n)

′ ⊆ Partn−1(n) induces a homotopy equivalence on nerves. Now
observe that the map of partially ordered sets

Partn−1(n)
′ −→ Δ/NEquiv±(n)′

which forgets the initial and final vertices of a chain gives an isomorphism of sim-
plicial sets. We conclude by using the well-known fact that Δ/NEquiv±(n)′ is the
barycentric subdivision of NEquiv±(n), which is equivalent to NEquiv±(n) under
the map taking the last vertex of a simplex. �
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APPENDIX A

Compactly generated ∞-categories

For the convenience of the reader we briefly recall some basic facts about com-
pactly generated ∞-categories of which the proofs can be found in Section 5.5.7 of
[Lur09]. Furthermore we prove Lemma A.5 below, which is needed in Chapter 2.
Recall that an ∞-category C is compactly generated if it is both presentable and
ω-accessible. Alternatively, C is compactly generated if and only if it is equivalent
to Ind(D) for some small ∞-category D which admits finite colimits.

Recall that an object X of an ∞-category C is compact if the functor
MapC(X,−) : C → S preserves filtered colimits. For a compactly generated ∞-
category C we write Cc for the full subcategory of C spanned by its compact ob-
jects. Write CatRex for the ∞-category of essentially small ∞-categories which
admit finite colimits, with functors preserving finite colimits. Furthermore, write
CatRex

idem for the full subcategory of CatRex spanned by those ∞-categories C that
are moreover idempotent complete. The following is part of Proposition 5.5.7.8 of
[Lur09]:

Proposition A.1. The functor which assigns to a compactly generated ∞-
category C its full subcategory Cc of compact objects gives an equivalence of ∞-
categories Catω → CatRex

idem.

Remark A.2. An inverse to the construction of the previous proposition is
given by assigning to D ∈ CatRex

idem the ∞-category Ind(D). This construction

of course makes sense for D ∈ CatRex not necessarily idempotent complete. The
functor Ind factors through idempotent completion; Proposition 5.5.7.10 of [Lur09]

shows that it exhibits Catω as a localization of CatRex.

Lemma A.3. The ∞-category Catω admits small limits and colimits.

Proof. It follows from 5.5.7.6 and 5.5.7.7 of [Lur09] that Catω has small
colimits. The existence of small limits is more straightforward; the ∞-category
CatRex

idem admits small limits and these can be computed in Cat, see Lemma A.4
below. �

Lemma A.4. The functor Catω → Cat which assigns to a compactly generated
∞-category C its full subcategory Cc preserves all small limits and filtered colimits.

Proof. By Proposition A.1 it suffices to verify this claim for the inclusion
CatRex

idem → Cat. The fact that this functor preserves small limits follows from the
results of Section 5.3.6 of [Lur09]; specifically, Corollary 5.3.6.10 shows that this
functor has a left adjoint. Preservation of filtered colimits is guaranteed by Lemma
7.3.5.10 of [Lur14]. �

Finally, we will need to know that filtered colimits and finite limits commute
in Catω:

77
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Lemma A.5. Let I be a filtered ∞-category and write lim−→I
: Fun(I,Catω) →

Catω for a choice of colimit functor (which is unique up to contractible ambiguity).
Then lim−→I

preserves finite limits.

Proof. By Lemma A.4 it suffices to check the corresponding statement for
the ∞-category Cat, where it is true. Indeed, filtered colimits and finite limits
commute in compactly generated ∞-categories, of which Cat is an example. �
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APPENDIX B

Some facts from Goodwillie calculus

We will not provide a comprehensive overview of the basics of Goodwillie cal-
culus (which can for example be found in [Goo03,Lur14]), but in this section we
collect several additional results we need in the main text. None of this material is
original.

For a functor F : C → D between pointed compactly generated ∞-categories,
one can define the nth cross effect crnF and nth cocross effect crnF as follows. For
objects X1, . . . , Xn ∈ C one considers the n-cube

P(n) −→ C : S 	−→
∐
i/∈S

Xi

where the maps are induced by the various maps Xi → ∗. Then the nth cross effect
is defined as the total fiber of F applied to this cube:

crnF (X1, . . . , Xn) := tfib
{
F
(∐
i/∈S

Xi

)}
S∈P(n)

.

Dually, one considers the cube

P(n) −→ C : S 	−→
∏
i∈S

Xi

and defines the cocross effect crnF as the corresponding total cofiber:

crnF (X1, . . . , Xn) := tcof
{
F
(∏
i∈S

Xi

)}
S∈P(n)

.

There are evident maps

crnF (X1, . . . , Xn) −→ F (X1 � · · · �Xn)

and

F (X1 × · · · ×Xn) −→ crnF (X1, . . . , Xn).

Since C is pointed there is the obvious map

X1 � · · · �Xn −→ X1 × · · · ×Xn

which on Xi is (∗, . . . , idXi
, . . . , ∗). As a consequence we obtain a natural map

cn : crnF (X1, . . .Xn) −→ crnF (X1, . . . , Xn).

The idea of considering cocross effects is due to McCarthy [McC99]. The following
is straightforward:

Lemma B.1. If C and D are stable then cn is an equivalence.

79
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Proof. In the stable case finite products and coproducts coincide and we write
⊕ for both. Consider an inclusion S ⊆ S′ in P(n) and write T = {1, . . . , n} − S
and T ′ = {1, . . . , n} − S′. The inclusion

F
(⊕
i∈T ′

Xi

)
→ F

(⊕
i∈T

Xi

)
featuring in the definition of the cocross effect is a section of the projection

F
(⊕
i/∈S

Xi

)
→ F

(⊕
i/∈S′

Xi

)
featuring in the definition of the cross effect. In particular the cofiber of the first
is equivalent to the fiber of the second. The conclusion is easily deduced from the
usual calculation of the total cofiber (resp. total fiber) of a cube as an iterated
cofiber (resp. iterated fiber). �

Remark B.2. Recall that the nth derivative ∂nF (respectively nth coderivative
∂nF ) is defined by multilinearizing crnF (respectively crnF ). A consequence of the
previous lemma is that for C and D stable the derivatives and coderivatives of F
are canonically equivalent. Also note that there is a natural map

F (X) −→ F (X × · · · ×X) −→ Ω∞
D∂nF (Σ∞

C X, . . . ,Σ∞
C X).

Recall that the n-fold tensor product ⊗n
C induced by the stable ∞-operad

Sp(C)⊗ is by definition equipped with a natural transformation

X1 × · · · ×Xn −→ Ω∞
C (Σ∞

C X1 ⊗C · · · ⊗C Σ∞Xn)

exhibiting the latter as a multilinearization of the former. In particular, for X ∈ C,
composing with the diagonal gives a map

X −→ Ω∞
C (Σ∞

C X ⊗C · · · ⊗C Σ∞
C X).

Its adjoint δn is the map featuring in the coalgebra structure of Σ∞
C X in Sp(C)⊗.

Explicitly, δn is the composition

Σ∞
C X −→ Σ∞

C Ω∞
C (Σ∞

C X ⊗C · · · ⊗C Σ∞
C X) −→ Σ∞

C X ⊗C · · · ⊗C Σ∞
C X

where the second map is induced by the counit of the adjunction between Σ∞
C and

Ω∞
C . Let us record a slightly different description of the map δn, which we use in

the proof of Proposition 5.13. Using the unit of the mentioned adjunction we may
form the composition of maps

Σ∞
C X −→ Σ∞

C Ω∞
C Σ∞

C X −→ ∂n
(
Σ∞

C Ω∞
C

)
(Σ∞

C X, . . . ,Σ∞
C X).

Write δ′n for this composition.

Lemma B.3. There is a natural equivalence ϕ : ∂n(Σ∞
C Ω∞

C ) → ⊗n
C. Further-

more, the composition ϕ ◦ δ′n is canonically homotopic to δn.

Proof. An alternative way to factor the map δn is as follows:

Σ∞
C X −→ Σ∞

C Ω∞
C Σ∞

C X

−→ Σ∞
C (Ω∞

C Σ∞
C X × · · · × Ω∞

C Σ∞
C X)

−→ Σ∞
C Ω∞

C (Σ∞
C X ⊗C · · · ⊗C Σ∞

C X)

−→ Σ∞
C X ⊗C · · · ⊗C Σ∞

C X.
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The second to last map induces an equivalence after multilinearizing by definition;
the last map does so as well, by the chain rule for linearizations (see Theorem
6.2.1.22 of [Lur14]) and the fact that the linearization of Σ∞

C Ω∞
C is equivalent to

the identity functor of Sp(C). Now observe that the multilinearization of the functor

X 	−→ Σ∞
C (Ω∞

C Σ∞
C X × · · · × Ω∞

C Σ∞
C X) � Σ∞

C Ω∞
C (Σ∞

C X × · · · × Σ∞
C X)

is precisely ∂n
(
Σ∞

C Ω∞
C

)
(Σ∞

C X, . . . ,Σ∞
C X) which concludes the proof. �

We end this section by recalling the relation between the derivatives of the
functors idC and Σ∞

C Ω∞
C . Consider pointed compactly generated ∞-categories C,

D and E and functors F : C → D, G : D → E preserving filtered colimits. Using
the stabilization of D we may form a cosimplicial object

GΩ∞
DΣ∞

DF �� �� GΩ∞
DΣ∞

DΩ∞
DΣ∞

DF
�� ������ GΩ∞

D (Σ∞
DΩ∞

D )2Σ∞
DF

�� ���������� · · ·�� ��
��

which we denote by GΩ∞
D (Σ∞

DΩ∞
D )•Σ∞

DF . We use the notation Tot (i.e. totaliza-
tion) for the limit of a cosimplicial diagram. The following is due to Arone and
Ching [AC11]:

Proposition B.4. For each n ≥ 0, the canonical maps

Pn(GF ) −→ Tot
(
Pn(GΩ∞

D (Σ∞
DΩ∞

D )•Σ∞
DF )

)
,

∂n(GF ) −→ Tot
(
∂n(GΩ∞

D (Σ∞
DΩ∞

D )•Σ∞
DF )

)
are equivalences.

Proof. We describe the proof of the first equivalence, the second is almost
identical. First suppose G is homogeneous, so that it is of the form HΣ∞

D for some
functor H : Sp(D) → E. Then the cosimplicial object

Pn(HΣ∞
DΩ∞

D (Σ∞
DΩ∞

D )•Σ∞
DF )

admits extra codegeneracies (sometimes called contracting codegeneracies) induced
by the counit Σ∞

DΩ∞
D → idD, so that the claimed equivalence immediately follows

from the standard lemma on contracting homotopies. For general G we argue
by induction on the Goodwillie tower of G. Consider the fiber sequence DkG →
PkG → Pk−1G and the resulting diagram

Pn

(
(DkG)F

)
��

��

Tot
(
Pn(DkGΩ∞

D (Σ∞
DΩ∞

D )•Σ∞
DF )

)
��

Pn

(
(PkG)F

)
��

��

Tot
(
Pn(PkGΩ∞

D (Σ∞
DΩ∞

D )•Σ∞
DF )

)
��

Pn

(
(Pk−1G)F

)
�� Tot

(
Pn(Pk−1GΩ∞

D (Σ∞
DΩ∞

D )•Σ∞
DF )

)
.

Since Pn commutes with finite limits and totalizations preserve limit diagrams,
both columns are fiber sequences. By induction we may assume that the bottom
horizontal map is an equivalence, the base of the induction being a consequence
of the homogeneous case above; the homogeneous case also shows that the top
horizontal map is an equivalence. We conclude that the map in the middle is an
equivalence. The proposition follows by setting k = n. �
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Corollary B.5. For C a pointed compactly generated ∞-category, the canon-
ical map

∂nidC −→ Tot
(
∂n(Ω

∞
C (Σ∞

C Ω∞
C )•Σ∞

C )
)

is an equivalence.
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APPENDIX C

Truncations

In this section we provide several of the more technical proofs needed for the
results of Chapter 4. Specifically, we owe the reader proofs of Theorem 4.5 and of
Propositions 4.6, 4.10, and 4.12.

In Section C.1 we start by investigating the homotopy theory of truncated ∞-
operads using the formalism of dendroidal sets. Then, in Section C.2, we investigate
the truncations of stable ∞-operads and prove Theorem 4.5 and Propositions 4.10
and 4.12. In Section C.3 we discuss the relation between the tensor products induced
by the stable ∞-operad Sp(C)⊗ and the derivatives of the identity functor of C. We
prove Proposition C.24, which we use several times in the body of this paper.
This section also includes a proof of Proposition 4.6. Section C.4 covers technical
results on∞-categories of coalgebras. In it we prove Lemma 4.23, which inductively
describes n-truncated coalgebras in a stable ∞-operad, and Lemma C.30, which
expresses the ∞-category of coalgebras as a limit of ∞-categories of truncated
coalgebras.

We will write Op for the ∞-category of nonunital ∞-operads. In Lurie’s for-
malism these are precisely the ∞-operads whose structure map to NFin∗ factors
through NSurj, where Surj denotes the category of finite pointed sets and surjective
maps. By the results of [HHM16], an equivalent way of describing the ∞-category
Op is by using open dendroidal sets. This second perspective will be more con-
venient when constructing truncations of operads. The basics of the theory of
dendroidal sets are contained in [CM11] and [MW09]. Also, [HHM16] contains
a fairly comprehensive exposition of the background we need. It should be noted
that only Section C.1 uses the formalism of dendroidal sets in a serious way. The
subsequent sections consist mostly of more abstract manipulations with ∞-operads
and could be carried out in any reasonable formalism for such as soon as the results
of C.1 have been established.

C.1. The homotopy theory of truncated ∞-operads

Let us first fix notation and terminology concerning dendroidal sets. Write Ω
for the category of open rooted trees. Recall from [HHM16] that a tree is open
if it contains no nullary vertices. This category is denoted by Ωo in [HHM16],
but since we will only work with open trees here we drop the subscript. Define Ωn

to be the full subcategory of Ω spanned by the trees with at most n leaves; also,
write Ψn for the full subcategory of Ω spanned by those trees whose vertices have
at most n ingoing edges, so that we have inclusions u : Ωn → Ψn and v : Ψn → Ω.
For the corresponding categories of presheaves we obtain adjunctions

SetsΩ
op
n

u! �� SetsΨ
op
n

u∗
��

v! �� SetsΩ
op

,
v∗

��

83
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where u∗ and v∗ are the evident restriction functors. Note that u! and v! are fully
faithful, so that we may regard the former two categories as full subcategories of
the latter. Note that the inclusion of Δ → Ω, obtained by considering [n] as a
linear tree with n vertices and n + 1 edges, factors through the two subcategories
Ωn and Ψn. As a consequence, the embedding of the category of simplicial sets

into SetsΩ
op

factors through u! and v!.

Remark C.1. Like Ω, both the categories Ωn and Ψn are generalized Reedy
categories, with their Reedy structure inherited from Ω.

The category SetsΩ
op

is called the category of (open) dendroidal sets and here
denoted dSets; Cisinski and Moerdijk [CM11] established a model structure on
this category which in [HHM16] is referred to as the operadic model structure.
Recall the normal monomorphisms, which are generated as a saturated class by
the boundary inclusions of trees ∂T → T . Here ∂T is the union of all faces of
T . (We will not distinguish in notation between a tree T and the dendroidal set
that it represents.) An alternative characterization of these maps is as follows: a
monomorphism f : X → Y of dendroidal sets is normal if for every T , the action
of Aut(T ) on Y (T ) − f(X(T )) is free. Also, if T is a tree and e an inner edge
of T , we write Λe[T ] for the inner horn of T associated to e; it is the union of
all faces of T except for the inner face corresponding to e. A dendroidal set X is
called an ∞-operad if it has the right lifting property with respect to all inner horn
inclusions Λe[T ] → T . The operadic model structure is characterized by the fact
that its cofibrations are the normal monomorphisms and its fibrant objects are the
∞-operads.

There are evident analogues of the above definitions in the categories SetsΩ
op
n

and SetsΨ
op
n . It should be noted that in the case of SetsΨ

op
n the boundary of a tree

T only consists of those faces of the tree that are themselves contained in Ψn; it
may therefore only be a subobject of the boundary of T considered as a dendroidal
set. A similar comment applies to inner horns. With these definitions, the proofs
for dendroidal sets (as for example given in [CM11]) carry over verbatim to prove
the following:

Theorem C.2. The categories SetsΩ
op
n and SetsΨ

op
n admit model structures

in which the cofibrations are the normal monomorphisms and the fibrant objects are
those objects having the right lifting property with respect to inner horn inclusions.

We will also refer to the model structures of the previous theorem as the op-
eradic model structures.

Remark C.3. It is straightforward to verify that the chain of Quillen equiv-
alences connecting dSets and Lurie’s model category of ∞-preoperads POp of

[HHM16] restricts to a chain of equivalences between sSetsΩ
op
n and the model

category of marked simplicial sets over (NFin≤n
∗ )� described in Remark 4.3. There-

fore, we can use the operadic model structure on SetsΩ
op
n as a model for the homo-

topy theory of n-truncated ∞-operads. Recall that in Chapter 4 we denoted the
corresponding ∞-category by Op≤n.

The functors u∗ and v∗ enjoy several pleasant properties with respect to the
operadic model structures, summarized in the following two results:

Theorem C.4. The functor u∗ : SetsΨ
op
n → SetsΩ

op
n is both left and right

Quillen. Furthermore, both the resulting adjunctions are Quillen equivalences.
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Theorem C.5. The functor v∗ : dSets → SetsΨ
op
n is both left and right

Quillen.

In our proofs we will frequently use the notion of Segal core, which is the
dendroidal analogue of the spine of a simplex. Recall that a corolla is a tree with
precisely one vertex. We write Ck for the corolla with k leaves. If T is a tree, then
its Segal core Sc(T ) is the union of its corollas; to be more precise, as a subpresheaf
of the representable presheaf T it is described by

Sc(T ) =
⋃

v∈V (T )

Cn(v)

where V (T ) is the set of vertices of T and n(v) is the number of inputs of a vertex
v. This definition makes sense in all three of the presheaf categories we consider;
moreover, for T ∈ Ωn and S ∈ Ψn we have the compatibilities

u!(Sc(T )) = Sc(T ) and v!(Sc(S)) = Sc(S).

The following lemma will be an important tool. (Note that its analogue for
simplicial sets is a well-known fact about the Joyal model structure.) It is a standard
result for dendroidal sets, but the same argument applies to our other two presheaf
categories:

Lemma C.6. Let F be a left adjoint functor from either of the three categories

SetsΩ
op
n , SetsΨ

op
n or dSets to a model category E and suppose F preserves cofibra-

tions. If F sends the maps below to weak equivalences, then F is left Quillen:

(a) For all T ∈ Ωn (resp. Ψn, Ω), the Segal core inclusion Sc(T ) → T .
(b) The inclusion {0} → J , where J denotes the nerve of the usual groupoid

interval, i.e. the category with two objects 0 and 1 and an isomorphism
between them.

Proof. Under the assumption that F preserves cofibrations, a standard ar-
gument shows that it preserves trivial cofibrations if and only if its right adjoint
preserves fibrations between fibrant objects. In either of the three model categories
mentioned, the fibrations between fibrant objects are precisely the J-fibrations, i.e.
the inner fibrations which also have the right lifting property with respect to the
inclusion {0} → J . Therefore it suffices to show that F sends inner horn inclusions
and the map {0} → J to trivial cofibrations. Reducing from inner horn inclusions
to Segal core inclusions is for example done as in Proposition 3.6.8 of [HHM16].
To be precise, if A is a saturated class of cofibrations closed under two-out-of-three
(among cofibrations) and contains all Segal core inclusions, then it contains all inner
horn inclusions. �

Another standard result is the characterization of weak equivalences between
fibrant dendroidal sets (see Theorem 3.5 of [CM13]), which carries through with-
out change to the two subcategories of dSets we consider. Recall that by using
the tensor product of dendroidal sets, one can define simplicial mapping objects
Map(X,Y ) for dendroidal sets X and Y .

Proposition C.7. Let f : X → Y be a map of fibrant dendroidal sets. Then f
is a weak equivalence if and only if the following maps are homotopy equivalences
of simplicial sets:

(a) For any corolla Ck, the map Map(Ck, X) → Map(Ck, Y ).
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(b) The map Map(η,X) → Map(η, Y ), where η denotes the ‘trivial’ tree with
one edge and no vertices (or equivalently, the image of the 0-simplex Δ0

in dSets).

The analogous statement is true in the model categories SetsΩ
op
n and SetsΨ

op
n ,

where in (a) one only considers corollas Ck with k ≤ n.

Remark C.8. Another way to state the previous proposition is to say that
a map of ∞-operads is an equivalence if and only if it is fully faithful, which is
part (a), and a weak equivalence on the level of underlying simplicial sets, which is
part (b). Since fully faithfulness is already guaranteed by (a), the only additional
information provided by (b) is that f is essentially surjective.

Before we prove Theorem C.4 we need a convenient description of the functor
u∗. For a tree T , a subtree of T is an inclusion of trees S ⊆ T which can be
written as a composition of external face maps. In others words, S is obtained
from T by iteratively chopping off leaf corollas and root corollas. Write Sub(T )
for the diagram of subtrees of T (i.e. the full subcategory of Ω/T spanned by the
subtrees). Also, write Subn(T ) for the diagram of subtrees with at most n leaves.

Lemma C.9. For a tree T ∈ Ψn, the natural map

lim−→
S∈Subn(T )

S −→ u∗(T )

is an isomorphism.

Proof. Write (Ωn/T )
nd for the category whose objects are non-degenerate

maps S → T , where S is a tree with at most n leaves. Arrows in this category are
maps in Ωn compatible with the maps to T . Then

u∗(T ) � lim−→
S∈(Ωn/T )nd

S.

To prove the lemma it suffices to show that the inclusion Subn(T ) → (Ωn/T )
nd

is cofinal. By standard arguments, this follows if for every S ∈ Ωn/T the slice
category

Subn(T )×(Ωn/T )nd S/(Ωn/T )
nd

is connected. In fact, this slice category is contractible: it has an initial object

S̃, which is the subtree of T whose leaves are the (images of the) leaves of S and

whose root is the (image of the) root of S, so that in particular the map S → S̃ is
a composition of inner face maps. �

Proof of Theorem C.4. Proving that u∗ is right Quillen is equivalent to
proving that u! is left Quillen, which we will do by verifying the assumptions of
Lemma C.6. Since u! is the inclusion of a full subcategory, it is clear that it preserves
normal monomorphisms. Furthermore, we already observed that for T ∈ Ωn we
have the formula u!(Sc(T )) = Sc(T ); also, u! sends the inclusion {0} → J to

precisely the same map in SetsΨ
op
n .

To show that u∗ is also left Quillen, first observe that it preserves monomor-
phisms (as does any right adjoint). To check that u∗ preserves normal monomor-
phisms, we should check that a map of the form u∗(∂T → T ) is normal. Any
monomorphism whose codomain is normal is a normal monomorphism; therefore,
it suffices to show that u∗(T ) is normal for any T ∈ Ψn, i.e. for any S ∈ Ωn the

Licensed to Univ of Rochester.  Prepared on Wed Jun  5 18:17:36 EDT 2024for download from IP 128.151.13.240.



C.1. THE HOMOTOPY THEORY OF TRUNCATED ∞-OPERADS 87

action of Aut(S) on u∗(T )(S) should be free. But u∗(T )(S) = SetsΨ
op
n (u!S, T ), so

that the freeness of this action follows from the fact that T is normal in SetsΨ
op
n .

We should now verify that u∗ sends the maps of Lemma C.6 to weak equivalences.
This is immediate for the map in (b), since it is just sent to the corresponding map

in SetsΩ
op
n . The maps of (a) require a more elaborate argument.

Consider a map of the form u∗(Sc(T ) → T ), where T ∈ Ψn. We will factor
this map into a sequence of maps, each of which we will show to be inner anodyne.
Recall from Lemma C.9 the description of u∗(T ) as colimit over Subn(T ). Write

Subin(T ) for the subdiagram of Subn(T ) spanned by the subtrees with at most i
vertices and write Ai for the corresponding colimit over this diagram. Then we
obtain a sequence of inclusions

u∗(Sc(T )) = A1 ⊆ A2 ⊆ · · · ⊆ AN = u∗(T )

for sufficiently large N . Consider one of the maps Ai ⊆ Ai+1 and factor it further
as

A1
i ⊆ A2

i ⊆ · · · ⊆ AM
i = Ai+1

by adjoining the subtrees with i+1 vertices one by one (in arbitrary order). Consider

one of the inclusions Aj
i ⊆ Aj+1

i in this sequence, given by adjoining a such a subtree
S. It fits into a pushout square

∂extS

��

�� Aj
i

��
S �� Aj+1

i ,

where ∂extS denotes the union of all external faces of S. Indeed, each external face
is already contained in Ai because it has one fewer vertex than S itself, whereas Ai

cannot contain any of the inner faces of S by the way we have set up our induction.
It is a standard fact that the inclusion ∂extS → S is an inner anodyne map (see for
example [CM13] or [HHM16]).

Finally, we will show that the Quillen adjunction (u!, u
∗) is a Quillen equiva-

lence. It suffices to show that the right derived functor Ru∗ detects weak equiv-
alences and the derived unit id → Ru∗Lu! is a weak equivalence. Indeed, it then
follows from the triangle identities for the adjunction that the derived counit is a
weak equivalence as well. So, consider a map f : X → Y between fibrant objects of

SetsΨ
op
n and assume that u∗f is a weak equivalence. Using Proposition C.7, we need

to check that Map(Ck, X) → Map(Ck, Y ) and Map(η,X) → Map(η, Y ) are homo-
topy equivalences for k ≤ n. But we simply have isomorphisms Map(Ck, u

∗X) �
Map(Ck, X) and Map(η, u∗X) � Map(η, u∗Y ) (and of course similarly for Y ), so
that this follows directly from the assumption that u∗f is a weak equivalence.

Let us now prove that the derived unit is a weak equivalence. Consider a

cofibrant object X ∈ SetsΩ
op
n and pick a trivial cofibration u!X → (u!X)f so that

(u!X)f is fibrant. We should verify that the composition

X → u∗u!X → u∗(u!X)f

is a weak equivalence. Since u∗ is also left Quillen, the second map is a trivial
cofibration. Since u! is fully faithful, the first map is an isomorphism and the
desired conclusion follows. �
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To prove Theorem C.5 it is convenient to have a description of v∗(T ) for a tree
T . The presheaf v∗(T ) is a disjoint union of representable presheaves: it is obtained
from T by deleting all vertices of T with more than n inputs. In other words, v∗(T )
is the coproduct of the maximal subtrees of T whose vertices have no more than n
inputs.

Proof of Theorem C.5. Showing that v∗ is right Quillen is equivalent to
showing that v! is left Quillen: as with u! (see the beginning of the previous proof)
this is obvious given Lemma C.6. To show that v∗ is left Quillen, we first check
that it preserves normal monomorphisms. Again this is much the same as in the
previous proof: v∗ preserves monomorphisms since it is a right adjoint and sends
trees T to normal objects, which is clear from the description of v∗(T ) given above.
To verify that v∗ sends the maps of Lemma C.6 to weak equivalences, note that
it sends the map of (b) to precisely the same map in SetsΩ

op
n and a Segal core

inclusion Sc(T ) → T for T ∈ Ω to the disjoint union of the Segal core inclusions of
the trees making up v∗(T ). A disjoint union of trivial cofibrations is again a trivial
cofibration, concluding the proof. �

The main reason to introduce the category of presheaves over Ψn, rather than
just over Ωn, is that the pushforward functor v! : SetsΨ

op
n → dSets behaves

very well with respect to fibrant objects. This is perhaps surprising, since v! is
a left Quillen functor, but definitely not a right Quillen functor (it is not even a
right adjoint). To explain our results it is most convenient to consider dendroidal
complete Segal spaces, rather than dendroidal sets.

Consider the category sSetsΩ
op

of simplicial presheaves on Ω, which we will
denote by sdSets. Since Ωop is a generalized Reedy category, sdSets admits a
Reedy model structure. We can regard any dendroidal set as an object of sdSets
through the embedding dSets → sdSets sending a presheaf to the corresponding
constant simplicial presheaf. The model category of complete dendroidal Segal
spaces is then obtained by taking the Bousfield localization of the Reedy model
structure with respect to the following maps:

(a) For any tree T , the inclusion Sc(T ) → T .
(b) The inclusion {0} → J .

By analogy we can put a corresponding model structure on the category sSetsΨ
op
n ,

which we will refer as the model category of completeΨn-Segal spaces. Pushforward
and pullback along v define an adjunction between this category and sdSets; we
will again denote the resulting functors by v! and v∗. Also, we denote both the
constant embeddings dSets → sdSets and SetsΨ

op
n → sSetsΨ

op
n by con.

Proposition C.10. In the commutative square

SetsΨ
op
n

v! ��

con
��

dSets

con

��
sSetsΨ

op
n

v!
�� sdSets

all arrows are left Quillen functors. Both vertical arrows are part of Quillen equiv-
alences.
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Proof. The fact that con is a left Quillen equivalence is proved for dendroidal
complete Segal spaces (i.e. the vertical functor on the right) in [CM13]; the proof
for complete Ψn-Segal spaces is identical. It is straightforward to see that the bot-
tom horizontal arrow induces a left Quillen functor for the Reedy model structures

on both categories. Furthermore, it sends the localizing morphisms in the sSetsΨ
op
n

to localizing morphisms in dSets, so that it is also left Quillen with respect to the
model structures for complete Segal spaces. �

The reason for considering these complete Segal spaces is that it allows us to
formulate a useful technical property of v!. It states that for a fibrant-cofibrant
object X ∈ sSetsΨ

op
n , the pushforward v!X is only a Reedy fibrant replacement

away from being fibrant in sdSets:

Lemma C.11. Suppose X ∈ sSetsΨ
op
n is a complete Ψn-Segal space (i.e. a

Reedy fibrant simplicial presheaf local with respect to the maps (a) and (b) described
above), which is also Reedy cofibrant. Write (v!X)f for a Reedy fibrant replacement
of v!X. Then (v!X)f is a complete dendroidal Segal space, i.e. a fibrant object of
sdSets.

Proof. Throughout this proof we will repeatedly use the fact that for every
T ∈ Ω, the map v!X(T ) → (v!X(T ))f is a weak equivalence of simplicial sets.
We need to check that (v!X)f is local with respect to {0} → J and Segal core
inclusions Sc(T ) → T . The first is clear from the fact v! induces an isomorphism
Map(J,X) � Map(J, v!X). For the second, consider a tree T ∈ Ω. Write Decn(T )
for the category whose objects are maps of trees T → S which are compositions
of inner face maps and where S ∈ Ψn. Its morphisms are maps S → S′ in Ψn

compatible with the structure maps from T . Another way to phrase the condition
that T → S is a composition of inner face maps is to say that this map is injective,
sends the root of T to the root of S and gives a bijection between the leaves of T
and the leaves of S. We will refer to an object of Decn(T ) as an n-decomposition
of T . By Lemma C.12 below we have a weak equivalence of simplicial sets

hocolimS∈Decn(T )opX(S) −→ v!X(T ).

As before, write V (T ) for the set of vertices of T . For a vertex x, write n(x) for
the number of inputs of x. Observe that there is an equivalence of categories

γ : Decn(T ) −→
∏

x∈V (T )

Decn(Cn(x))

given by restricting an n-decomposition f : T → S to every corolla Cn(x) of T to
obtain a corresponding decomposition Cn(x) → γx(S). Here γx(S) is the subtree
of S with as its root the image under f of the root of Cn(x), and similarly for
the leaves. Write Scγ(S) for the union of the subtrees γx(S) in S, where x ranges
through V (T ). Using γ we may form the commutative square

hocolimS∈Decn(T )opX(S) ��

��

v!X(T )

ψ

��
hocolimS∈Decn(T )opMap(Scγ(S), X) ϕ

�� Map(Sc(T ), v!X).
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The bottom horizontal map ϕ in this square can be built by iterated homotopy
pullbacks from the maps

hocolimS∈Decn(Cn(x))opMap(γx(S), X) −→ Map(Cn(x), v!X)

and
Map(η,X) −→ Map(η, v!X),

where we used the fact that η does not admit nontrivial decompositions. Both
these maps are weak equivalences (the second even an isomorphism), so that ϕ is
a weak equivalence as well. Since the left vertical map in the square is a weak
equivalence by the assumption that X is a Ψn-Segal space, it follows that ψ is a
weak equivalence, so that (v!X)f is local with respect to Sc(T ) → T . �

In the previous proof we needed the following:

Lemma C.12. For X ∈ sSetsΨ
op
n and T ∈ Ω, the natural map

lim−→
S∈Decn(T )op

X(S) −→ v!X(T )

is an isomorphism. If X is Reedy cofibrant and we replace the colimit above by a
homotopy colimit, the resulting map is a weak equivalence of simplicial sets.

Proof. Write (T/Ψn)
nd for the category of non-degenerate maps T → S in

Ω such that S is in Ψn. Then by definition we have the formula

lim−→
S∈((T/Ψn)nd)op

X(S) � v!X(T ).

The prove the lemma we should show that the inclusion

Decn(T )
op −→

(
(T/Ψn)

nd
)op

is cofinal (or homotopy cofinal, for the second part). Both these facts follow if we
can show that for any object f : T → S of (T/Ψn)

nd, the slice category

Decn(T )×(T/Ψn)nd (T/Ψn)
nd/f

is weakly contractible. In fact this category has a terminal object. Indeed, there
is a unique factorization of f as a composition h ◦ g, where h is a composition of
inner face maps and g a composition of external face maps. Then g ∈ Decn(T ) is
the desired terminal object. Said differently, if R is the subtree of S with as its
root the image under f of the root of T and similarly for its leaves, then g is the
evident map T → R. �

For ease of reference, let us record the following consequence of the proof of
Lemma C.11, which will be the essential step in proving Proposition 4.10:

Corollary C.13. Let X ∈ sSetsΨ
op
n be fibrant and cofibrant and let Y be a

fibrant replacement of v!X. Then there is a natural weak equivalence

hocolimS∈Decn(T )opX(S) −→ Y (T ).

The following is also a consequence of Lemma C.11.

Corollary C.14. The derived unit of the Quillen adjunction

sSetsΨ
op
n

v! �� sdSets
v∗

��

is a weak equivalence.
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Proof. Consider X ∈ sSetsΨ
op
n fibrant and cofibrant and consider a fibrant

replacement Y of v!X. We should verify that the map X → v∗Y is a weak equiv-
alence. Note that for every T ∈ Ψn, the category Decn(T ) has an initial object
(namely the identity map of T ), so that the map

hocolimS∈Decn(T )opX(S) −→ X(T )

is a weak equivalence. It follows that X(T ) → v∗Y (T ) is a weak equivalence for
every such T . �

Remark C.15. In terms of the corresponding ∞-categories Op≤n and Op, the
previous corollary states that the inclusion Op≤n → Op exhibits the former as a
colocalization of the latter.

We conclude this section with a result relating the n-truncation and the (n−1)-
truncation of an ∞-operad. To state it, write w for the inclusion Ψn−1 → Ψn,
which induces an adjunction

w! : sSets
Ψop

n−1
�� sSetsΨ

op
n : w∗.��

One sees this is a Quillen adjunction in the same way as for the pair (v!, v
∗). Write

tn−1 for the functor Lw!Rw∗. For X ∈ sSetsΨ
op
n we wish to express the difference

between tn−1X and X in terms of n-homogeneous ∞-operads. Informally speaking,
an n-homogeneous operad is one that only has nontrivial operations of arities 1 and
n. To make this precise in the setting of ∞-operads, consider the full subcategory
gn : Γn → Ψn spanned by the trees T which satisfy one of the following two
conditions:

(1) All the vertices of T are unary, i.e. T is just a simplex.
(2) All the vertices of T except one are unary, where the non-unary vertex

has valence n.

In particular, any T ∈ Γn has either one leaf or n leaves. The category Γn inherits
a generalized Reedy structure from Ψn; again we may localize the category of
simplicial presheaves over Γn with respect to Segal cores and {0} → J to obtain
the homotopy theory of complete Γn-Segal spaces. The pushforward

(gn)! : sSets
Γop

n −→ sSetsΨ
op
n

is then a left Quillen functor. Let us write hn for the composite L(gn)!Rg∗n. We
will sometimes refer to hnX as the n-homogeneous part of X. The following result
will be the key ingredient in proving Proposition 4.12:

Proposition C.16. For a fibrant object X ∈ sSetsΨ
op
n the square

hntn−1X ��

��

tn−1X

��
hnX �� X.

is a homotopy pushout.

Proof. By Theorem C.4 it suffices to check that this square is a homotopy
pushout after applying Lu∗, i.e. after restricting to Ωn (and Reedy cofibrant re-
placements, if necessary). We claim that the evaluation of the vertical map on the
right at any tree T ∈ Ωn ∩Ψn−1 is a weak equivalence, which we will justify in the
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second part of this proof. To conclude the statement of the proposition, observe
that the map hnX → X is a homotopy equivalence for any tree T ∈ Γn, whereas
hnX(T ) = ∅ for T /∈ Γn (and similarly for the map hntn−1X → tn−1X). Indeed,
the proposition then follows from the observation that any T ∈ Ωn is contained in
either Ψn−1 or Γn.

To verify the claim above it suffices to check that the mapRw∗tn−1X → Rw∗X
is a weak equivalence. The object tn−1X may be computed as w!(w

∗X)c, where
(w∗X)c is a Reedy cofibrant replacement of w∗X (and is therefore in particular
pointwise weakly equivalent to w∗X). Write (w!(w

∗X)c)f for a Reedy fibrant re-
placement of this object, which is then a complete Ψn-Segal space by Lemma C.11.
It follows that we may compute Rw∗tn−1X as w∗(w!(w

∗X)c)f . Our claim then
follows from Corollary C.14. �

Observe that if S → T is a map of trees in Ψn such that T ∈ Γn, then S must
be in Γn as well. It follows that for any such T , the inclusion

sSetsΓ
op
n /T −→ sSetsΨ

op
n /T

is an equivalence of categories. It is immediate from this observation that the push-
forward functor g! preserves fibrant objects. This allows us to prove the following:

Proposition C.17. The square of Proposition C.16 is also a homotopy pull-
back.

Proof. As before it suffices to check this after restricting toΩn. It is clear from
the descriptions of hnX and hntn−1X offered in the previous proof that the square

is a homotopy pullback in the Reedy model structure on sSetsΩ
op
n . Without loss

of generality we may assume the two objects on the right of the square are Reedy
fibrant (and therefore also fibrant in the model structure for complete Ωn-Segal
spaces by virtue of Lemma C.11). We observed above that the two objects on the
left are fibrant as well. It follows that the square is also a homotopy pullback in
the model structure for complete Ωn-Segal spaces. �

C.2. Truncations of stable ∞-operads

In this section we will adapt the theory of truncations to the setting of stable
∞-operads. Recall that we write OpSt (resp. OpSt

≤n) for the ∞-category of stable
∞-operads (resp. n-truncated stable ∞-operads). Theorem C.5 shows that the
restriction functor Op → Op≤n has both a left and right adjoint, for which we
write Lv! and Rv∗ respectively. In this section we will need to vary n, so that we
sometimes write vn for v to make the dependence on n explicit. The main result of
this section is the following, which in particular proves Theorem 4.5:

Theorem C.18. The restriction functor (−)≤n : OpSt → OpSt
≤n has both a

fully faithful left adjoint (which we denote in) and a fully faithful right adjoint.

Furthermore, for O⊗ ∈ OpSt
≤n and N⊗ ∈ OpSt, there is a natural weak equivalence

Map(inO
⊗,N⊗) � Map(L(vn)!O

⊗,N⊗).

Remark C.19. The ∞-operad L(vn)!O
⊗ need not be stable itself; however, the

previous result shows that when mapping into a stable ∞-operad, the difference
between in and L(vn)! is irrelevant.
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Proof of Theorem C.18. Consider the square of functors

Op �� Op≤n

OpSt

(−)≤n

��

��

OpSt
≤n

��

in which the vertical arrows are fully faithful. We will first show the existence of
a right adjoint to the bottom horizontal arrow. For this it suffices to show that
for O⊗ ∈ OpSt

≤n, the ∞-operad Rv∗O
⊗ is stable as well, so that the restriction of

Rv∗ to stable ∞-operads gives the desired adjoint. The underlying ∞-categories
of O and Rv∗O

⊗ agree. Furthermore, it is clear directly from the definition of v∗
that for any collection of objects x1, . . . , xk, y of O with k ≤ n, the space of op-
erations Rv∗O

⊗(x1, . . . , xk; y) is naturally equivalent to O⊗(x1, . . . , xk; y), whereas
Rv∗O

⊗(x1, . . . , xk; y) is contractible for k > n. It follows that Rv∗O
⊗ is indeed

stable. Fully faithfulness of Rv∗ is also clear from this description.
For the existence of the left adjoint we appeal to the adjoint functor theorem

(Corollary 5.5.2.9 of [Lur09]). A formal argument shows that the ∞-categories

OpSt andOpSt
≤n are presentable, so that it suffices to show that the functorOpSt →

OpSt
≤n is accessible and preserves small limits. Accessibility is immediate from the

fact that this functor admits a right adjoint and thus preserves small colimits. To
show preservation of limits, it suffices to show that the other three functors in the
square above preserve small limits (and use that the inclusion OpSt → Op is fully
faithful). We already know this for the functor Op → Op≤n. For the vertical
functors, we need to argue that the class of (n-truncated) stable ∞-operads is
closed under taking small limits in Op (or Op≤n). We do this for Op, the other

case being entirely analogous. Let I → OpSt : i 	→ O⊗
i be a diagram and let O⊗ be

a limit of the induced diagram I → OpSt → Op. Taking underlying ∞-categories

gives a limit-preserving functor Op → Ĉat. We may conclude that the underlying
∞-category of O⊗ is compacty generated by Proposition 5.5.7.6 of [Lur09]; also, it
is manifestly stable. Write Gi : O → Oi for the induced functor and Fi for its left
adjoint. For a collection of objects x1, . . . , xk, y of O we have natural equivalences

O⊗(x1, . . . , xk; y) � lim←−
I

O⊗
i (Gi(x1), . . . , Gi(xk);Gi(y))

� lim←−
I

Oi(Gi(x1)⊗Oi
· · · ⊗Oi

Gi(xk), Gi(y))

� lim←−
I

O(Fi(Gi(x1)⊗Oi
· · · ⊗Oi

Gi(xk)), y),

showing that the functor O⊗(x1, . . . , xk;−) is corepresented by the object

lim−→
I

Fi(Gi(x1)⊗Oi
· · · ⊗Oi

Gi(xk)).

We need to show that the tensor products induced by O⊗ preserve colimits in
each variable separately. This follows from the above formula and the fact that
the functors Gi also preserve colimits. Indeed, they preserve filtered colimits by
assumption and finite colimits since they are exact (being limit-preserving functors
between stable ∞-categories). We conclude that O⊗ is indeed a stable ∞-operad.
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The natural equivalence of the theorem arises from the natural equivalences

Map(inO
⊗,N⊗) � Map(O⊗,N⊗

≤n) � Map(Lv!O
⊗,N⊗).

Finally, we will show that in is fully faithful by demonstrating that for each O⊗ ∈
OpSt

≤n, the unit map O⊗ → (inO
⊗)≤n is an equivalence. This follows by considering,

for any N⊗ ∈ OpSt
≤n, the sequence of natural equivalences

Map((inO
⊗)≤n,N

⊗) � Map(inO
⊗,Rv∗N

⊗)

� Map(Lv!O
⊗,Rv∗N

⊗)

� Map(O⊗, (Rv∗N
⊗)≤n)

� Map(O⊗,N⊗)

where in the last step we used the fully faithfulness of Rv∗. �

Consider a stable ∞-operad O⊗ with associated tensor products ⊗k. Before
stating our next result we introduce some notation. Let T be an object in Ψn.
Then we can inductively define a tensor product ⊗T as follows: if T is a corolla
Ck, then ⊗T = ⊗k, and if T is obtained by grafting a corolla Ck onto a leaf l of a
smaller tree T ′, then

⊗T = ⊗T ′ ◦ (id, . . . ,⊗k, . . . , id),

where on the right-hand side ⊗k occurs in the slot corresponding to l and the iden-
tity functor occurs in all others. The tensor products ⊗T are covariantly functorial
in T . Note that the definition of ⊗T only involves the tensor products ⊗k for k ≤ n.
Also, for a tree S ∈ Ω, recall the category Decn(S) of n-decompositions of S. Its
objects are the maps of trees f : S → T such that T ∈ Ψn and f is a composition
of inner face maps.

Lemma C.20. Consider O⊗ as above and write �k for the k-fold tensor prod-
uct determined by the stable ∞-operad τnO

⊗ = in(O
⊗
≤n). Then there is a natural

equivalence

�k −→ lim←−
T∈Decn(Ck)

⊗T .

Remark C.21. It should be noted that the nerve of the category Decn(Ck)
has the homotopy type of a finite simplicial set: indeed, since any automorphism
of a tree T is completely determined by its action on the leaves of T , the objects
of Decn(Ck) have no nontrivial automorphisms. Furthermore, if k ≥ 3 the length
of a chain of decompositions Ck → T1 → · · · → Tm containing no isomorphisms
is bounded above by m = k − 2 (corresponding to a ‘maximal binary expansion’
of Ck). In case k = 2 the category Decn(C2) is equivalent to the trivial category,
since there are no nontrivial decompositions of a binary vertex.

Before proving the lemma, let us fix another piece of convenient notation. In
the previous section we introduced n-homogeneous ∞-operads by means of the
homotopy theory of complete Γn-Segal spaces. Write Op=n for the ∞-category

associated to this model category and write OpSt
=n for its full subcategory spanned

by the stable n-homogenous ∞-operads, i.e. those complete Γn-Segal spaces sat-
isfying the evident versions of the axioms imposed on stable ∞-operads. Pullback
along the inclusion Γn → Ωn then defines a functor

Op≤n −→ Op=n : O⊗
≤n 	−→ O⊗

=n
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which restricts to a functor OpSt
≤n −→ OpSt

=n.

Proof of Lemma C.20. We will prove the lemma by induction on k. To
establish the base of the induction, note that the lemma is true for k ≤ n. Indeed,
since in is fully faithful, the unit map O⊗

≤n → (τnO
⊗)≤n is an equivalence, implying

that for k ≤ n the natural transformations ⊗k → �k are equivalences. Note that
in this case the category Decn(Ck) has an initial object (namely the identity map
of Ck), so that the formula of the lemma holds true.

We first prove the lemma for k = n + 1. Write X = (τnO
⊗)≤n+1. Then

Proposition C.16 gives a pushout square

hn+1tnX

��

�� tnX

��
hn+1X �� X.

For an arbitrary stable ∞-operad N⊗, we then find a pullback square

MapO(X,N⊗
≤n+1)

��

��

MapO(X=n+1,N
⊗
=n+1)

��
MapO(tnX,N⊗

≤n+1)
�� MapO((tnX)=n+1,N

⊗
=n+1)

where MapO denotes the space of maps of ∞-operads which restrict to the identity
O → N on underlying ∞-categories. Note that

MapO(tnX,N⊗
≤n+1) � MapO(L(vn)!O

⊗
≤n,N

⊗)

and applying the equivalence of Theorem C.18 this is in turn naturally equivalent to
MapO(τnO

⊗,N⊗). Therefore, the left vertical map in the square is an equivalence,
so that the homotopy fiber of the vertical map on the right is contractible. The
spaces on the right-hand side can be understood using the complete Γn+1-Segal
spaces of the previous section. For example, the space MapO(X=n+1,N

⊗
=n+1) is the

space of Σn+1-equivariant natural transformations

τnO
⊗(x1, . . . , xn+1; y) −→ N⊗(x1, . . . , xn+1; y),

where both sides are considered as functors (Oop)n+1 × O → S. By the corep-
resentability of the ∞-operads involved, this space is equivalent to the space of
Σn+1-equivariant natural transformations

⊗n+1
N −→ �n+1.

Similarly, the space MapO((tnX)=n+1,N
⊗
=n+1) is the space of Σn+1-equivariant

natural transformations

tnO
⊗(x1, . . . , xn+1; y) −→ N⊗(x1, . . . , xn+1; y).

Applying Corollary C.13 we see that this space is naturally equivalent to the space
of Σn+1-equivariant natural transformations

⊗n+1
N −→ lim←−

T∈Decn(Cn+1)

⊗T
O.
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We conclude that the natural transformation

�n+1 −→ lim←−
T∈Decn(Cn+1)

⊗T
O

is an equivalence, which proves the case k = n + 1 of the lemma. More generally,
the same argument as above shows that for k > n+ 1 there is an equivalence

�k −→ lim←−
T∈Deck−1(Ck)

�T .

To carry out our induction, suppose we have proved the formula of the lemma for
k − 1. Then for any T ∈ Ψk−1 the natural map

�T −→ lim←−
S∈Decn(T )

⊗S

is an equivalence; indeed, this follows from the decomposition γ of the category
Decn(T ) discussed in the proof of Lemma C.11 and the fact that the tensor product
functors ⊗S preserve finite limits in each variable separately, since O⊗ is stable. We
therefore have an equivalence

�k −→ lim←−
T∈Deck−1(Ck)

(
lim←−

S∈Decn(T )

⊗S
)
.

Write Dec+n (Ck) for the category indexing the limit on the right, i.e. the category
whose objects are Ck → T → S, with T a (k − 1)-decomposition of Ck and S an
n-decomposition of T , with the evident maps between them. To prove the lemma
we should show that the functor

Dec+n (Ck) −→ Decn(Ck) : (Ck → T → S) 	−→ (Ck → S)

is final. This is clear, since for any n-decomposition f : Ck → S, the slice

Dec+n (Ck)×Decn(Ck) Decn(Ck)/f

is contractible; indeed, it has a final object Ck → S = S. �
The technique we just used to prove Lemma C.20 in particular proves the

following:

Lemma C.22. If O⊗
≤n and N⊗

≤n are objects of OpSt
≤n, then there is a natural

equivalence

Map((τn−1O
⊗)=n,N

⊗
=n) � Map((tn−1O

⊗)=n,N
⊗
=n).

Proof. Assume for simplicity that O⊗
≤n and N⊗

≤n have the same underly-

ing ∞-category O (the general case is only notationally more difficult). Then
MapO((τn−1O

⊗)=n,N
⊗
=n) can be identified with the space of Σn-equivariant natural

transformations ⊗n
N → �n

O, where the codomain denotes the n-fold tensor product
in τn−1O

⊗. That this space is naturally equivalent to the space on the right follows
from Corollary C.13 (applied to L(vn−1)!O

⊗
≤n−1 and T = Cn) and Lemma C.20. �

Corollary C.23. If O⊗ is a stable ∞-operad, then the square

hn(τn−1O
⊗
≤n)

��

��

τn−1O
⊗
≤n

��
hn(O

⊗
≤n)

�� O⊗
≤n
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is a pushout in the ∞-category Op≤n.

Proof. It is straightforward to verify that the pushout in the square is itself
a stable ∞-operad. To see that it is equivalent to O⊗

≤n, combine Proposition C.16
with the equivalences provided by Theorem C.18 and Lemma C.22. �

We end this section by proving the following results claimed in Chapter 4:

Proof of Proposition 4.12. Consider stable ∞-operads O⊗ and N⊗ and
assume they have the same underlying ∞-category O. The previous corollary yields
a pullback square

MapO(τnO
⊗,N⊗)

��

�� MapO(O
⊗
=n,N

⊗
=n)

��
MapO(τn−1O

⊗,N⊗) �� MapO((τn−1O
⊗)=n,N

⊗
=n).

The space MapO(O
⊗
=n,N

⊗
=n) is equivalent to the space of Σn-equivariant natural

transformations ⊗n
N → ⊗n

O. Also, the space MapO((τn−1O
⊗)=n,N

⊗
=n) is equivalent

to the space of Σn-equivariant natural transformations ⊗n
N → �n

O, where the latter
denotes the n-fold tensor product determined by τn−1O

⊗. �

Proof of Proposition 4.10. We will deduce the proposition from Lemma
C.20 and a variation on some well-known observations relating partition complexes
to spaces of trees. First of all there is a functor

ω : Partn(k) → Decn(k)

which may be described as follows. For a vertex of Partn(k) corresponding to a
simplex ζ : Δm → NEquiv(k), we define a tree Tζ whose set of edges is the disjoint
union

m∐
i=0

{1, . . . , k}/ζ(i).

Furthermore, for any 1 ≤ i ≤ m and e ∈ {1, . . . , k}/ζ(i) the tree Tζ has a vertex
with outgoing edge e and ingoing edges all those l ∈ {1, . . . , k}/ζ(i− 1) which are
sent to e under the quotient map

{1, . . . , k}/ζ(i− 1) −→ {1, . . . , k}/ζ(i).
The map ω(ζ) is then the unique n-decomposition Ck → Tζ which sends the jth
leaf of Ck to the leaf j ∈ {1, . . . , k} of Tζ . Note that the diagram ψk

n : Partn(k) →
Fun(O⊗

〈k〉,O
⊗
〈1〉) may be identified with the composition of (the nerve of) ω with the

assignment (Ck → T ) 	→ ⊗T . Thus to prove the proposition it suffices to show that
ω is final, i.e. that for any n-decomposition f : Ck −→ T the slice category

Partn(k)×Decn(k) Decn(k)/f

has contractible nerve. This will require a fair amount of combinatorics. We write
L(f) for the category above.

First observe that the functor L(f) → Decn(k)/f is faithful. The objects in
its image are those n-decompositions g : Ck → Tζ (lying over f) such that each
leaf of Tζ has the same height ; here the height of an edge e of Tζ is defined as
the number of vertices on the directed path from e to the root of Tζ . We will
call such a tree layered. The morphisms in the image are those maps of trees
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ϕ satisfying the condition that if two edges have the same height, their images
under ϕ have the same height as well. Write L(f)′ for the full subcategory of L(f)
spanned by those objects corresponding to nondegenerate simplices of NEquiv(k).
It is standard (and easy to show) that the inclusion NL(f)′ ⊆ NL(f) is a weak
homotopy equivalence, so that it suffices to show that the former is contractible.
Also observe that the category L(f)′ is a partially ordered set.

Let us say an object X of L(f)′ is elementary if it is maximal in the sense that
there are no non-identity maps out of X. A more explicit description is as follows.
The object X corresponds to a simplex ζ : Δm → NEquiv(k) and a triangle

Ck

g

����
��
��
�� f

���
��

��
��

�

Tζ t
�� T,

with Tζ the corresponding layered tree. Then for each 1 ≤ i ≤ m the map

{1, . . . , k}/ζ(i− 1) → {1, . . . , k}/ζ(i)

corresponds to a collection of corollas of Tζ , one for each element e of {1, . . . , k}/ζ(i).
Writing Ce for the corolla corresponding to e, the object X is elementary if for
all but precisely one such e, the corolla t(Ce) is a degenerate corolla of T and
moreover t is surjective (i.e. a composition of degeneracies). More informally, X is
elementary if each layer of Tζ contains precisely one corolla whose image under t is
nondegenerate in T and t is surjective. If Y → X is a map in L(f)′, let us say that
Y is a face of X. The reason for this terminology is as follows: if X is as above then
the simplex of NEquiv(k) corresponding to Y is a face of ζ. Observe that every
object of L(f)′ is a face of an elementary object, although not in a unique way (i.e.
an object may be a face of multiple elementary objects). If X is elementary, write
face(X) for the full subcategory of L(f)′ spanned by the faces of X.

We will prove that NL(f)′ is contractible by an induction on elementary objects.
To do this we need to order them. The set V (T ) of vertices of T is partially ordered
in an evident way, where v < w if v is on the directed path from w to the root
of T (i.e. if v is ‘lower’ than w). Observe that elementary objects of L(f)′ are in
one-to-one correspondence with linear orderings on V (T ) which extend this partial
ordering. Indeed, if X is elementary then the height function of Tζ induces such a
linear order, where v < w if the preimage of w in Tζ (which is unique) is higher than
that of v (where the height of a vertex is by definition the height of its outgoing
edge). Conversely, it is clear that every such linear order on V (T ) arises from the
height function of a layered tree.

Arbitrarily pick an elementary object X0 ∈ L(f)′, determining a linear order
<X0

on V (T ). We may construct the orderings corresponding to other elementary
objects from <X0

by ‘shuffling’: to be precise, we say that an elementary object Z
is a swap of another elementary object Y if the linear order <Z is obtained from
<Y by swapping two consecutive vertices v <Y w (note that these vertices must be
incomparable in the tree T for this to be possible). Moreover, let us say Y < Z if
we have the inequality v <X0

w. In other words Z is obtained from Y by ‘shuffling
up’ the vertex v, where the meaning of ‘up’ is determined by X0. In this way we
generate a partial ordering on the set of elementary objects of L(f)′ in which X0

is minimal.
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Now set F0 = face(X0). Choose a linear ordering on the set of elementary
objects of L(f)′ extending the partial order just described and define Fi = Fi−1 ∪
face(Xi), where Xi is the ith elementary object. In this way we obtain a filtration

F0 ⊆ F1 ⊆ · · · ⊆
⋃
i

Fi = L(f)′.

Note that F0 is weakly contractible since it has a final objectX0. Consider the stage
Fi of this filtration, which is obtained from Fi−1 by adjoining an elementary object
Xi and all its faces. We claim (see below) that the intersection face(Xi) ∩ Fi−1

is weakly contractible. By induction we may assume Fi−1 is weakly contractible.
Since face(Xi) is weakly contractible, we conclude that Fi is weakly contractible as
well. It follows that L(f)′ is weakly contractible.

To verify our claim, note that Xi is obtained from an elementary object Xj ,
for some j < i, by swapping two consecutive vertices v <Xj

w. Write ζi and ζj
for the simplices of NEquiv(k) corresponding to Xi and Xj respectively. Then the
outgoing edge of the vertex w corresponds to an element of

{1, . . . , k}/ζj(h)
for some positive integer h. Observe that ∂hζj = ∂hζi, which corresponds to a
simplex where v and w are at the same height. Write ∂hXj (or equivalently ∂hXi)
for the corresponding object of L(f)′. Then the intersection of face(Xi) ∩ Fi−1 is
the full subcategory of L(f)′ spanned by the faces of ∂hXj . This category has ∂hXj

as a terminal object and is therefore weakly contractible. �

C.3. A cobar construction for stable ∞-operads

In this section we prove Proposition 4.6, which states that for a pointed com-
pactly generated∞-category C the maps τnSp(PnC)

⊗ → Sp(PnC)
⊗ and τnSp(PnC)

⊗

→ τnSp(C)
⊗ are equivalences. To do this we need to exploit the relationship be-

tween the tensor products defined by the stable ∞-operad Sp(C)⊗ and the deriva-
tives of the identity functor of C. Recall that the tensor product ⊗k can be identified
with the derivative ∂k(Σ

∞
C Ω∞

C ). Corollary B.5 allows us to compute the derivatives
∂kidC from these tensor products by a cobar construction, which we will explain
below. We will deduce Proposition 4.6 from the following:

Proposition C.24. Fix k ≥ 2 and write �k for the k-fold tensor product in
the ∞-operad τk−1Sp(C)

⊗. Then there is a natural equivalence

∂kidC −→ Ωfib(⊗k → �k).

Proof. We can compute the derivatives ∂∗(Ω
∞
C (Σ∞

C Ω∞
C )•Σ∞

C ) featuring in
Corollary B.5 using the chain rule (see Theorem 6.3.2.1 of [Lur14]). They are
given by the (somewhat informal) formula

∂∗Ω
∞
C ◦ ∂∗(Σ∞

C Ω∞
C )◦• ◦ ∂∗Σ∞

C

with ◦ denoting the composition product of symmetric sequences; a rigorous justi-
fication of this formula can be extracted from Section 6.3.2 of [Lur14], using the
notion of thin Δn-families of ∞-operads. (Note that we do not need to distinguish
between the derivatives and coderivatives of Σ∞

C Ω∞
C by virtue of Remark B.2.) We

denote the totalization of the corresponding cosimplicial object by

cobar(∂∗Ω
∞
C , ∂∗(Σ

∞
C Ω∞

C ), ∂∗Σ
∞
C ).
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The derivative ∂iΩ
∞
C is the identity for i = 1 and is 0 otherwise (and similarly for

∂iΣ
∞
C ); let us write 1 for the corresponding symmetric sequence. The symmetric

sequence ∂∗(Σ
∞
C Ω∞

C ) admits an evident augmentation to 1 and we write ∂∗(Σ∞
C Ω∞

C )
for the fiber of this map. It agrees with ∂∗(Σ

∞
C Ω∞

C ) in every degree except 1, in
which it is trivial. By standard reasoning we may replace the cobar construction
above by a reduced cobar construction, giving (for k ≥ 2) the following formula for
∂kidC in terms of the totalization of a semicosimplicial object:

Tot
(
∗

0 ��
0

�� ∂k(Σ∞
C Ω∞

C )
0 ����
0

��
(
∂∗(Σ∞

C Ω∞
C ) ◦ ∂∗(Σ∞

C Ω∞
C )

)
k

0 ������
0

�� · · ·
)
.

The bottom and top coface maps are always null (indeed, these are induced by the

comultiplication 1 → 1◦∂∗(Σ∞
C Ω∞

C ), which is null). A standard argument (formally
dual to the Kan simplicial suspension) then gives an equivalence

∂kidC �� ΩTot
(
∂k(Σ

∞
C Ω∞

C ) ��
0

��
(
∂∗(Σ∞

C Ω∞
C ) ◦ ∂∗(Σ∞

C Ω∞
C )

)
k

����
0

�� · · ·
)
,

where the cosimplicial object in brackets is the décalage of the previous one, i.e. its
composition with the functor

Δ −→ Δ : [n] 	−→ [0]� [n] = [n+ 1].

We conclude that there is an equivalence between Σ∂kidC and the fiber of the
comultiplication map

∂k(Σ
∞
C Ω∞

C ) �� Tot
((

∂∗(Σ∞
C Ω∞

C )
◦2)

k
����
(
∂∗(Σ∞

C Ω∞
C )

◦3)
k

������ · · ·
)

by applying another décalage, now composing with [n] 	→ [n] � [0]. Observe that
∂k(Σ

∞
C Ω∞

C ) may be identified with ⊗k and that the totalization on the right may
be identified with the following limit (see Section 4.1):

lim←−
NPartk−1(k)

ψk
k−1.

The desired result now follows by applying Proposition 4.10. �

Proof of Proposition 4.6. To prove that τnSp(PnC)
⊗ → τnSp(C)

⊗ is an
equivalence it suffices to show that Sp(PnC)

⊗
≤n → Sp(C)⊗≤n is an equivalence of

n-truncated stable ∞-operads. The tensor products induced by Sp(PnC)
⊗
≤n are

the first n derivatives of the functor Σ∞
PnC

Ω∞
PnC

, the tensor products induced by

Sp(C)⊗≤n are the first n derivatives of Σ∞
C Ω∞

C . That the natural map between
these is an equivalence is immediate from the fact that PnC is a weak n-excisive
approximation to C.

We now show that the map τnSp(PnC)
⊗ → Sp(PnC)

⊗ is an equivalence of
stable ∞-operads. We will do this by proving that for every k ≥ n the map

fk : τnSp(PnC)
⊗ −→ τkSp(PnC)

⊗

is an equivalence. This is clear for k = n. To establish the inductive step, assume
that k > n and that fk−1 is an equivalence. The derivative ∂kidPnC is contractible
since idPnC is n-excisive, so Proposition C.24 (applied to PnC) implies that the
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natural transformation ⊗k → �k is an equivalence. Hence fk is an equivalence as
well. �

C.4. Coalgebras

In this section we prove Lemma 4.23, which gives an inductive description of
coalgebras in a stable ∞-operad of the form τnO

⊗. Consider the ∞-category B

defined as the pullback in the following square:

B ��

��

{
X → (X ⊗n · · · ⊗n X)hΣn

}c

O

��
coAlgc(τn−1O

⊗) ��
{
X → (X �n · · · �n X)hΣn

}c

O
.

As observed in Section 4.3 there is an evident functor

β : coAlgc(τnO
⊗) −→ B.

The following is a reformulation of Lemma 4.23:

Lemma C.25. The functor β is an equivalence of ∞-categories.

Before we prove this lemma we investigate the ∞-category of coalgebras in an
n-homogeneous stable ∞-operad. To this end, consider a map p⊗ : X⊗

=n → O⊗
=n

in the ∞-category OpSt
=n. We call such a map a coalgebra in O⊗

=n if it satisfies
the evident analogue of Definition 4.14 and write coAlg(O⊗

=n) for the ∞-category
of such coalgebras. Informally speaking, a coalgebra in O⊗

=n is simply an object X
of O together with a Σn-equivariant map X → X⊗n. This is articulated by the
following result:

Lemma C.26. The evident functor

coAlgc(O⊗
=n) −→

{
X → (X ⊗n · · · ⊗n X)hΣn

}c

O

is an equivalence of ∞-categories.

Proof. We first show that this functor is fully faitfhul. Consider compact
coalgebras p⊗ : X⊗

=n → O⊗
=n and q⊗ : Y⊗

=n → O⊗
=n with underlying objects X and

Y respectively. Write Map(p⊗, q⊗) for the space of maps in coAlgc(O⊗
=n) between

these coalgebras, which is by definition the space of maps Y⊗
=n → X⊗

=n compatible
with the maps down to O⊗

=n. The forgetful functor induces a map

Map(p⊗, q⊗) −→ MapO(X,Y ).

Write Fϕ for the fiber of this map over a morphism ϕ : X → Y and consider objects
fi : Y → Wi and g : Y → Z of OY/. Informally speaking Fϕ may be described as
the space of Σn-equivariant maps

Y⊗
=n(f1, . . . , fn; g) −→ X⊗

=n(f1ϕ, . . . , fnϕ; gϕ),

natural in the fi and g, which are moreover compatible with the maps down to
O⊗(W1, . . . ,Wn;Z). By the corepresentability of the ∞-operads involved this is
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the space of Σn-equivariant triangles

X
ϕ ��

δXn (f1ϕ,...,fnϕ) ����
���

���
���

��� Y

δYn (f1,...,fn)�����
���

���
���

��

W1 ⊗ · · · ⊗Wn

natural in the fi. Here the map δYn (f1, . . . , fn) : Y → W1⊗· · ·⊗Wn is induced by the
tensor product of Y⊗

=n and similarly for δXn . To be more precise, consider the space of
Σn-equivariant natural transformations between the functors δXn ◦ (ϕ∗)n and ϕ∗δYn .
The ∞-category Fun(On

Y/,OX/) admits an equivariant functor to Fun(On
Y/,O) by

composition with the projection πX : OX/ → O. The composition ⊗n ◦πn
Y is an ob-

ject of the latter and Fϕ can be identified with the fiber of NatΣn(δXn ◦ (ϕ∗)n, ϕ∗δYn )

over the identity map of that object. Write F̃ϕ for the fiber of Fun(On
Y/,OX/) over

the object ⊗n ◦πn
Y of Fun(On

Y/,O). Since the inclusion of the vertex {idY }n → On
Y/

is left anodyne and the projection OX/ → O is a left fibration, evaluation at that

vertex induces an equivalence between F̃ϕ and the fiber of OX/ → O over the object

Y ⊗n. Hence there is a corresponding fiber sequence

Fϕ −→ MapΣn

OX/
(δXn (ϕ, . . . , ϕ), ϕ ◦ δYn (idY , . . . , idY )) −→ MapΣn

O (Y ⊗n, Y ⊗n).

Note also that the map δXn (ϕ, . . . , ϕ) canonically factors as follows

X
δXn (idX ,...,idX) �� X ⊗ · · · ⊗X

ϕ⊗···⊗ϕ �� Y ⊗ · · · ⊗ Y.

Therefore one may describe Fϕ as the space of homotopies that fill the following
square:

X
ϕ ��

��

Y

��
(X ⊗ · · · ⊗X)hΣn

(ϕ⊗n)Σn

�� (Y ⊗ · · · ⊗ Y )hΣn .

It should be clear that this is precisely the homotopy type of the space of maps
between the objects

δXn (idX , . . . , idX) : X −→ X⊗n and δYn (idY , . . . , idY ) : Y −→ Y ⊗n,

compatible with the map ϕ : X → Y , in the ∞-category{
X → (X ⊗n · · · ⊗n X)Σn

}c

O
.

This proves that the functor of the lemma is fully faithful.
It remains to show essential surjectivity. If δn : X → (X⊗n)hΣn is a map in

O we define a corresponding coalgebra X⊗
=n → O⊗

=n as follows. Unraveling the
definitions, it suffices to specify a Σn-equivariant functor associating to every n-
tuple of maps f1 : X → Yi, . . . , fn : X → Yn a map X → Y1 ⊗ · · · ⊗ Yn. Clearly the
formation of the composition

X �� X⊗n f1⊗···⊗fn�� Y1 ⊗ · · · ⊗ Yn

does the job. �

We will also need the following collection of technical facts:
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Lemma C.27. Let p⊗ : X⊗ → τnO
⊗ be a coalgebra in τnO

⊗. Then the map
τnX

⊗ → X⊗ is an equivalence of ∞-operads. Furthermore, the pushforward of p⊗

to coAlg(τn−1O
⊗) is equivalent to τn−1p

⊗ : τn−1X
⊗ → τn−1O

⊗. Also, the map
X⊗

=n → (τnO
⊗)=n defines a coalgebra in (τnO

⊗)=n.

Remark C.28. We are cutting a corner in the statement of this lemma: the
∞-operad X⊗ need itself not be stable, so that the expression τnX

⊗ is as of yet
ill-defined. However, the relevant definitions can easily be adapted to apply to this
corepresentable ∞-operad as well. We will not belabour the details here.

Proof. Write ⊗k
X for the k-fold tensor product on OX/ defined by p⊗. To

prove that τnX
⊗ → X⊗ is an equivalence, it suffices (by Lemma C.20) to show that

for every k > n the natural map

ϕk : ⊗k
X −→ lim←−

T∈Decn(Ck)

⊗T
X

is an equivalence. Let f1 : X → Y1, . . . , fk : X → Yk be objects of OX/. Evaluated
at this tuple, the map above corresponds to a triangle in O as follows:

X

��  
   

   
   

   
  

��!!!
!!!

!!!
!!

⊗k
O(Y1, . . . , Yk) �� lim←−T∈Decn(Ck)

⊗T
O(Y1, . . . , Yk).

Then ϕk is an equivalence if and only if the bottom arrow is an equivalence, which
is the case because τnO

⊗ is n-truncated. For the second claim, recall that the
pushforward of p⊗ to coAlg(τn−1O

⊗) (say p⊗n−1) is defined by the pullback square

X⊗
n−1

p⊗
n−1

��

�� X⊗

p⊗

��
τn−1O

⊗ �� τnO⊗.

Applying the truncation functor (−)≤n−1 to the square and using that it preserves
limits, we see that (X⊗

n−1)≤n−1 → (X⊗)≤n−1 is an equivalence. Furthermore, the

map τn−1X
⊗
n−1 → X⊗

n−1 is an equivalence by what we proved before, so that we

obtain an equivalence X⊗
n−1 → τn−1X

⊗ over τn−1O
⊗. Finally, the claim in the

lemma about X⊗
=n is immediate from the definitions. �

Remark C.29. A consequence of the previous lemma is that for a coalgebra
X⊗ → τnO

⊗, there is no essential loss of information in passing to the map X⊗
≤n →

τnO
⊗
≤n. More precisely, there is an evident definition of the notion of coalgebra in

the n-truncated stable ∞-operad τnO
⊗
≤n and a consequence of the previous lemma

is that the pullback functor

coAlg(τnO
⊗) −→ coAlg(τnO

⊗
≤n)

is an equivalence of ∞-categories.
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Proof of Lemma C.25. By Lemma C.26 and the previous remark it suffices
to show that the square

coAlgc(τnO
⊗
≤n)

��

��

coAlgc(O⊗
=n)

��
coAlgc(τn−1O

⊗
≤n)

�� coAlgc((τn−1O
⊗)=n)

is a pullback of ∞-categories. Recall that we denote the pullback in this square
by B. Let us describe a functor α : B → coAlgc(τnO

⊗
≤n) which we will show to be

inverse to β. A vertex v of B corresponds to a diagram

W⊗

��

U⊗��

��

�� V⊗

��
O⊗

=n (τn−1O
⊗)=n

���� τn−1O
⊗
≤n

in which the vertical arrows are coalgebras. Forming pushouts of the top and
bottom rows of we obtain a map α(v) : X⊗ → τnO

⊗
≤n, where we applied Corollary

C.23 to identify the codomain. It is straightforward to verify that α(v) is a coalgebra
in τnO

⊗
≤n. Clearly the construction of α can be made natural to yield the desired

map B → coAlgc(τnO
⊗
≤n).

Now let p⊗ : X⊗ → τnO
⊗ be a compact coalgebra. The same argument used to

prove Proposition C.17 proves that the following square is a pullback of ∞-operads:

(τn−1O
⊗)=n

��

�� τn−1O
⊗
≤n

��
O⊗

=n
�� τnO

⊗
≤n.

Pulling back p⊗ along the maps in this square we produce a cube

(τn−1X
⊗)=n

��

��

��""
""

""
""

""
τn−1X

⊗
≤n

��



""
"""

"""
""

X⊗
=n

��

�� X⊗
≤n

��

(τn−1O
⊗)=n

��

��""
""

""
""

""
τn−1O

⊗
≤n



""
""

""
""

"

O⊗
=n

�� τnO
⊗
≤n,

where we used Lemma C.27 to identify the ∞-operads making up the top square.
Then β(p⊗) is described by the diagram obtained from this cube by deleting the
vertices X⊗

≤n and τnO
⊗
≤n. All faces of the cube are pullbacks; moreover, the top

and bottom faces are pushouts by Corollary C.23. These observations imply that
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the composites α ◦ β and β ◦α are naturally equivalent to the identity, proving the
lemma. �

We conclude this section with a result relating the ∞-category of coalgebras in
a stable ∞-operad O⊗ to the ∞-categories of coalgebras in its truncations τnO

⊗.
Recall that the morphism τnO

⊗ → O⊗ induces a functor

coAlg(O⊗) → coAlg(τnO
⊗)

via Construction 4.17.

Lemma C.30. The functor

coAlg(O⊗) → lim←−
n

coAlg(τnO
⊗)

is an equivalence of ∞-categories.

Proof. We defined the ∞-category coAlg(O⊗) as a full subcategory of(
(Cat∞)/O⊗

)op
and as in Remark C.29 the ∞-category coAlg(τnO

⊗) is equiva-

lent to a full subcategory of
(
(Cat∞)/O⊗

≤n

)op
. Identified in this way, the functor

described right before the lemma is induced by the functor

(Cat∞)/O⊗ → (Cat∞)/O⊗
≤n

which takes the pullback along the inclusion O⊗
≤n → O⊗. The lemma now follows

from the fact that

(Cat∞)/O⊗ → lim←−
n

(Cat∞)/O⊗
≤n

is an equivalence of ∞-categories (see Lemma C.31 below) and that this equivalence
identifies the appropriate full subcategories, as one easily verifies. �

The following is a version of the elementary observation that to give a fibration
over a filtered space X = ∪nXn is essentially the same as to give a fibration over
each stage Xn compatible with the inclusions Xn → Xn+1:

Lemma C.31. If C is an ∞-category with a filtration by subcategories

C1 ⊆ C2 ⊆ C3 ⊆ · · · ,
⋃
n

Cn = C,

then the functor

(Cat∞)/C → lim←−
n

(Cat∞)/Cn

is an equivalence of ∞-categories.

Proof. The ∞-category (Cat∞)/C is equivalent to the homotopy-coherent
nerve of a simplicial category C described as follows: its objects are categorical fi-

brationsX
p−→ C (which are precisely the fibrant objects in the Joyal model structure

on the slice category sSets/C) and for two such fibrations X
p−→ C and Y

q−→ C the
simplicial set of maps between them is the maximal Kan complex in the ∞-category

MapC(X,Y ) = Δ0 ×CX Y X ,

where the map Δ0 → CX used to define the pullback simply picks out the vertex
p. The fact that MapC(X,Y ) is indeed an ∞-category follows from the fact that
the Joyal model structure is Cartesian. There is for every n a similar simplicial
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category Cn whose nerve is equivalent to (Cat∞)/Cn
. Pullback along the inclusion

Cn → Cn+1 defines a simplicial functor

Cn+1 → Cn

which is easily checked to be a fibration of simplicial categories (i.e. it induces Kan
fibrations on mapping spaces). The evident functor

C → lim←−
n

Cn

is an equivalence of simplicial categories in a strict sense, meaning it induces isomor-
phisms on mapping spaces rather than just weak equivalences. Indeed, an explicit
inverse is given by the colimit functor

{Xn
pn−→ Cn}n≥1 	−→ (lim−→

n

Xn → lim−→
n

Cn = C)

with its obvious simplicial structure (using that pullbacks of simplicial sets commute
with colimits). Taking homotopy-coherent nerves produces a diagram (equivalent
to)

· · · → (Cat∞)/Cn+1
→ (Cat∞)/Cn

→ · · · → (Cat∞)/C1

in which all maps are categorical fibrations, since the homotopy-coherent nerve is
a right Quillen functor. Therefore the actual limit is also the homotopy limit and
we conclude that the limit

lim←−
n

(Cat∞)/Cn

computed in the ∞-category of (large) ∞-categories is equivalent to the homotopy-
coherent nerve of C, which in turn is equivalent to (Cat∞)/C. �
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MR2840569

[AC15] Gregory Arone and Michael Ching, A classification of Taylor towers of functors of
spaces and spectra, Adv. Math. 272 (2015), 471–552, DOI 10.1016/j.aim.2014.12.007.
MR3303239

[AK98] Greg Arone and Marja Kankaanrinta, A functorial model for iterated Snaith splitting
with applications to calculus of functors, Stable and unstable homotopy (Toronto, ON,
1996), Fields Inst. Commun., vol. 19, Amer. Math. Soc., Providence, RI, 1998, pp. 1–30.
MR1622334

[AK02] Stephen T. Ahearn and Nicholas J. Kuhn, Product and other fine structure in poly-
nomial resolutions of mapping spaces, Algebr. Geom. Topol. 2 (2002), 591–647, DOI
10.2140/agt.2002.2.591. MR1917068

[BM05] Maria Basterra and Michael A. Mandell, Homology and cohomology of E∞ ring spectra,

Math. Z. 249 (2005), no. 4, 903–944, DOI 10.1007/s00209-004-0744-y. MR2126222
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