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PREFACE

This volume was conceived as the proceedings

of a conference on surgery theory held at Rutgers

University in July, 1983. The editors have taken the

opportunity to considerably expand the subject matter.

The articles in this volume present original

research on a wide range of topics in modern topology.

They include important new material on the algebraic

K-theory of spaces (Waldhausen, Vogell), the algebraic

obstructions to surgery and finiteness (Cappell and

Shaneson, Milgram, Pedersen and Weibel, Ranicki,

Sondow), geometric and chain complexes (Davis, Quinn,

Smith, Weinberger), characteristic classes (Levitt),

and groups (Assadi and Vogel).

A paper of J.Levine on homotopy spheres, written

in 1969 sequel to the classic work of Kervaire

and Milnor but never published, is also included.

Andrew Ranicki

Norman Levitt

Frank Quinn

November, 1984
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SEMIFREE FINITE GROUPS ACTIONS ON COMPACT MANIFOLDS

A. H. Assadi(*)
Department of Mathematics
University of Virginia
Charlottesville, Virginia 22903
USA

INTRODUCTION

P. Vogel
Institut de Mathematiques
et d'informatique

Universite de Nantes
44072 Nantes
Cedex, FRANCE

One of the classical problems in transformation groups has been

to study the properties of the&ationary point sets of actions on

manifolds, and to characterize them whenever possible. P. A. Smith

theory in combination with various other topological considerations

provide a number of necessary conditions to be satisfied by the

stationary point sets of some restricted classes of actions. In the

case of smooth actions of a compact Lie group G on a manifold W, the

stationary point set, say F, is a manifold and its normal bundle in

W, say v, is a G-bundle which determines the action in a (tubular)

neighborhood of F.

For a complete characterization (of the diffeomorphism type) of

F, one needs to show that the above mentioned necessary conditions are

sufficient as well, in the following sense. Assuming that the sub-

manifold F of the prescribed manifold W, and the G-bundle v given, one

tries to find an action on W which would restrict to the given action

in the tubular neighborhood of F provided by the G-bundle v. Special

cases of such problems have been considered under various circumstances

by various authors: (Jl], [J2], [Al], [A2] , [A3], [A-B 1], [A-B 1],

[L], [D-R], [S] to mention a few. In these and other related contexts,

a cornmon hypothesis is that W is simply-connected and this assumption

is indispensable for the techniques and the arguments to be applicable.

In the following, we consider this and some other relevant ques-

tions in the case of non-simply connected compact manifolds on which a

finite group G has a "simple semifree action," i.e. where action is

free outside of the stationary point set, and a certain localized

Borel construction becomes fibre homotopy trivial. Although semifree

actions comprise a restricted class, their understanding seems essential

in developing general theories with more complicated isotropy group

structures. The further restriction of "simplicity" of actions has been

imposed to bring the homotopy-theoretic constructions and algebraic

(*) Partially supported by an NSF grant.
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calculations within reach, as well as to provide a satisfactory answer

to the above-mentioned questions in the form of less-complicated nec-

essary and sufficient conditions.

In the presence of the fundamental group of the ambient manifold -

on which the desired G-action is to be constructed - much of the

methods and results of the simply-connected cases (in their various

forms and contexts) are inapplicable. Thus, one is led to construct a

new obstruction group and a new invariant (depending on both TI1W and G)

whose vanishing is one of the necessary conditions for the existence

of such actions. The obstruction group fits in a five-term exact

sequence relating various Whitehead groups, and conceivably it can be

defined as the fundamental group of the fibre of a transfer map between

two Whitehead spaces involved in the problem, although its definition

given below is in purely algebraic terms. The above-mentioned invariant

is related to a certain Reidemeister torsion-type invariant.

If TI = 1, Whi becomes simply KO. This functor takes into account

the interaction between K
O

(the finiteness obstruction in the presence of

G-actions) and Wh
l

(the Whitehead torsion involving the fundamental

group TIl = TI) in a way which is necessary to study the above mentioned

problems. Thus, in the geometric context, Whi plays the same role in

the study of finite group actions on non-simply connected compact mani-

folds that KO does in the simply-connected case.

The organization of the paper is as follows. In Section I we

introduce Whi and state some of its algebraic properties which are used

subsequently to detect the (combined) finiteness and Whitehead torsion

type obstructions as the image of a Reidemeister torsion type invariant.

Section II illustrates some computations of Whi. (The details of the

results in these sections will appear elsewhere.) Section III considers

semifree simple actions and gives necessary and sufficient conditions

for existence of simple actions in this context. The problem of char-

acterization of the stationary point sets of simple semi-free actions

on compact bounded manifolds and an extension theorem for free simple

actions are reduced to the homotopy theoretic problem of constructing

appropriate Poincare complexes, which are carried out using mixing the

localizations of diagrams of spaces involved. Section IV gives an in-

dication of the proofs of the theorems of Section III. Section V gives

some useful theorems on constructing free simple actions either by ex-

tending a given action on a subspace or by pulling back actions from a

given space, thus formalizing and generalizing the constructions needed

in Section III. Although these are non-simply connected versions of
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analogous results in [A2) and [A3) where free actions are constructed

from homotopy actions on simply-connected spaces (which are not simple

in general), there is little overlap in scope or the methods.

There is somewhat of an overlap between some of the results obtain-

ed independently by S. Cappell and S. Weinberger [eW) as well as S.

Weinberger [W), P. Loffler [L), P. Loffler and M. RauSen [LR]. The

papers of L. Jones [J] and F. Quinn [Qu] also deal with related problems.

SECTION 1. Let A be a ring and PIA) denote the category of finitely

generated projective n-modules. In the sequel, G will denote a finite

group, and TI a discrete group which denotes as well the subgroup

TI x{l} C TI xG for simplicity of notation. Consider the set

A= {(P,B)!P€P(?l (TIxG)), B= ?lTI-basis for Pl. The operation of

direct sum of modules and disjoint union of ?lTI-bases in the given

order gives A the structure of a monoid with neutral element (0,0).

We introduce the equivalence relation (P,B) (P' ,B') among the elements

of A if there exists a ?l (TI x G)-linear isomorphism a. : such that

'TI (o ) = 0 with respect to Band B', where '11 (o ) € Wh l (TI) is the White-

head torsion. The set of equivalence classes A' = inherits the

monoid structure of A, and contains the submonoid "of trivial elements";

namely, (P,B) represents a trivial element in A' if P is ?l (TI x G)-free,

and B is induced by a ?l (1T x G) -basis. The quotient monoid A' modulo

the submonoid of trivial elements is seen to be an abelian group and is

Tdenoted by Wh l ( TI C 11 x G). We have an obvious homomorphism

a. : (11 C 11 x :Ko (?l (TI x G)) induced by the forgetful map

(11 xG). There is a further homomorphism

S : Wh l (TI) (TI C TI x G) which is induced by the operation of "twist-

ing the standard basis;" namely, let xeWh l(11) be represented by

¢ : (?l TI) n_ (?l TI) n. After stabilization, we have a 11-linear homomor-

phism ¢ ED id : (?l (11 x (?l (TI x G) )m. Let B be the image of the

standard basis of (?l (11 x G))m under the ?In - linear map ¢ ED id. Then

B is a ?l11 -basis for (?l (1T x G)}m and «?l (11 x G»m, B) represents
TS(x)e Wh
1

('IT C 11 X G).

1.1 Theorem. There is an exact sequence

a. tr
x G)-WhO ('IT x G) ---+WhO(TI)

in which Tr and tr are transfer homomorphisms and WhO - KO'
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The homomorphism 2Z TI ->- 2Z TI induces a homomorphism
def q

Wh1(TI)->-Wh1(TI;2Z q)
_ K

1(2Z qTI)/{±TI}
where 2Z

q
= 2Z/q2Z One has a

further map y : Wh
1
(TI; 2Z q)->- (TI co TI x G) defined as follows. Let

,
GLn(2Z TI) be the monoid of (nxn)-matrices which have an inverse in

,
GLn (2Z qTI). Given ¢ E GLn (2Z 'IT), one has an exact sequence

Thus Mq = M e 2Z q = 0" It follows that proj dim2Z ('IT x G)M .::. 1, and we

may take a short projective resolution over 2Z (IT x G) for M, where order

(G) = q:

, "
(C*) 0->- C1 ->- CO---' M- 0

, ,
such that Cl is free and Co is projective over TI x G. There is a

,
2Z TI-1inear chain homotopy equivalence 1;; : C* ->- C*" Since the finite-

I

ness obstruction of C* over 2ZTI vanishes, Co is stably trivial over ?l'IT
I I

also. After stabliization, we choose ZTI-basis for C1 and CO' say B1

becomes a simple homo-
I ,

- [(C
1,B1)]

in

1" wheres" ,co TI x G). In general, for ¢ € GL (2Z TI), we take ¢ =n q
I t

= 1. Then s (Id) E GL
n
(2Z TI) and 1/J E GLn (2Z TI).

I

and B2" If we choose the "standard bases B
1

and BO in the resolution

(C*) above for C
1

(2ZTI)n and Co - (2ZTI)n, then it is possible to
I ,

B1 and BO so that
I I

Let y(¢) = [(C
1
, B
1)]

arrange for the choices of

topy equivalence over 2Z 'IT "

TWh
1(TI

(s,q)

Lety(¢) =y(s(Id».

1.2. Theorem. y induces a well-defined homomorphism such that the fol-

lowing diagram commutes

TI x G)

Suppose C* is a chain complex over 2Z'IT such that H*(C*@2Zq) O. Then
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the Reidemeister torsion of C* is a well-defined element of Wh l
and is denoted by T(C*). The main algebraic result of this section is

the following:

,
1.3. Theorem. Let A* be a finite TI-based chain complex, and A* be a

finite (TI x G) -based chain complex. Suppose there exists a n-linear,
map f:A*--A* which is a n-chain homotopy equivalence. Further, sup-

pose H*(A 0 q) 0 and that G acts trivially on H*(A), where order

(G) q. Then there is a finite (TI x G)-based complex B* and a

(n x G)-chain homotopy equivalence h:A* ->- B* such that hf:A* ->- B* is

n-simple if and only if "Y( T(A*» = O.

The above algebraic theory has the following application which is

crucial in the construction of surgery problems of the next sections.

1.4 Theorem. Suppose we have a commutative diagram

-Y c-- ->-, X

B 1 1a

Y c= . X

with the following properties:

i) X,Y-and Yare finite connected CW complexes, and X is a con-

nected CW-complex.

ii) TIl (X) = TIl (Y) TI ,TIl (X) = TIl (y) TI x G.

a homotopy equiva-

fundamental group TI.

torsion of (X,Y) is

covering space of Y and a induces

the covering space of X with the

= 0 and the Reidemeister

Y is aiii)

iv)

T(X,Y) in

v) G acts trivially on [TI]) = [nxG]).

Then there exists a homotopy equivalence from X to a finite com-

plex Z such that the composite map --->-Z induces a simple homo-

topy equivalence from X to a covering space of Z, if and only if

Y(T(X,Y» = o.

lence from X to

Indication of Proof: Let us denote by C*(-;M) the cellular chain com-

plex with (twisted coefficients M. We have a TI-linear homotopy equiva-

lence f [TIxG]). If there exists such a Z,

then we have a n-simple homotopy equivalence
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from a finite 7I-based complex to a finite 71 x G-based complex. Hence

by Theorem 1.3, Y(T(X,y» = O.

Conversely, suppose that Y(T(X,y» vanishes. Then there exists a

finite 71 x G-based chain complex B* and a 71 x G-homotopy equivalence g

from C*(X,Y;lZ [71 xG]) to B* such that go f is 7I-simple. This implies

that the finiteness obstruction of X vanishes and there exists a homo-

topy equivalence from X to a finite complex Zl. Moreover, we can add

2-cells and 3-cells to Zl in order to modify the simple type of Zl to

obtain a finite complex Z such that the composite map

-1
B* g 'C* (X,Y;lZ [71 x G] (Z,Y;lZ [71 x G]) is a 71 x G-simple homotopy

equivalence. It is easy to see that the composite map X +X +Z induces

a simple homotopy equivalence from Xto the covering space of Z with

fundamental group 71.

SECTION ir. Let A = lZ 71 and w = Lg be the norm of G. For simplicity
g G

of notation, let A[G]/wA[G] _ A[G]/w,A/qA = Aq, and

lZ /2lZ x M " {+l,-l} x M = ±M for any group M. Consider the cartesian

diagram:

hr: -------->-, rGJ Iw
(C)

A -------->-, A
q

where f is the augmentation and all other homomorphisms are cannonically

defined quotient morphisms. The associated Mayer-Vietories sequence is:

Kl (A[G] ) ----+ K
l
(A) EIlK l (A[G] /w )-->-K

I
(Aq ) -->- KO(A[G] )-->-

KO(A)EIlKO(A[G] /w)- KO(Aq)
(MV)

Corresponding to (MV), one has the following exact sequence if G #lZ 2

(V) O-±HI (7I)xHI (G)- ±HI (7I)EIl±H I (7I)xHI (G)-- ±HI (7I)-9.....lZ-lZ Ell ZZ-lZ--O

and if G = lZ 2' the sequence reads:
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The sequences (U) and the corresponding homomorphisms are also obtained

from the diagram (C). The sequence (U) admits an injective homomor­

phism into the sequence (MV) and the quotient sequence is the exact

sequence of the Whitehead groups below:

""..... .....
KO(A[G] )-K

O
(A) Ell K

O
(A[G] /w)-- K

O
(A
q)

For simplicity of notation we write this sequence in terms of Whitehead

groups (by a slight abuse of notation)

r1h1 (A [G] )­­ Whl (A) EllWh1 (A [G] /w)-+ Wh1 (Aq)­­l.. WhO (A [G] )

(W)

The boundary map a in the sequence is related to a generalization of the
x ­Swan homomorphism (Z\> ­­ KO(:IZ G) in the case of 11 = 1, (cf. [Sw] or

[M]). We continue to call a the Swan homomorphism.

Let a and y be as in Theorem 1.1. Then the Swan homomorphism is

­aoy. To see this, let xeWh
1
(A

q
> correspond to the isomorphism

¢ : (A
q)

n­­­.. (A
q)

n induced by the (injective) homomorphism ¢ : An-+ An.

As in Section I, it follows that in the exact sequence

O_An­­t­An__ M­>­ 0

one has proj dim G (M) < 1. Thus one has the commutative diagram:
A ­

where (f)n is induced by the augmentation f. Thus ay([¢]) = - [K] and

the problem is reduced to show that the following diagram is cartesian:

\l

An ,



n n
(v) 0 (h) o)l

v

1
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(Recall the definition of d in the Mayer-Vietories sequence; cf. [M]

e.g.). Since KerA = Ker(f)n = Ker(v)n and = ¢OA, one has the

diagram:

obtained from diagrams (B) and (C) above, and in which ¢o(p)n o A

(p)nO¢OA

cartesian.

Next, we identify the transfer Ti : Wh1 (A[G] )- Wh i (A) , i = 0,1

in the 5-term exact sequence of Theorem I. Consider the diagram:

A[G] h • A[G] /w

fl/ j
A P A

q

where Ci is the composite x {l}-->AG-AG/w so that v 0 Ci = o ,

Let p eP(AG) be given and tensor P over AG by the diagram (C) to obtain

the cartesian diagram:

P-----,P'

1
Po ----..... po/qpo

Thus one obtains four functors from P(AG) to the categories P(A[G]),

P(A[G]/w), PIA), and PIA ). The above cartesian diagram yields the
q

commutative diagram:
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I 11
+
0 i 1

o-->-Po---"" Po ---.. po/qPO-..-+ 0

(. }xq

which yields the exact sequence:

O--'Po -- PEilPo --+ PoEllP'--+ 0

The above sequence defines, in fact, a short exact sequence of the cor-

responding functors due to the functoriality of all the above construc-

tions. It follows from Quillen's theorem on the additivity of functors

(c f , [Q]} that the functor P--PEilPo is the sum of functors P----->- Po

and P--->PoEllP', which in turn implies that induced homomorphisms on

K-theory satisfy Tr = f* Ell trh*, Tr : K*(A[G]}--+K*(A} and

tr : K*(AG/w)--+K*(A) are transfer homomorphisms. Thus on the level of

Whitehead groups, one has the following:

11.1 Lemma. Let Ti : Whi (A[G])- Wh
i
(A) and t i : Wh

i
(A[G] /w)-Whi (A)

be transfer homomorphisms. Then Ti = f* Ell tih*, where f* and h* are

induced from diagram (C) above.

Let Pl.' = P* : \'lh. (A)--+- Wh. (A)->- Wh. (A ). Specializing to the casel. l. l. q

G 2' the above calculation is continued to show

11.2 Lemma:

Kerp ---> 0 is exact. In particular KerY = 1m2 P .
o

This characterizes completely the obstructions which are discussed

in Section I in terms of the Wh
l
(TI) and the mod 2 reduction

Whl (TI)->-Wh
l

2). To obtain examples of nontrivial obstructions,

let TI = 8. Then computations show

case TI 5'

T
11.3 Corollary: Whl c 8 x 2) '" 2 Ell 2 Ell 2

consists of the 2-divisible elements of Whl 2) .

Al though Wh1 5) '" , one can show that in the

G 2' all the obstructions vanish.

<& 2 and kery
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11.4 Corollary:

Remark: In [Kw] Kwun has shown that the transfer Wh
1
(2Z 2 x 2Z

r)---

Wh1 (2Z r) is onto if and only if r odd or r 2,4,6. We thank the

referee from bringing Kwun's result to our attention.

SECTION III. Let X be a finite dimensional CW complex with (X) =

and let G be a finite group of order q acting semifreely on X - i.e.

the action is free outside of the stationary point set. In general,

there is no explicit relationship between H*(X) and H*(XG). The rather

implicit information obtained using the localization theorems of

Atiyah-Borel-Quillen-Segal type does not seem sufficient to yield a

satisfactory characterization of the stationary point set xG under

general hypotheses. In the sequel, we will consider a class of actions

which are encountered often in the geometric considerations, and to

which it is possible to apply the present techniques of algebraic

topology to obtain rather precise information and characterizations of

xG.
Given a connected space X and a subring of rational numbers A or

A = 2Z q we denote by XA the localization of X which preserves TIIX and

TIi(XA) TIi(X) @ A for i > 1. For instance Bousfield-Kan's localiza-

tion [B-K] applied to the universal covering space Xyields XA on

(respectively a diagram

its diagrams of locali-

which TIl (X) operates freely and X--+XA is equivariant.

defined as XA/TI 1 (X). For A = 2Z q' A = 2Z (q) and

the notations X , X( ) and x(l) respectively.q q q

The key observation to reconstruct a space

of spaces) from its localizations (respectively

zations) is the following:

A = 2Z

Then XA can be

[l] we can use
q

111.1. Lemma. For any connected space X the following diagram is

cartesian:

Proof: Since H* (Xq'X;2Z /q[TI]) o it follows that H*(X ,X;2Z TI) is
q
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Hence the (homotopy) fibre of f is 2Z (Cf. [5]).

1f' is also 2Z [q]-local, f and fl has the

2Z [1.] -local.
q

Since the (homotopy) fibre of

same fibre (up to homotopy) .

Definition. Let X be a connected G-CW complex, where G is a finite

group of order q. X is called a simple G-space (and the action is

called simple) if (EGxGX)q is fibre homotopy equivalent to (BGxX)q'

For instance, if X has trivial mod q homology, then any G-action

on X will be simple, or if X has the mod q homology of a sphere and

xG I 0, the X-{point} has a simple action if we take out a point from

xG.

Proposition. Suppose G is a finite group of order q which has a simple

semifree action on the finite dimensional complex X with TIIX = TI. Then

H*(X,XG;2Z TI) = 0, where the homology has local coefficients.
q

In the case of semifree simple actions on compact manifolds, one

obtains further restrictions imposed on xG. For simplicity, let us

consider the case of a smooth semifree G-action on a compact manifold
·.n· h h h .. WG Fk. bman iW W1t TIIW = TI. T en t e stat10nary p01nt set 1S a su man1-

fold with normal bundle v which is a G-bundle with a free G-representa-

tion at each fibre. Assume that n-k > 2. We identify the total space

of the disk bundle D(v) with a closed G-invariant tubular neighborhood

of F. Let Cn W-interior D(v). One can choose an appropriate CW

structure for W so that W, C, and D(v) become G-CW complexes, and var-

ious cellular chain complexes have preferred bases. If the action is

simple, then H*(W,F;2Z TI) = 0, and G acts trivially on H*(W,F;2Z TI), as
q

well as on H*(S(v) ;2Z (TI» H*(S(V)/G;2Z ("ITxG». One further

observation is that the geometry provides us with the dotted arrow in

the following diagram in which "IT = "IT 1 (W):

For a pair (W,F) as above, we define an element w(W,F) e WhT("ITc"IT x G)
I I

as follows. Given a free finite 2Z "IT-based chain complex ) and a.
free 2Z G-resolution R* of 2Z , we form the 2Z (TI x G) -complex A* = A* @ R*
which is 2Z TI-chain homotopy equivalent to Suppose @ 2Z q) = 0.
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Then by theorem 1. 3 there is a finite 2Z (TI x G) -projective complex B*

with a TI-basis B such that, , ,
(A*,A ). Define w(A*,A ) =

,
(B*,B ) is TI-simple homotopy equivalent to

I(-lli[B.,B.] €WhT(TIC TIxG) which is seen
1. 1.

to be well-defined. Now let A* be the 2Z TI-chain complex of cellular,
chains of (W,F) with local 2Z TI-coefficients and let R be the natural

, I

preferred bases provided by the cells. Then w(W,F) = w(A*,R ) is well-
" ,

defined. From section I, one can compute that w(A*,R ) = YT(A*).

111.2. Theorem. Let <P : G x wn_ wn be a smooth simple semifree action

with Fk

Then:

1)

2)

3)

WG, n-k > 2, and v = normal bundle of F in W, TI = TIl (W).

H* (W,F;2Z TI) = 0,q
G acts trivially on H*(S(v)/G;2Z [1.] (IT xG»,

q

there is a homomorphism l making the following diagram commute:

T4) w(W,F)€ Wh1 (IT C n x d) vanishes.

Since C*(Cn,S(v);ZZTI) is 2ZTI-chain homotopy equivalent to C*(W,F;2ZTI),

one verifies that w(W,F) is defined under the following more general

situation: FkC Wn is a submanifold with normal bundle v, n-k > 2, and

v has G-bundle structure with a free representation on each fibre, and

conditions (1) and (3) of Theorem 11.2 are satisfied for (W,F).

The main results of this section are the following two theorems.

111.3. Theorem (Characterization of stationary-point sets of simple

actions).

Let be a compact manifold with connected boundary such that

TI, and let (Fk, aFk) C (W, aW) be a smooth submanifold

with normal bundle v, n-k > 2, n > 6. Then there is a smooth simple

semifree G-action on Wn with = F if and only if F:

1) v admits a G-bundle structure over F with a free representa-

tion on each fibre.

2)

3)

H*(W,F;2Z qlT) = 0,

Tv r (W,F) € Wh 1 (IT ClT x G) vanishes.
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Remark: Condition (3) is equivalent to w(W,F) = O. T(W,F) is the

Reidemeister torsion, and y is the homomorphism of Theorem 1.2.

The above theorem follows from the following extension theorem and

III. 2.

111.4. The Extension Theorem.. Suppose Cn is a compact smooth manifold

with dC = d+C U d_ C where TIl (d_C) TIl (C) TI, n > 6.
d

Suppose that G is a finite group of order q and ¢+

a free smooth action such that:

1) H* (C, d+C; 2Z q TI) = 0,

2) there is a commutative diagram

3) G acts trivially on H*(d+C!G;2Z x G».

Then there is a free G-action ¢ : G xC"" C extending ¢+ with G

acting trivially on H*(C/G;2Z [!] (TI x G» if and only if
q

- T
YT(C,d+C) eWh l (TIC TI x c) vanishes. Moreover, this action is unique

up to concordance.

We indicate an outline of proofs of the main theorems of

Complete proofs and further applications will appear

SECTION IV.

Section III.

later.

Outline of the proof of Theorem 111.3. The necessity of condition (2)

follows from an application of the Atiyah-Segal-Quillen localization

theorem for each prime order cyclic subgroup of G to the covering G-

action on the universal covering space of W. Condition (3) is neces-

sary due to Theorem 1.3.

Given (W,F) satisfying (1) - (3) of 111.3, we can apply The Exten-

sion Theorem 111.4 to W-intD(v) - C and the induced action of (1) to

S(v) - d+C in order to construct a smooth simple semifree G-action on

W with wG = F.

An outline of the proof of 111.4 is as follows. Theorems IV.l and

IV.2 allow us to construct an appropriate Poincare pair (X,Y) such that

surgery problem provided by (X,Y) would yield the candidate for the
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the orbit space (C/G, C/G).

IV.l. Theorem. Let Cn be a compact manifold with TIl (C)

= d Cn U a c" a c" n a Cn = d C = d (d+C)+ -' + - 0

Suppose that ¢ : G x d+C -+- d+C is a free G-action such that:

1) H*(C,d+C;ZZq[TI]) = 0

2) 3: homomorphism J such that

commutes.

3) G acts trivially on H*(d+C/G;ZZ [TI x G]), where ZZ [TI x G] is

the local system for d+C/G via J.

Then there exists a Poincare complex (X,Y) such that

Y = (d+C/G) U(d_X), (d_X) n (d+C/G) = dOC/G, and (X,Y) is homotopy

equivalent to (C,dC) rei d C, where (X,Y) is the covering space with
+

the covering transformation group G and fundamental group TI.

IV.2 Theorem. Keep the notation and the hypotheses of IV.l. Then

(X,Y) can be taken to be a finite Poincare pair TI-simple homotopy

equivalent (reld+C) to (C,dC) if and only if YT(C,d+C) = O.

Assuming the proofs of IV.l and IV.2, the proof of 111.4 proceeds

as follows. By IV.l, we have a Poincare pair (X,Y) whose covering pair

(X,Y) with fundamental group TI is homotopy equivalent to (C,dC) rel d+C,

By virtue of IV.2 and condition (3) of the hypotheses, we can choose

(X,Y) so that (X,Y) is simple-homotopy equivalent to (C,dC). Next we

show that the Spivak normal fibre space of (X,Y) has a linear structure

which in turn shows that the set of normal invariants of (X,Y) is non-

empty. Moreover, we can choose a normal invariant such that the

corresponding normal map (V,dV) f-+-(X,Y) is relative to d+C/G, i.e.

d+C/GCdV and f!d+C/G:d+C/G -+-d+C/G cy is the inclusion (as a normal

map). To see this, let A : X -+-BG be the classifying map into Stasheff's

classifying space for (stable) spherical fibrations. A!d+C/G has a

life to BO induced by the given smooth structure of a d+C/G. Since

G/O is an infinite loop space, the obstruction to extending this lift
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*to X is an element a. e h (X, d+C/G)

ology theory associated with G/O.

that this obstruction vanishes.

*where h is the generalized cohom-

We need the following lemma to show

*For any generalized cohomology theory h (X,d+C/G) isIV.3. Lemma.
1
(q) -local.

Let Il X -+ X be the covering with the covering transformation
* * - -group Then Il (a) e H (X,d+C) vanishes since X is homotopy equivalent

to C reI d+C and the latter is a smooth manifold. The transfer
* - * *t : h (X,d+C) -+ h (X,d+C/G) is defined and til is multiplication by q.

*The above lemma implies that u is a monomorphism and a = ° as a con-

sequence. Hence we can choose a lift of A to BO which is compatible

with the given life for Ald+C/G so that the resulting normal map

Let K = Ker (Wh
1

(IT x G) Transfer Wh ( )
I 1 IT . Although the Poincare

pair (X,Y) is not necessarily a simple Poincare pair, the G-covering

(X,Y) is a simple Poincare pair since it is IT-simple homotopy equiva-

lent to the manifold pair (C,dC). Consequently the Whitehead torsion

of the duality isomorphism lies in K. Denote by the surgery ob-

struction groups of Wall where the homotopy equivalences are required

to have Whitehead torsion belonging to K. Then the IT-lT theorem of Wall

can be modified slightly to show that ,IT') = ° for a finitely

presented group IT'. Since the hypotheses imply that lTl (X) lT 1 (Y-d+C/G),

we may assume that f 1 is normally cobordant to a homotopy equivalence

f : (V,dV) -+(X,Y) reI d+C/G with torsion in K.

Next, we can choose (V,dV) such that the covering space (V,dV)

with group G is diffeomorphic to (C,dC) reI d+C. We have the commuta-

tive diagram of surgery exact sequences of Sullivan-Wall corresponding

to (X,Y) reI d+C/G and (X,Y) reI d+C and the maps induced by the cov-

ering projection:

s SS(X,Y) - N(X,Y)----+ s
Ln+l(lT,lT) Ln(lT,lT)

K r K r r i
- N (X, Y)----+ LK(lTxG,lTxG)Ln+ 1 (lTxG,lTxG) -+S (X,Y) ....

n

The horizontal isomorphisms are due to Wall's (IT-lT) theorem. Now

N(X,Y) hO(X,d+C/G) and N(X,y) _ hO(X,d+C) where h* is the cohomology



Hence the spectral sequence collapses

One can show that G acts trivially on
* *h (X, and induces the iso-

16

theory associated with the GIO spectrum.

Consider the Carton-Leray-Serre spectral sequence for the G-
* *covering : X in which the E2-term is H (BG;h (X,d+C» and it

* * Gconverges to h (X,d+C/G) h (X,d+C) . The only nonvanishing terms

o *- *- Gare H (BG;h (X,d+C) h (X,d+C) .

* * - Gand h (X,d+C/G) h (X,d+C)
* - * -h (X,d+C). Hence h (X,d+C)

morphism. Thus we may choose the normal invariant in N(X,Y) so that

the corresponding homotopy smoothing (V,dV) has the G-covering (V,dV)

diffeomorphic to (C,dC) rel d+C.

G acts freely on (V,dV) as the group of covering transformations

and this action extends the induced action on d+C.

The idea of the proof of IV.1 is to construct a diagram

dOC/G --r, d+C/G

1 1
d X

(In which d_X, X and the arrows

property that the diagram 6 consisting

(up to homotopy) the diagram D below:

X

are to be determined) with the

of various G-covering spaces is

d C C

In this vein, one constructs the diagrams 6 and 6(!) (of "local-q q

izations") such that there is a map 6 (!) 6 (!) which lifts to the
q q q

appropriate maps of the G-coverings. The existence of such localized

diagrams uses condition (1) and obstruction theory. A modified version

of Lemma 111.1 for diagrams yields the diagram 6.

In Theorem IV.2, consider the diagram
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1
0+C-----......, C

1
o+C/G-----..., X

where X has been determined up to homotopy by Theorem IV.l. This dia-

gram satisfies the hypothesis of Theorem 1.4, hence X is homotopy

equivalent to a finite complex with X being TI-simple homotopy equiva-

lent to C if and only if YT(C,O+C) €Whi(TIC TI xG) vanishes. In partic-

ular if (X,Y) is TI-simple homotopy equivalent to (C,OC) reI o+C then

(Observe that both X and 0 X in the above diagram are

finitely dominated.)

To prove the converse, suppose that YT(C,O+C) = O. Then by

Theorem 1.4, we can replace X in the above diagram by a finite complex

whose covering with fundamental group TI is TI-simple homotopy equivalent

to C. For simplicity of notation, assume that X is such a finite com-

plex, so that X is also finite. Consider the diagram

oX-- X

1 1
11

oX- X

where 0 X and 11 are determined by the diagram 6 above. By
- *

duality, C [TI x G]) is chain homotopy equivalent to

[TI x G]) = [TI x G]). Thus, there exists a TI x G-chain

homotopy equivalence f : C*(X,o [n x G]) + D*, where D* is a finite

TI x G-complex. Since TIl (O_X) = TIl (X) = n x G, by the additivity prop-

erty of finiteness obstructions, it follows that the finiteness obstruc-

tion of [TI x G]) vanishes as well. Hence we may assume that

o X and its covering o_X are finite complexes. At this point, the

argument of Theorem 1.4 goes through to show that we can choose 0 X

to be a finite complex such that o_X is TI-simple homotopy equivalent to

o C. The additivity of Whitehead torsions shows that (X,Y) is a finite

pair such that (X,Y) is n-simple homotopy equivalent to (C,oC)

rel o+C.

section we prove some general results

free actions on a given homotopy type

SECTION V. To formalize some of the results of Section IV, in this

for constructing quasi-simple

(see below). The question of
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choosing a particular simple-type can be treated using the algebraic

theory developed in Section I. The analogs of theorem 1.4 which de-

scribes the obstructions for the choice of a simple type (lying in

Whi (TI C TI x G)) are valid and may be formulated in the context of

Theorems V.l and V.2 below.

Definition. A free action G x X ->- X is called quasi-simple if

TIl (X/G) = TIl (X) xG and G acts trivially on H* (X;?l q IGj.

V.l Theorem. (Pushing forward actions.) Suppose <p: G x A ->- A is a

free quasi-simple action, and f : A - X induces an isomorphism
*f* : H*(A;f ?lq[TI]-H*(X;?lq[TI]), where TI = TIl(X). Then there exists

a free quasi-simple G-action on a space X', an equivariant map

f : A-=:""'X', and a homotopy equivalence h : X-+ X• such that h 0 f -->- f' .

Outline of Proof: We need to construct a space Y and a map A/G g->-y

such that the G-covering Yand the induced G-maps g : A ->-Y satisfy

the property required for X' and f'. Let g : (A/G) - Y be constructed
q

as follows. Since TIl (A)-+TI
I
(X) is surjective with a q-perfect kernel,

we can add free G-cells equivariantly to A to obtain Y
q

such that

TIllYq) '" TIl (X) and the inclusion A-+Y induces a ?l q[TI]-isomorphism

lequivariant plus construction). Then define Yq = Yq/G. Next,

obstruction theory shows that (A/G) (A x BG) since the action

is quasisimple. Let y(1:.) (X x BG) (l) and let gIl) be the composition
q q q

(A/G) XBG) x BG) Then we have a map

by obstruction theory such that the pull-back diagram

Y-------,yt
I
Yq
_____-+, Y (l)

q q

has the G-covering Y homotopy equivalent to X via h : X-+ Y. Let

X' = Y. The G-action on X' is quasi-simple by construction. The maps

g and g (1:.) pull back to give the map g : A/G-- Y and we let the lift
q

g : A-->-Y be f : A->-X '• One verifies that f' and X' satisfy the
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required properties.

V.2. Theorem (Pulling back actions). Let A be a free quasi-simple

G-space with 111 (A) = 11. Let f : X ->A be such that

*f* : H* (X;f 2Z [11)) ->H* (A;2Z [11)) is an isomorphism. Then there exists

a free quasi-simple G-space X' an equivariant map f I X I -> A' and a

homotopy equivalence h : X' ->X such that f 0 h:: f'.

Outline of Proof: As before, we need to construct the orbit space Y

and g : Y -> A/G satisfying the stated properties on the level of G-

coverings. Let Y = (A/G) with 9 = id and y(l) = x(l) x BG with g(_ql)=
q q q q q

f(_ql) xid. There exists a map y(l) ->y (l) which is up to homotopy the
q q q

composition X(l) x BG -> X (l) x BG ->A (l) x BG -> (A/G) (l). Let Y beq qq qq qq

pull-back of the diagram:

y-------> (A/G)

1 1 q

The Seifert-van Kampen theorem shows that 11
1
(y) 11

1
(X) x G. Further-

more, functoriality of pull-backs and the Mayer-Vietoris theorem show

that the G-covering Y is homotopy-equivalent to X. The maps g and

yield g Y -> A/G (via the above pull-back) and we may define

X ->Y and f I _ 9 : if -> A the induced map on the covering spaces. One

readily verifies that X' and fl satisfy the desired properties.

V.3. Theorem. (The relative version). Under the hypotheses of V.2

suppose that a subspace Xo c X is equipped with a quasi-simple free

G-action such that flxo is equivariant. Then it is possible to

arrange for Xo to be a G-invariant supspace of XI, flxo = flXo' and

for h to be a homotopy equivalence rel XO'

Proof: This is the quasi-simple analog of [A3) Proposotion 2.111 with

a similar obstruction theory argument.

Let Al and A2 be the CW complexes. Call Al and A2 "weakly 2Zq-
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+C suchequivalent," if there exists a CW complex C and maps f l : Al

*that f i * : (Hi(Ai;fi2Zq[TIl(C)]) -.- H_ (C; 2Z [TIl (C) ]) are isomorphisms.
1 q

The equivalence relation generated by weak 2Z q-equivalence is simply

called "2Z -equivalence".q

V.4

Then

Proposition. Suppose Al and A2 are 2Z q-equivalent complexes.

admits a free quasi-simple G-action if and only if A2 does.
Al

Proof:

lence.

This follows from V.l, V.2, and the defintion of 2Z -equiva-
q

V.5 Remarks: The above results are valid for diagrams of spaces as

it was needed in Section III.
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Theorem B.

Torsion in L-groups

by Sylvain E. Cappelll and Julius L. Shaneson l

Introduction.

Let denote the Wall group for the homotopy equivalence problem.

w a finitely presented group and w: {± l} a homomorphism. These groups

fiGure in many geometric problems. and their rank is the same as that of

other related surgery groups which have been computed in many important

cases. Their torsion. for finite, reflects the subtle relation between

signature and discriminant of quadratic forms. discussed below. This paper

contributes two calculations and a sample application to manifolds with finite

fundamenta1 group.

Theorem A. The torsion of r) i2- vector space over Z2 of
2

dimension [2(2 r-2+2)/3]-[r/2]-E. E = 1 if k i2- even and 0 if k is odd.

(In Theorem A. [x] = greatest integer in x.)

hL2k+l (Z r'-) i2- vector space over Z2 of dimension
2

r> 3. and zero for r = 1.2.

Since the rank of is well-known (see [Wl]), Thecrem A

completely determines this group. Taylor and Oliver, and t1ilgram have

obtained at least Theorem A independently. Their method involves use of

the computation of projective L-groups and a study of the relation of Lh

to these via an exact sequence whose third term is a cohomology group of Z2

with coefficients in KO(IT). In this paper, we apply some of the algebraic

lBoth authors partially supported by NSF Grants.
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results obtained in the course of our study of non-linear similarity. We

use these to analyze the sequence (4.1) in [Sh ] ("Rothenberg's sequence")

relating LS-groups (computed for cyclic groups in [Wl]) to Lh-grOups. We

believe the independence lemma we use on units in the group ring Z[Z r]
2

may be of independent interest.

Here is an application of the methods and results of this paper to the

problem of providing a Duality (PD) space with a manifold structure.

Let X be a finite complex. Then X is called a PD space of dimension m

if there exists a class [X] € Hm(X) such that for all

()[X]:Hi(X;B) ->- H .(X,B)n-1

is an isomorphism for every local coefficient system B over X. A closed

manifold is a Poincare duality space. If X is connected, then X will be

a PD space if and only if there exists [X] € Hm(X) with n[X] an isomorphism

for the local coefficient system (i.e. the ZTI1X-module) B = ZTI1X.

Now suppose X is connected and TIl(X) = G is a finite group and m=2k.

Then an invariant x(X) € R(G) is defined (in [W2, §13B], this invariant is

denoted o(G,X).) To define it, (compare §3) let p:G ->- U(n) be an irreducible

complex representation. Then [n becomes a local coefficient system over X,

and the isomorphism

is easily seen to be the adjoint of a unimodular (_l)k Hermitian form B

over the complex numbers. Let

o (X)
p

signature of { B

!=T B

k even

k odd
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Then let

x(X) = L 0 (X)p,
p

p

the sum over irreducible representations. By a theorem of Atiyah-Bott, as

extended by Wall to the PL and topological case, if X has the homotopy of

a compact manifold, smooth, PL, or even topological, then x(X) is a

multiple of the regular representation.

A stable orientable linear, PL, or topological Euclidean space bundle

(or block bundle) over X is called reducible if its Thorn class is

spherical. If X has the homotopy type of manifold, such a bundle exists,

namely, the stable normal bundle of the manifold.

In §6, the calculations of this paper will be applied to obtain a

precise list of invariants for finding a manifold structure on a PD space

X with TI1X = Z r' One consequence is:
2

Theorem C. Let X be a connected finite complex, and suppose that X is

PD space, of dimension 2k with TI1X = Z2 r' satisfying the following:

(i) X(X) multiple of the regular representation,

(t t ) there reducible (PL or TOP) bundle over X.

(iii) X the homotopy type of the two-fold cover Y of finite

complex Y with TI1Y = Z2 r+l' and the image of [X] in H2k(Y)

the image of the transfer (from H2k(Y)).
Then X the homotopy type of PL or TOP manifold (with the given

reducible bundle normal bundle).

We leave a smooth version to the reader. For k even, the usual

condition on the L-polynomial of the bundle is needed to kill the simply-connected

part of a surgery obstruction. For k odd, one has the usual Arf-invariant

difficulties.
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§l. A basis for HO(Wh(Z r))'
2

Whitehead group of Z ,
2r

This involution induces one on the

denotes the cohomology of Z2 with

The group ring of

ring has the involution

Z is the ring
2r

p(Tr = p(T-l).

and HO(Wh(Z )
2r

R= 2rRr = Z[TIT = 1], and this

respect to this involution; i.e. elements satisfying x = X, modulo elements

will be denoted Tr,
with u(T) = U(T- l)

of the form x+x. When necessary for clarity, the generator T of Z r
2

u(T) € R(r)'

In this section

and we suppose Tr = (Tr+l)2. A unit

represents an element of HO(Wh(Z r))'
2

we will give some units, 3 s m r, i =1(mod 4), 1 < i < 2s- l,

which represent a basis of the Z2-vector space HO(Wh(Z r))'
2

To define our units, we first set, for r 3, i =1(mod 4)

2r- l .. 2r- l . 2r_l
U(r) . = ( I T'J)( I TJ) - (1+2 r- 2)( I Tj). To see that U .
r, r, , j =0 j =0 j =0 r, r, ,

is a self-conjugate unit, consider the fibered square

(1 .1 )

a (Ia.T i) = Ia,. Then a (U .) 1r, 1 r r,r,'

(

2r - l ' ) \ 2
r- l

1 )T +'_1 T + -1
yr(Ur,r,i) = Ti _ 1 T - 1

and also

, since
, 2r- l 1 2r- l.+, = T2rt,'

(T' ) + = T "

if i is odd. An element in Rr is determined by its image under ar and

Yr' and is a unit if and only if these images are. But

Pj:, is always a unit in Z[TI1+T+ ... +T
2r- l =0] if j is odd
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(a "cyclotomic unit") and p. k = Tk-jp. k' It follows that U . is
J, J, r, r , 1

a self conjugate unit of Rr .

Now we define the units Ur .,3_< s < r, 1:5.. i < 2s- 1, i == 1(mod 4).r,S,l
Assume by induction that u(r-11) . has been defined, is self-conjugate, hasr- .s , 1
image 1 under ar_1, and that

(u(r- 1) )=To !l (r-T)
Yr-1 r-1,s,i r-1 J Pj,k

is a product of and cyclotomic units, with (k-j) == 28 (mod 2r- l). Note that
J

- ( (r)) - - ((r-l)) mod 2r- 1.ar Pj ,k = ar_1 Pj ,k

Hence a (To IT p(r)) == 1 + £o2 r- 1 mod 2r, where E = 0 or 1. Hence there
r r J j,k

is a unique element € Rr with and

Y (U(r) .) =(T2r-2(T2r-l+l_l)'V TO !l p\r);
r r,S,l (T - 1) -; J J,k

clearly U . will be a self-conjugate unit, with the appropriate imager,S,l
under Yr to continue the inductive definition.

Finally, if s < m< r write

U(m) .
m.svt

and then 1et

U(r) .
m,S,l

This inductive definition was given for convenience only. An explicit

formula can be given as follows: Let £s(k), k = 0,1,2, ... be the unique

sequence of zeroes and ones with



Tr:Rr + Rr_1, the transfer,
2u(T )u(-T ) = v(T ) = v(T 1)'r r r r-

27

Let

Let

m
w(m,s,i) = - I s(t_s)2t-2_2s-2 i.

t=s

Then

Let Ir:Rr_1 + Rr and + Rr_l be ring homorphisms (preserving 1)

with I (T 1) = T2 and (T ) =T l' Letr r- r r r r-
be defi ned as fo11 ows : if u(T ) € R , thenr r

Set Tr(u(Tr)) = Obviously, Tr carries units to units.

(1.2) Proposition. Let 3 s < m < r. Then

I (U (r-1h = u(r). if m < r;
r m,S,l m,S,l

( ) r-2
(r) _ -ss m-s 2 (r-l)

tr (U .) - T 1 U 1 . if s < m;r m,S,l r- m- ,S,l

(U(r) .) = 1;
r m,m,l

2
(u(r-lh if m < r;
m,S,l

( (r) )Tr Ur, r , i = 1; and

( ) r-2
T (u(r) .) = T-ss r-s 2 u(r-l)
r r,S,l r-l r-l,s,i if s < r.

Proof. The statement about Ir is clear, and so is that about from

the inductive definition. To prove the 2nd &3rd statement about Tr, write
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as above, with 20 = L (k-j) mod 2r again, and since i:o 1 (mod 4), j and k
J

will always be :0 1 (mod 4) also; hence ° is even. It is not difficult to

show that T :Z[T Il+T +... +T
2r- l = OJ ->- Z[T 111+T 1+... +T2r_r-ll_l = OJ is

r r r r r- r-

also defined, with T Y =Y IT. A quick calculation givesr r r- r
T (p(r)) p(r-l). and T (TO) = TO . Hence (note p(r-l)
r j, k j ,k' r r r-1 2r- 1+' .

( U
(r ) ) _{ -C::s (r - s )2

r
-
Z
(r-l) 1,1

Yr- 1 Tr r, s , i - Yr-1 (Tr- 1 Ur- 1 ,s , i) s < r

1 s = r

1)

From (1.1), it follows that on units Yr-l is a monomorphism (with image

those units having image :o±l in Z/2 r- l), for r 3, which yields the result.

Finally, the first statement concerning Tr follows from the observation

2
that TrIr(x) = x .

(1.3) Theorem. The elements U(r) .,3 < s < m < r, i :0 l(mod 4), and
m,s,1 - - - -

< i < 2s-l, represent basis for the ZZ-vector space HO(Wh(Zzr))'

Since Wh(Z ) = RX/{±T i} and the involution on Wh(Z ) is actuallyz" r 2r

trivial [BJ, (1.3) can be restated as follows:

(1.3)' The units U(r) . and the trivial units -1
--- m,s,1 -----

basis for RX/(Rx)2.
--- r r

To prove these results, we first recall that

and T form a

Since there are exactly 2r- l_r units U .,3<s<m<r,i:ol(mod4),m,s,l - - -

< i < 2
S
-
l, it suffices to check the independent of these units. The
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obvious inductive argument, together with Prop. 1.2 (the statements concerning

TIr ) , shows that it suffices to prove that the units U(r) "' 3 < m< r,m,m,' --
1 i < 2m- l, i =1(mod 4) are independent modulo squares and trivial units.

This will follow easily from the independence lemma of the next section.

§2. The independence lemma.

(2.1) Suppose there exist units v € Z[Z JX and u € Z[Z m-l f and
2r 2

integers 0i' i =1(mod 4), 1 < i < 2m- l and z, so that

II (u(r) .)oi =±Ttui.
i m,m,'

Then O. =O(mod 2) for all i., --

In (2.1.1), u is identified with its image under the inclusion
2r - m

IrIr_l ... Im (recall Tm = (Tr) ). The proof of (1.3) or (1.3)' is

completed with (2.1) and decreasing induction on m.

To prove (2.1), assume (2.1.1) is satisfied and apply the composite
2

TIrTI r _l ... TI2, projecting Rr to Rl , and then map to Rl@Z2 = Z2[Tl!T l = 0].

Under this map, it follows from (1.2) that the left side of (2.1.1) maps to 1.

Cl early Z[Z m-1 J will map to Z2' and so the unit u maps to 1 also.
2

If v maps to a+bTl, then l maps to (a+b) € Z2 also. Hence t must

be even. Absorbing the sign into u and Tt / 2 into v, we may therefore

replace (2.1.1) with

(2.2) 2uv .

Next, we wish to reduce to the case m= r. Suppose m< r, and let

p:Rr + Rr be the involution (T =Tr)
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I: i il.(-l) s.r .
i 1

Then p has the fixed point set Rr_1 (= Ir(Rr_1) ) . Hence, if p is

applied to (2.1.1), the same equation is obtained, except that v is replaced

by p(v). Hence

(v/p(v))2 = 1.

x
But the torsion of Z[Z r] consists entirely of the trivial

2
units {±Ti} ([BJ, see also [M], [W2]). So

v/p(v) .: ±l
2r-1

or ±T •

r
Now map to Rr0Z2 = Z2[TIT 2 = OJ. In this ring, v and p (v)

r-l
become equal, ; • e. v/p(v) maps to 1, where as T2 *" even

mod 2. Thus v/p(v) = ±l; i . e. v = ±p(v). Hence ei ther v or
x

Tv is in Z[Z2 r- l] , as p(T) = -1 , so f)(Tv) =-Tp(v). Replacing

v with Tv if necessa ry, we therefore obtain an equation of the form

(2. 11 ) , but with r replaced by ( r -1 ) • ( In fact, for the case

v = - p(v) , in this equation in Z[Z r-l], R. = 1• It follows from
2

the argument preceding 2.2 that p (v) = -v could not cc cur , )

Next we wis h to derive from (2. 2) an equation of the form of

(

T2q+ l _1)0 i
T - 1

(2.3)

(5.1) of tcs i , §5]. First apply

r-2we then obtain, with q = 2

II -1) °i
i T1 - 1

Y = Yr
to both sides of (2.1);

2
Y (uv );

the prod uct is over with < < 2q and _ l(mod 4). This

is just an equation of the form of (5.1) of [eSl], with minor

notational changes.

For a odd, let
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rf a:{O,1, ••• 2 -U + {O,l} = Z/2Z

be defined by fa(x) = 1 if the least non-negative residue of ax mod 2r

r-lis between 1 and 2 , and fa{x) = a otherwise. In §5 of [CS1] it is

shown that (2.3) implies the vanishing of a certain cohomology class

X € = with respect to the involution p defined above.

From §7 of [CS1J, it follows that the vanishing of this class implies the

following equation of functions to Z/2Z (see also the last equation in
ndthe 2 complete paragraph on page 341 of [CS1J):

In this case, = 2(I 0.). Again, all sums are over i with
i 1

and i =1{mod 4). Hence we obtain

< i < 2r - l

(2.4 )

However, 2r is a tempered number ([CS2], see also [CS1,3,4J). Hence

all relations among the functions fa are consequences of the "obvious" ones:

It follows that if 0i t O(mod 2), for 1 < i < 2q, (2.4) would have a term

involving f2q+i as well; since the sum is over i between 1 and 2q,

this does not occur. Hence 0i =O(mod 2) for 1 < i < 2q, and (2.4)

becomes 01{fl+f2q+l) = O. This obviously implies 01 = O{mod 2) also

(as f l (1) + f2q+l (1) = 1). This completes the proof of (2.1).
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§3. Signatures and determinants.

Let G be a finite group and let p be an irreducible complex

representation, p:G + U(n). Let a = be a (_l)k Hermitian

unimodularl (quadratic) form over Z[G], H a (stably) free Z[G]-module,

representing an element [a] in ..Let aa: = a @Z[G] a:n, a

{-l)k-Hermitian form over the complex numbers, where [n has a Z[G]-module

structure via p. Then let

{

all:

a (a) signature of
p

r-T all:

k even

k odd

Let R(G) denote the complex representation ring of G; then a well-defined

homomorphism (the multisignature)

is defined by

x([a]) = L a (a)p,
p p

where the sum is over irreducible representations. Let

sbe the natural map, L2k(G) the obstruction group for the surgery problem to

obtain a simple homotopy equivalence. According to [Wl], the following holds:

lThroughout this paper "unimodular" is used to mean that the adjoint
Ad ¢:H + H* is an isomorphism.
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(3.1) Theorem. Let G be cycl ic. Then the composite XA the image

{4(p+(_l)kp)!p € R(G)}, monomorphism if k even, and has kernel

isomorphic to l2 for k odd (detected by the Arf invariant).

Now assume G is abelian (so that an irreducible representation is

l-dimensional). Let = a be as above. Then, upon choice of a

basis for H,

det a € l[G]x

is defined; a change of basis will multiply det a by a unit of the form

xx.

(3.2) Proposition. Let G be abelian. Suppose a (-l)k-Hermitian

unimodular form over l[G] of rank 2r. Let p be an irreducible represen-

tation of G. Then a (a) =O(mod 2), and a (a) =O(mod 4) if and only if---- -- p - p -----

(_l)r(k+l)p(det a) > 0.

Remark. Since p is irreducible, p:G Slc: [, and extends to a homomorphism

l[G] C, also denoted p. Since a is (-l)k-Hermitian and H has even

rank, (det a)- = det a. Hence p(det a) is real. Since p(xx) = p(x)p(x)- > 0,

the sign of p(det a) is unaffected by a change of basis.

This result is nothing more than a simple consequence of an old formula

for computing the signature of a Hermitian form over [; see e.g. [J]. Given

a Hermitian form over C, one can find a basis so that the (determinants of)

the sequence of principle minors, ordered by size starting with zero, contains

no successive zeroes. By convention, the determinant of the OxO minor is 1.

The signature of the form is then given as P-C, where P is the number of

permanences of sign and C the number of changes in the signs sequence of

the principal minors. The sign of a zero is chosen arbitrarily.
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Now apply this to a @Z[G][ = at or a[ as above. Then P+C = 2r.

Hence a (a) is also even. For k even, the sign of the largest principal
p

minor is just that of p(det a), and for k odd it is (-l)rp(det a) = det(;:T at).

If the sign of the largest minor is positive, then C must be even. Hence

P-C = P+C-2C = 2r-2C will be divisible by 4 if and only if r is even.

Similarly, if the last sign is negative, P-C will be divisible by 4 if

and only if r is odd. The result follows.

A result similar to (3.1) for cyclic groups of odd order (and slightly

misstated) is stated in [W2] and was used there in the classification of

fake lens spaces (see also [BPW]).

representing element of(r)a . ,m;s , ,unimodular form

For 3 < s < m < r, 1 < i < 2s- 1, i := 1(mod 4), there

r-l ( )2 € m+ l-s ()
det (a .) = T sUr. ,

m,s" m,s,'

(3.3) Proposition.

(-l)k-Hermitian

L2
h
k(Z ), with

2r --

with respect to suitable basis. (T = Tr).

Notes: 1. In particular,

r-l ( )
det(a .) = T2 U r '.m,m,' m,m,'

2. For k even, it follows that rank(a .):= O(mod 4), applyingm.s , ,

3.2 to the trivial representation. Recall that a unimodular even form over

Z has signature := 0(8).

det B= x or

(3.4) Lenrna. Let x € RX , with x = x and a(x) = 1 for k odd. Then
- r-- --

there (_l)k symmetric unimodular form B with

2r - l
T x,

with respect suitable choice of basis.
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Proof: According to [Wl, § ], there is a short exact sequence

(3.5)

Of course, Wh(Z r)@Z2 = HO(Wh(Z )). There is well known surjective
2 2r

determinant map (actually an isomorphism in this case [B])

and that the composition of the map induced on HO with the appropriate

map of the above exact sequence is a surjective homomorphism

h x i -I xd:L2k(Z2 r) + Rr/{±T yy y € Rr},

with d[a] = [det a].

The determinant of a form can be multiplied by yy merely by changing

basis (even by multiplying a single basis element by y). Hence there exists

a form S with det(S) = ±Tix, with respect to a suitable choice of basis.

Further, det S = (det S)-, since S is Hermitian or skew-Hermitian of even

rank. (To compute the rank, pass all the way to Z/2Z, to obtain a symmetric

unimodular form with x·x =O. Such a form always has even rank.) Hence
i i r-l 2r- lT = T- , thus i = 0 or 2 . So det S = ±x or ±T x.

If k is even and the minus sign appears, just replace S by its

orthogonal sum with a kernel; i.e. with K = where ¢ has the matrix

with respect to some basis. Clearly this will change the sign.

Suppose k is odd. Then S @R Z will be a unimodular skew form over
r

the integers. It is well-known that such a form is a sum of kernels; in

this case a kernel will have matrix (0 1). Hence det(S e rZ) = +1.
-lOR
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It follows that under the augmentation ar:Rr + Z, ar{det 6) = +1. Hence,

since ar{x) = 1, the minus sign is impossible.

Proof of 3.3. First apply (3.4), but with r replaced by r+l, to obtain a

{-l)k-Hermitian unimodular form 6 over Rr+l with (for a suitable basis)

det 6 = U{r+l) .
m+l,S,l

The map TIr+1 :Rr+l + Rr = Z[Z2 r J provides an Rr+1-module structure on Rr,

and it is not hard to see that

det{S @R R) = TIr+l (det 6).
r+l r

2rLet a . = 6 @R R Since TI (T +1) = 1, that a . has them,S,l r+l r r r m,S,l
desired determinant now follows from (1.2).

§4. The image of the multisignature (Proof of Theorem A).

Let R2k{G) , a Z2 vector space, be the quotient of the group elements

2{p+{-1 )kp), p € R{G), by those of the form 4{p+{_1)kp). Then by (3.1),

(3.2) and the exact sequence (3.5), there is a diagraml

(4.1 )
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Here x(r) is the multisignature, d(r) the determinant map d above

with HO(Wh(Z r) identifiedwith RX/{±T iy2[y € RX} ; recall that
2 r r

y = Tjy some j, if y € R; [B][W2, §14]). Let orr) = w(r)X(r) =

(r) ( )(4.2) Theorem. The elements 0 am,s,i (see 3.3), with 3.:::. s < m< r ,

1 < i <2s-1, =1(mod 4), and s.:::.2m-r, (over Z2) for
(r)the image of 0 •

(4.3) Corollary. DimZ (Im orr)) [2/3(2 r- l-l)]-[(r-l)/2].

2

The corollary follows by just the number of indices m,s,i

with s < 2m-r. It can be restated as follows (see 4.1):

(4.4) Corollary. Dirnz r)))
2 2 2

= [2/3(2 r- l-l)]-[(r-l)/2].

Reca 11 = x(r )

that dim HO(Wh(Z r))
2

from (3.1). In view of (3.1), (3.5), and the fact

r-l= 2 -r, it follows easily that for k even

dim r)) = (2r- l_r) - dim(Im x/1m
2

and one more than this for k odd.

Clearly the right side is just

[2/3(2 r-2+2]-[r/2]-1

which implies Theorem A.

The rest of this section is devoted to the proof of (4.2). Let t r

be the representation of Z r
2

to t determined by

21Ti/2 re .
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be the indicated induced maps. (I) and (11) are just induced by the
r * r *

maps I and 11 on group rings. and (T) is by just the transfer map
r r r *

of surgery theory. The maps I r• 1Ir and T r also induce maps between the

quotients HO(Wh(Z r)) = RX/{±Tiy2} and RX l/{±Ti ly2}. and the obvious
2 r r- r-

diagrams involving all these maps and d commute.

(4.5) Proposition. Let and Assume that

2r- 1_1

o(r-1)(x) 6 Yitir-l) and

Then the following hold:

(4.5.1)

(4.5.2) and

(4.5.3)
2r-l_ l

L (6 .+6 1 )t '(. 1) .° ' 2r - +i r-

These formulas follow from similar formulas for X. whose proofs we

leave to the reader. These formulas obviously provide maps
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(I ) :R2(Z 1) ->- R2(Z r),
r ! 2r - 2

with (n ) a(r) = a(r-l) (7f ) , etc.
r ! r *

Let W(r)CR2(Z ) be the span of the elements a(r)(am,S,i),
m,s 2r

< i < 2s- 1, i =1(mod 4).

(4.6) Proposition. W(r) = ker(7f ) () ker(T ) , and
r,r r ! r! -

{a(r)(a .)11 < i < 2r- 1, i = l(4)} _is _a basis for _it.r,r,l -

(Note:

of it,

We write a(r) (a .) for a(r)
r, r ,1

and similarly for X, X2' etc .. )

applied to the equivalence class

2r-1
Proof. From (3.3), det(a 1') = T U '. By (1.2),r,r, r,r,1

2r-1 2r- l
T (T U .) = IT (T U .) = 1. Hence (7f) a( a .) =r r,r,1 r r,r,l r! r,r,l

= a(r-l)(7f ) (a .) = X(r)7f (det a .) - X(r)(l) = O. Similarly,r * r,r,1 2 r r,r,l - (2)

(T ) ala i) = O. Hence W C ker(7f) "ker(T ) .r! r,r, r,r r ! r !

However, ker(n ) () ker(T) is precisely the elements of the form
r ! r !

I (Yi € 2Z/4Z), Yi =Y
2r.

and y. =Y r-1 Hence this
odd -1 1 2 +i

Z2-vector space has dimension 2r- 3, r 3 (and 0, r = 1 or 2) therefore

it suffices to prove that the elements a(ar,r,i) are linearly independent.

This will be done using (3.2).

Let = tr(T), and let
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. 2r - l
s,' J' = t J (T U . ). Thenr,r,'

Clearly the denominator is a positive real number. Let

coefficient of t j in o(r)(a .).
r, r,'

o ..
'J

be the

Now l-r;-k=(A)z,where z

least positive residue of k mod 2r

2r- 1 2. j < 2". j := 1(mod 4),

is real and z > 0 if and only if the

is less than 2r- l. Hence, for

e.. < 0 if and only if fJ.(i) = 1.
'J

Hence, by (3.2), 0ij = 2fj (I) (mod 4) for 2r- l.:. j < z", and in fact

o(a .) = I2f.(i)(tj+t-j+t2r-l+j+t2r-l_j)
r,r,' j J

the sum over 2r- l 2. j < 2r, j := l(mod 4).

(4.7) Lemma ([CS2]). The matrix < i,j < 2r- 1 , 1 := j _ 1 (mod 4),

22. non-singular over Z2'

This lemma clearly implies the independence of the elements o(a r ,.),r, ,

and this completes the proof.

(4.8) Proposition. ker(1T ) n Image(I ) C Wr r '
r ! r ! '

Proof. It is obvi ous that (T) (I) = O. Hence
r! r!

(ker 1Tr ) ! ('\ Im(Ir)! C (ker 1Tr ) ! n (ker T r ) ! = by 4.6.

(4.9) Proposition. For k,t.:. 0 and 2k+t < r-3,
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k
W(r) C \' W(r)
r-k-t,r-2k-t £;0 r-£,r-a'

Proof. By induction on k, Suppose k = O. Then we must show that

0(0. ) € W(r) for m < r. But
m,m,i r,r

o ( r) (a .) = / r) (det a .) = X( r) (T2r- \ ( r) .)
m,m,' 2 m,m,' 2 m,m,'

= (r) (I (T2r-2U(r- 1h (I) X(r-l ) (det 0.(r-q))
X2 r r-l m,m,' r ! 2 m,m,'

So 0 (r ) (a (r) .) € Im(I ) .
m.m , r I

r-l ( ) ,
Since n (T2 U r .) = 1, a similar argument implies that

r m,m,'
and then the case k = 0 follows from (4.8).

Suppose k > O. We claim that

s < m

(4.10) (n ) (w(r)) =
rIm,s

. 0 s = m

In fact, if s < m, (n ) (o(r) .) = (n ) (x(r) (T
2r- l

E:U(r) .) =
r! m,s,' r! 2 m,s,'

= x(r-l)(n (T2r-\U(r) .)) = x(r-l) (T2
r-2

E:s(m-s)U(r-l) .) =
2 r m.s , , 2 m-l ,s , ,

( r-1) (d t (r- 1) ) - (r-l) ( (r-1)) d s tmi l 1 to,' f m = s ,= X(2) e am-l,s,i - 0 am-l,s,i ,an s mn ar y one ge s

Similarly, one shows that for m < r, s < m,

Hence

(4.11) W(r-l) = (I ) (W ( r- 2) ) •
m-1 .s r- 1 ! m-l .s

( ) (w(r) ) (I ) (w(r-2) )
nr ! r-k-t,r-2k-t r-l! (r-2)-h-t,(r-2)-2h-t'

where h = k-l. By induction,
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h
W( r-2) C L W( r-2)
(r-2)-h-t,(r-2}-2h-t e=O (r-2}-e,(r-2}-2e'

But, as we have just seen (with h = e and t = 0),

( I ) (w(r-2) } = ( ) (w(r) )
r-l! (r-2}-e,(r-2}-2e 'IT r! r-(e+l),r-2(e+l)'

Hence

For

(4.12)

1 < £,

k
i.e.

(r) (r) ( )
Wr- k-t,r-2k-t C 'T Wr-£,r_2£ + ker 1Ir !.

W(r } - (I) (w(r-l) } d s tmi l 1n 2n - n 2n ,an s1 rm ar yr-)(" r- )(, r! r-)(" r- )(,

1mage(Ir}!' Hence these all lie in ker(Tr }! , as

Therefore in

which equals

(4.12), (ker 11 )
r !

(r) }Wr,r by (4.6 .

can be replaced by

This completes the proof of (4.9).

= O.

Proof of 4.2. By the previous proposition (4.9), the elements a(Ctm,s,i)'

3.::.s .::.m.::. r, 1.::. i < 2s-1, i =1(mod 4}, and s .::.2m-r generate the

image of a. (To see this, note that if m= r-k-t, s = m-2k-t, then

s = 2m-r+t.) Therefore it will suffice to prove their linear independence.

For r = 3, this is a consequence of (4.6). We argue by induction on r.

As in the proof of (4.9), (compare (4.10) and (4.11)), we have

0 if m= s

(4.13 ) (11 ) a(Ct(r} .} = «r-l) } if m= r, s < mr! m,s , 1 a Ctr- 1,s, i

( ) « r-2) } if m < r , s < m.I r- 1 ! a Ctm_1,5 , i

It is obvious that (I l) is a monomorphism. It then follows easily from
r- !

the inductive hypothesis, (4.6), and (4.13) that the elements (r) )
a{am,s, i with
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either m= s = r or s < m < rand s < 2m-r (= 2(m-l)-(r-2)) are

linearly independent.

On the other hand

(T ) a(a,(r) 0) = {Orim,s, ,
o ( (r-l) )

a a,r-l,s,i

if r = m= s or m < r

if m= rand s < m.

For example, for s < r, (T ) a(a,(r) .) = (T ) (x(r l (T2
r- l

EU(r) .) l
r! r,s,l '": 2 r,s,l

(r-ll(T2r- 2Es(r-s)u(r-l) )
X2 r- 1 r-l .s , i

= x(r-l)(det a,(r-l) 0) = a(a,(r-1l) ,.), and the other cases are argued
2 r-1 .s , , r- .s ,

with m = s = r or with s < m < rand

(T ) , whereas the elements a(a,(r) .), m < r,
r ! r,s,'

map to the elements a(a,{r-ll) 0)' which, since s < (r-l) = 2(r-l i-«-u.r- ,s,' -
are linearly independent by induction. This accounts for all the elements

with s < 2m-r and so completes the proof.

similarly, using (1.2).

So the elements a{a,(r) 0)m,s,l

s 2m-r map to ° under

§5. Proof of Theorem B.

Consider the exact sequence [Sh, 4.1J

(Z2 r'-) H
l
(Wh(Z2 r))

r'-) r'-)'
2 2

However, in this case the cohomology

the involution induced by

is taken with respect to
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on the level of the group ring R = Z[Z r]'
r 2

According to [Wl], (Z r'-) = 0. Also from [Wl], it follows that
2

is a monomorphism, since can be detected by multisignatures

and Arf invariants, whose definition extends to as well. Hence

the homology taken with respect to the above-mentioned involution. For

r = 1,2, Wh(Z ) = 0, so assume r > 3.
2r -

Let Sr = {u € =u and ar(u) l}. Then there is a short

exact sequence

2 r - l
->- {l,T } ->- S ->- Wh (Z r) ->- 0.

r 2

To see this, just recall again [B] (compare [W2, §14]) that

Wh(Z r) = RX/{±Ti} and the involution on Wh(Z r) induced by
2 r 2

Hence every element of Wh(Z ) is represented by u € RX with
2r r

is trivial.

a (u) = 1 and
r

-
u +Ti- u,

2 r - l 1->- {l,T } ->- H (S ) ->-
r

2r - l->-{l,T }

some i. Since a(u) = a(u) 1, the sign is positive. Project to Z[Z2];

in this ring the involution maps to the identity. It follows that

i = 2j. Clearly Tju € Sr and represents the same element of Wh(Z ).
2r

Hence the map from Sr is surjective, and the kernel is easily identified.

Passing to cohomology, we obtain a long exact sequence

HO(S ) ->- HO(Wh(Z ))
r 2r

->- Hl(Wh(Z ))
2r

->- H2(S ) ->- H2(Wh(Z r))'
r 2.



As above, every element of

u = u; hence

Wh(Z )
2r
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has a representative U € RX withr

u(T) = u(- T).

from HO (S )
r

H2 = HO for

to HO(Wh(Z )) is surjective,
2r

cohomology of Z2. Hence

* -1u(T) = u(-T ) = u(-T).

Hence an element of HO(Wh(Z )) will be represented by a unit u with
2r

u(T) = Tju(-T). Pass to Z20Rr; this equation then implies Tj = 1; i.e.

Hence u represents an element of HO(S ), and so the map
r

and similarly for H2 as

(5.1 )

By definition, H1(S) consists of elements u of S withr r

u(T) = u(_T)-l, modulo those of the form v(T)v(-T)-l, for some v € Sr.

But u(T) = u(_T)-l if and only if 'r(u(T)) = u(T)u(-T) = 1. Hence the

inclusion K = (ker T ) n S CS induces a surjective mapr r r

Now suppose u € Rr and u2 € K. Then Tr(U
2) = 1. So

Hence, since the torsion of RX, consists entirely of trivialr
2r - 1u(T)u(-T) = ±1 or ±T Hence

2 2u(T) u(-T)

units,

By application of a , it is clear that the sign must be positive. Hence
r

the previous map induces a surjective map

The next step is to apply (1.3)' and (1.2). Since the torsion of RXr

consists entirely of the trivial units, it follows from (1.3)' that the units
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u(r) . generate a free (abelian) subgroup V of RXr of rank 2r- l_r, i.e.m,s,l
they are linearly independent. From (1.2) it then follows that V(\K has

the basis (as a free abelian group) {u(r) .11 < i < 2r- l, =: l(mod 4)}.r,r,l -
It then follows by (1.3)' that these units represent a basis for the image of K in

as a Z2-vector space. Since K/K C it finally

follows that K/K has as a basis the elements represented the

elements U(r) ., 1 < i < 2r- l, and in particular, has dimension 2r- 3r,r,l -
Now suppose w(x) is trivial. Let x be represented by a product

2r - lwith 0i = 0 or 1, 1 < i < . Then

E = 0 or 2
r- l. Let v(T) = u(T)u(-T) = Tr(u(T)); v(T) e Rr_l (= Ir(Rr_l))CRr.

Then

Hence by (2.1), 0i = 0 for all i; i.e. x is trivial. Hence w is an

isomorphism. By (5.1), this proves Theorem B.

Finally here is an exercise for the reader:

§6. Smoothing Poincare Complexes

Let X be a connected Poincare Duality space of dimension 2k, with

rrlX = G. Let e C2k(X) be a cycle representing [X]. Let C*(X;Z[G])
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be the chain complex C*(X) of the universal covering space, and let

C*(X;Z[G]) be the corresponding co-chain complex (just the usual co-chains

of X if G is finite). Then

C2k_*(X;Z[G])

is a chain equivalence which, up to chain homotopy, depends only upon X.

The cells of X determine preferred bases of these chain and co-chain

complexes. Hence has a torsion in Wh(G) which depends only on X.

Denote this element Then = and so represents

an element € HO(Wh(G)).

Now suppose G = Z . Then, by (1.3), has a unique representative
2r

of the form

II
m.s , i

o .
(u .) m,s,,,
m,s "

where the product is over 3 < s < m< r, _ 1(mod 4),1 < i < 2s- 1, and

Os,' = 0 or 1. Letm, ,

(6.1) Theorem. The connected Poincare duality space X of dimension 2k > 6

with 'IT X= Z has the homotopy type of PL (or TOP) manifold if and only if
1 2r

of the following hold:

(i) there reducible PL (or TOP) bundle over X;

(ii) x(X) is multiple of the regular representation;

(iii) .(X)=O for 3<s<m<r,i=:l(mod4),l<i<2s- 1,
m,s,' -
and s > 2m-r.

Proof. Necessity of (i) and (ii) has already been explained. For (iii),

if M is a manifold and h:M X a homotopy equivalence, then one considers

the diagram
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11 representing [M]. Since (l11 is a simple equivalence, it follows that

is trivial in HO(Wh(Z )).
Zr

To prove the converse, suppose is reducible. Then, by the well-

known transversality arguments, there is a degree one normal map

into X, with surgery obstruction

following formulas hold:

Further, the

x(a(f,b)) = X(M) - x(X) and

d(a(f,b)) = 6(X) (see (4. 1) ) .

These can be proven by standard arguments of surgery theory.

Let p denote the regular representation. Then the first equation

and (ii) imply that

x(a(f,b)) = qo,

where q is an integer. On the other hand, if k is even the coefficient

of the trivial representation in x(a(f,b)) is just the difference of the

signatures I(M)-I(X) = 8t; hence q = 8t. Hence we may replace M by

its connected sum with It I copies of a P.L. manifold of signature

8t/ltl, to kill X(a(f,b)). If k is odd, since x(a(f,b)) = -x(a(f,b)r,

q = ° automatically. Hence we may assume x(a(f,b)) = 0.
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It follows from (4.2) (see also (4.1)) that 6 .(X) =° form.s , ,

s< 2m-r. Hence, by (iii), 6 s ,.(X) =° for all m,s,i; i.e. 6(X) ism, ,
trivial. Hence by (3.5), o(f,b) actually is in the image of r)'

2

Hence, by (3.1), if k is even o(f,b) = 0. If k is odd, o(f,b) can

be killed by replacing M with its connected sum with a Kervaire manifold.

So a normal map (f,b) with o(f,b) =° is obtained, hence (f,b) is

normally cobordant to a homotopy equivalence, which completes the proof.

Proof of Theorem C. Let X be as in Theorem C, and let h:X + Y be a

homotopy equivalence. Let [YJ e H2k(Y) , with transfer h*[X] e H2k(Y).
Then h induces a homotopy equivalence h:X + Y, and it is not hard to

check that h*([X] f\ z) = h*([Y] '" h*z). It follows that

i - -(\[YJ:H (V) + H2k_i (V)

is an isomorphism for all i, and hence Y is a Poincare Ouality space.

Hence the invariant My) € HO(Wh(Z r+l)) is defined. It is not
2

hard to see that

'r+16(Y) = 6(X),

here 'r+l denotes the map induced on HO by the transfer. By (1.3)

My) := II(U(r+l!) Am,s, i.
m.s , ,

Hence 6(X):= II, (u(r+l!)Am.s,i Note that squares of self-conjugate
r+l m,s,'

units are trivial in HO(Wh(Z )). Hence it follows from 1.2 that
2r

6 . (X) =° for m of r , In particular, 6 s i (X) =° for s > 2m-r,m,s" m, ,
3 < s < m< r. Hence Theorem (6.1) applies to conclude that X has the

homotopy type of a manifold.
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Higher Diagonal Approximations and

Skeletons of

By

*James F. Davis

University of Notre Dame

The cup product is graded commutative on the cohomomology Ivel,

but not on the cochain level. The failure of commutativity is measured

by the higher diagonal approximations underlying such invariants as the

squares [6] and the symmetric signature associated to a Poin­

care duality space [5].

An n­skeleton of a K(TI,l) is a CW complex X of dimension n

with TIi(X) = 0 for 1 < i < nand TIlX TI. For example, X could

be a space form, a manifold whose universal cover is the sphere or

Euclidean space. This paper shows how the geometric higher diagonal

approximations of X can be calculated eurely algebraically from the

cellular chains of the universal cover X .

This work was motivated by certain questions of John Jones and

R. James Milgram concerning the Cappell­Shaneson detection [1] of a

non­zero element o(S3/QS) in the symmetric L­group I wish

to thank Andrew Ranicki for repeatedly bringing these questions to my

attention.

Using the of this paper one can compute the symmetric sig­

nature o(sn/G) E for any free action of a finite group G on

Sn. The symmetric signature appears in Ranicki's product formula for

surgery obstructions. However, algebraic quadratic surgery shows that

the product formula depends only on the chain level Poincare duality map

(depending on defined below) and not on the higher diagonal approxi­

mations.

1. Preliminaries.

Let W be the standard free /2] ­ resolution of

W: •.. ­

Here /2 = <T> Let e
i

denote the generator of the i­chains of

W. Then 3(ei) (l+(­l)iT)ei_l.

*Partially supported by NSF grants.
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Let C be a chain complex. Then 'll /2 acts on C @ C (= C C)
via the interchange map

T: C @C_ C @ C

T(a@b ) (_l)deg a deg b b @ a

We will consider 'll ['ll /2] - module chain maps

6: W @ C - C @ C .

Define t i :

map the 6 i

1.1

6(e i @ c) . Since

satisfy relations

i id6 i - (-1) 6 id = 6 i_l + (-1) T6 i _l .

is a chain

is a chain homotopy between t,a and

between t,l and T61, etc. Conversely

satisfying 1.1, they give rise to a

Thus t,a is a chain map, t,l

Tt,a' 6 2 is a chain homotopy

given a sequence of maps {t,i}

'll ['ll /2]-module chain map 6 .

Let SeX) denote the singular chain complex of a topological space

x .

Theorem 1.2.

There exist functorial 'll ['ll /2] -module chain maps

t,: W @ SeX) ----+ sex) @ sex)

such that t,a(c) = c @ c for any singular a-simplex c .

f'roof. Method of acyclic models. o

that

If a group

t, is a
n acts on a space X, then functoriality implies

'll ['ll /2 x n I -module chain map.

Preposition 1. 3.

Let n act freely

There is a splitting of

A is isomorphic to the

Proof.

and cellularly on a connected CW complex X .

'll n-module chain complexes SeX) = A B where

cellular chain complex C(X) and H*(B) = a .

FolloWing Wall [7] let

iDi(X) = ker (d: Si (X ) ----4

Let Ei(X) = ker(Di(X) ----4 Ci(X)).

'll n-chain complexes

( i ( i-I))Si_l X )/Si_l X

Then we have an exact sequence of

a ----+ E(X) ----+ D(X) - C(X) ----+ a .
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Since D(X) ----7 C(X) induces an isomorphism in homology, H*(E(X)) 0,

and hence E(X) is chain contractible. It then follows that

D(X) = C(X) m E(X) as chain complexes. Likewise the inclusion

D(X) ----7 seX) splits as a map of chain complexes. 0

Let f: C(X) ----7 SeX) and g: SeX) ----7 C(X) be splitting maps

in I. 3. Any Ll [Ll /2 x 7f]-module chain map

W @ C(X) ----7 C(X) @ C(X)

chain homotopic to

(g@g) 0 /:, 0 (l@f): W@ C(X) _ C(X) @ C(X)

is called a geometric 7f-higher diagonal approximation. The mod 7f

reduction of gives a geometric I-higher diagonal approximation on

X/7f. If 7f = 1, can be used to compute cup products and Steenrod

squares. If X is simply connected and X/7f is a Poincare complex, then

can be used to compute the symmetric signature [5]

a(X/7f) E Ln(Ll7f)

occuring in the product formula for surgery obstructions.

tion

Let

E:

C = {Ci,a}i>O be a chain complex of Ll -modules with augment a-

Co ----7 Ll Let E @ I: C @ C ----7 Ll @ C = C Let

(C@C)k Gl C. @ C.
i+j=k l J

and

(C@C)k Gl C. @ C.
i<k l J

Consider Ll[Ll/2] -module chain maps /:, : W @ C----7C@C satisfying

(i) /:,(W@C
i)

c (C@C)i for all i

(ii ) (E@l) o /:'0 I

(I@E) o 110 I

(iii) For all i for any c E C
i

, there is an

a E C
i

@ C. such that /:, . (c) - c@c = a + (-1) iTa
l l

These conditions are geometrically inspired. Condition (ii) cor-

responds to the fact that for any cohomology class a ,

a u I = I u a = a. Note that (ii) is satisfied for the Alexander-

Whitney diagonal approximation. Condition (iii) is related to the

identity Sqo(a) = a .
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Proposition 1. 4.

On the category of topological spaces there exist functorial

?l [?l/2] - module chain maps

W @ SeX) sex) @ seX)

satisfying (i), (ii), (iii).

Proof.

Condition (i) will hold for any functorial map. Let be the

simplicial complex of the standard n-simplex. Consider as a sub-

complex of . By acyclic model theory there exists a functorial

such that c @ for all n Induction on n

shows that = , = The proof that

sqo = Id (see [6]) shows that condition (iii) holds for c = Then

linearity and functorality shows that (ii) and (iii) always hold. 0

2. The Main Theorem.

Theorem 2.1.

Let C = {Ci,a}o<i<n be a chain complex of free such

that Ha(C) = Z and Hi(C) = a for a < i < n. Then there exist

?l [?l/2 x n I -modu l,e chain maps

W @ C C @ C

satisfying conditions (i), (ii), and (iii). Given two such maps they

are chain homotopic.

Here the action of on C @ C is given by g(x@y)

Corollary 2.2.

gx @ gy .

If X is a skeleton of a and C

satisfying (i), (ii), and (iii) is a geometric

proximation.

C(X) then any map

n-higher diagonal ap-

Before we embark on the proof of 2.1, we need a lemma.

Lemma 2.3.

Let £ = +1. If b E (C@C)2i+l is £-symmetric (Tb=£b) and a

boundary, then it is the boundary of an £-symmetric chain. If

b E (C@C)2i is c-even (b = a + IOTa for some a) and a boundary, then

it is the boundary of an £-even chain.

Proof.

Suppose D and E are chain complexes such that D @ D and
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E @ E satisfy the conclusion of lemma 2.3. Then

@ = D @ D (D@E E@D) E @ E also satisfies the conclu­

sion.

Now as a ­module chain complex C is isomorphic to a direct sum

of Hn (C) , HO(C) and elementary chain complexes of the form Ll ­­­=­.. Ll •

If D is anyone of these chain complexes it is easily verified that

D @ D satisfies the conclusion. The lemma then follows by induction. 0

Proof of 2.1.

To construct the [Ll /2 x ­module chain map W @ C C @ C

it suffices to construct of sequence C ----+ C @ C of

satisfying the relations 1.1 as well as conditions (i), (ii), and (iii).

Choose a basis of Co of the form h u {PO} where £(P O) = 1 and

£(f) = 0 for f € h. Define = Po @ PO. For f € h , define

= Po @ f + f @ f + f @ PO. Extend to a map of Co by linearity.

Fix k > 0 and < k­l. Assume now that has been defined

on W @ Cj for j < k and that has been defined on Ck for i <

Let x be a basis element of C
k

We first consider the case .

Let Zi = ker(a: C
i
---+ C

i_l)
. By the Kunneth theorem

Hi«C@C)i) = Zi @ Ll Ll @ Zi. In particular if b is a i­cycle in

with (£@l)b = 0 = (l@£)b then b is a boundary in (C@C)i.

So ­ ax @ Po ­ Po @ ax is a boundary in (C@C)k­l. Say it is

aa Then define (x) x @ Po + Po @ x + a. For > 0

+ + is a boundary in (C@C)k say aa

Define = a Extend to a map Ck ----+ C @ C by linearity.

Now fix k > 0 and assume that has been defined on W @ Cj
for j < k and that has been defined on Ck for i < k­l Let

x be a basis element of Ck Then

(ax) + + ­ (_l)k­l. ax @ ;)x is a
k­l

)k­l n (C@C)2k_2 and hence by lemma 2.3(­1 ­even boundary in

lifts to a + (_l)k­lTa with a € (C@C)k n (C@C)2k_l We define

= a + (_l)k­lTa + ax @ x (For the case k = 1 we also have

to guarantee that = x and that = x , but this

can be done by the proof of 2.3.). Extend to a map of Ck
by
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linearity. Now

k k k
(-1) + + (-1) = ax @ x + (-1) x @ ax

So define = x @ x for the basis element x Extend by linearity.

This completes the existence part of theorem 2.1.

For the uniqueness part of 2.1 consider -module chain

maps W @ C ----+ C @ C satisfying

Lemma 2.4.

(i' )

(11 ,)

(iii' )

c (C@C)i for all i

(E@l) 0 0

(l@E) 0 0

iFor all i, c im(l+(-l) T).

A x n] -module chain map satisfying (i'), (ii'), and

(iii') is of the form = aX + Xd for some degree one map X

Proof.

2.5

Define Xi(c) = x(ei @ c) . Then 6 = aX + Xa is equivalent to

6
i
= aX

i
+ (-l)ix i a + X

i_l
+ (-l)iTXi_l .

Let x be a basis element of Co Then 6 0 ( X ) is even and a

boundary. Thus there is an a E (C@C)l such that a(a+Ta) = and

(E@l)a = 0 = (l@E)a. Define XO(x) = a + Ta Extend to a map of Co

by linearity. Replace by - aXO - XOa .

We now assume 6 satisfies (i'), (ii'), and (iii') and that

= 0 . We will now only consider X such that X(Cj) c (C@C)j

Fix k < 0 and 1 < k - 1. Assume that X has been defined on

for j < k and that has been defined on for i < 1 .

Furthermore assume

= a

for c E Cj ,

element of Ck

aa

Define

i i= axi(c) + (-1) Xi (ac) + Xi_l(c) + (-1) TXi_l(c)

j < k and for c E Ck' i < 1. Let x be a basis

Choose an element a E (C@C)k such that

1 161 ( X ) - (-1) X1 (ax) - X1_1(x) - (-1) TX1_1(x)

Extend to a map of Ck by linearity.

Now fix k > 0 and assume that X has been defined on W @ Cj
for j < k and that Xi has been defined on Ck for i < k - 1 .

Furthermore assume that the relation 2.5 is satisfied for c E Cj ,
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Choose b E (C@C)k such that

ab = - Xk_2(x) - (-1)k-lTXk_2(x)
.

Now - (b+(_l)kTb) is a (-l)k-eve n cycle so by lemma 2.3,

= b + (_l)kTb + c + (_l)kTc

for some cycle c E (C@C)k Define Xk_l(x) b + c. Extend by

linearity. This completes the proof of 2.1. D

There are two cases where one can avoid some of the above homologi-

cal algebra to calculate the geometric higher diagonal approximations.

First, if X is a simplicial complex, one can apply acyclic model theory

in the simplicial category to X directly. Second, if X is actually

a K(1T,l) , the construction of follows from the "fundamental lemma"

of homological algebra from a projective complex to an acyclic one.

Indeed, if C is acyclic, any two Ll [Ll /2 x 1TJ - module maps

W@C-C@C

commuting with the augmentation are chain homotopic.

If X is a n-skeleton of a K(1T,l) , then the homotopy type of

X is determined by 1T IX, 1T
n
X , and the first Eilenberg-MacLane k-invari-

ant kn+l(x) E Hn+ l (1T
IX;

1T
nX).

(See, for example, Olum [4J). Now

kn+l(x) can be defined algebraically as follows: Let D = {Di,a}i>O

be a projective Ll1T-resolution of Ll Choose a chain map

commuting with augmentation. Induced is a map

This cocycle gives

mined by the chain

ant of X should

cal justification

kn+l(X) Hence the homotopy type of X is deter-

homotopy type of C(X) . Thus every homotopy invari-

be computable algebraically. This gives a philosophi-

for Corollary 2.2.

3. Product Formulae

Given a product map

Id x f: x Mn

with a closed manifold and f: a degree one normal
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map, the surgery obstruction aCId x f) E L is determined
m m+n

by the symmetric signature a(N) E L and the surgery ob.

struction a (f) E Ln 1 (X)]) . Indeed a (N) can be represented by a sym­

metric Poincare complex with C = C*(N) and o(f) by a quadratic

Poincare complex (D,w) with H*(D) = K*(M). Then according to Ranicki's

product formula [5,11.8.1]

aCId x f) = (C @ D, @ W) ,

using the algebraically defined pairing

m
L C 1N]) @ L

n
Cn IX] )

and the identification

@ (D,w) I-- (C @ D, $ x w) ,

@ = x X)]

Here $ and ware represented by a sequence of maps

(Cn­r+i,cr)lr i> oi

{ (Dn ­ r ­ i , D )Ir i> olWi E r

and = $i@wi .

A geometric TI1N­higher diagonal approximation

­
6: W @ C(N) C(N) @ C(N)

determines the symmetric signature a(N) = (C,$) as follows:

Choose a representative [N] E C t) for the fundamental class ofm
N. Let n = Apply t @ n to the 6 i associated to 6 to

obtain

6i : ­ C(N) @ C(N)

Then the $i are defined via the slant product

$i : Cn ­ r +i Cr

s I­­ (CN])/B

(C' ,1/1') in Li (A)

o
of the algebraic theory

Lemma 3.1: The class of a quadratic Poincare complex

depends only on Wo .
Proof: This is an immediate consequence

of surgery C5,I.4.3] .

Corollary 3.2: The class of (C @ D, $ @ w) in the product formula

depends only on $0 and Wo
We now restrict our attention to $0. As a corollary of the proof

of 2.1 we have:
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Corollary 3.3:. Let C = {Ci,d}O<l<n be a chain complex of free 2Z 7T-module

such that RO(C) = 2Z and Ri(C) = 0 for 0 < i < n. Then there exists

a 2Z [7TJ - module chain map

----+ C @ C

satisfying conditions (i), (ii), and (iii), for i = 0

Because

on algorithm

is given by

of its importance in the product formula we make explicit

for computing A contracting chain homotopy for C

2Z -module maps {s,o}

0 2Z _CO

s C
i_ l

--+ C
i

satisfying dS + O£ Id on Co

and dS + Sd + Id on Ci for 0 < i < n

Choose a 2Z 7T-basis of Co of the form A u {PO} where Po

E(f) = 0 for f EA.

Define

= Po Po '

= Po f + f @ f + f @ Po for f E A

0(1) and

Extend to a map on Co by linearity.

on C. for j < k For a 2Z 7T-basis
J

= x @ Po + Po @ x + (s @ 1 + Of:

Now assume 6 0 has been defined

element x of Ck define

@ s) ( dx ) - dx @ Po-P 0 @ dx )

Extend to a map of C
k

by linearity. This 6 0 satisfies the desired

properties.

Let X be an n-skeleton of a K(7T,l) . Let Y = K(7T,l) . Naively,

one might try to avoid the algebra in 2.1 by constructing a geometric

7T-diagonal approximation

C(Y) - C(Y) @ C(Y)

(Using, for example, the homotopy

{s @ 1 + 0 £ @ s, 6 @ 5} on C(Y) @ C(Y») , and then restricting the map

- : crx) - C(X) @ C(X)
C(X)

to obtain a 7T-diagonal approximation for X However, this need

not satisfy the hypothes of 3.3, so there is no guarantee that

- is the correct chain homotopy class. In fact, unpublished com-
C(X)

putations of Jones and Milgram show that the above procedure can lead
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to a geometrically incorrect diagonal approximation for X. We now

describe this example in some detail as it was the motivation of this

paper.

A fundamental problem in surgery theory is the oozing problem,

the problem of determining which elements of arise from surgery

problems over closed manifolds. A critical example is the Cappell­

Shaneson example

where rr=Q(2n) is the generalized quaternion group and f: T2 ­­>­ S2

is the Kervaire problem" representing the non­trivial element of

L
2

) = Here a(f) is represented by (D,1/J ) E: ,­1) = )

," = (10 11)· = 0'¥ .. D = Gl ­­+ DO = Gl

Using geometric reasoning, S. Cappell and J. Shaneson showed

aCId x f) I 0 E: . However, the product formula hints at an

algebraic derivation of this result. In a preliminary attempt at this

problem, Jones and Milgram constructed a map

6 0: C(K(rr,l» ----+ C(K(rr,l» C(K(rr,l»

and restricted to the 3­skeleton to obtain

6 0: C ----+ C C

where C = C(S3/rr). (Cartan and Eilenberg [2] give an explicit periodic

of corresponding to a cell decomposition of S3/rr) .

The above 6 0 lead to a chain homotopy equivalence

C3­ * .c C'¥O: *.
Applying the product formula (C @ D, <P 19 1/J) , they obtained a.rt r­Lv La L

helement of rr) , seemingly contradicting the Cappell­Shaneson exam­

ple.

The resolution of this dilemma is that the naive approach does not

lead to a geometrically correct result. Unpublished computations of the

author show that the methods of this paper give a formation representing
haCId x f) E: rr) , and prove algebraically the Cappell­Shaneson result

that aCId x f) I 0 E: n ) , and im(a(Id x f» = 0 E: n ) .

For an alternate algebraic approach to this result, see the paper

of R. James Milgram, "The Cappell­Shaneson example," appearing in these

proceedings.
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LECTURES ON GROUPS OF HOMOTOPY SPHERES

J. P. Levine
Department of Mathematics
Brandeis University
Waltham, Massachusetts 02254

Kervaire and Milnor's germinal paper [15], in which they used the

newly-discovered techniques of surgery to begin the classification of

smooth closed manifolds homotopy equivalent to a sphere (homotopy-
spheres), was intended to be the first of two papers in which this

classification would be essentially completed (in dimensions 5). Un-

fortunately, the second part never appeared. As a result, in order to

extract this classification from the published literature it is neces-

sary to submerge oneself in more far-ranging and complicated works

(e.g. [7], [16], [30]), which cannot help but obscure the beautiful

ideas contained in the more direct earlier work of Kervaire and Milnor.

This is especially true for the student who is encountering the subject

for the first time.

In Fall, 1969, I gave several lectures to a graduate seminar at

Brandeis University, in which I covered the material which I believe
would have appeared in Groups of Homotopy Spheres, II. Two students,
Allan Gottlieb and Clint McCrory, prepared mimeographed notes from

these lectures, with some extra background material, which have been
available from Brandeis University. The present article is almost

identical with these notes. I hope it will serve to fill a pedagogical

gap in the literature.
The reader is assumed to be familiar with [15], [20]. In these

papers, Kervaire-Milnor define the group en of h-cobordism classes of

homotopy n-spheres and the subgroup bpn+l defined by homotopy spheres

which bound parallelizable manifolds. The goal is to compute bpn+l

and en /bpn + 1.

Section 1 reviews some well known results on vector bundles over

spheres and the homotopy of the classical groups, as well as some

theorems of Whitney on embeddings and immersions. Since a homotopy n­
sphere En is h-cobordant to Sn (the n-sphere with its standard

differential structure) iff En bounds a contractible manifold, in
order to calculate bpn+l we are interested in finding and realizing

"obstructions" to surgering parallelizable manifolds into contractible
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ones. Section 2 contains some general theorems for framed surgery and

describes which "obstructions" exist for each n. In [15] it is shown

that bpn+l is zero for n+l odd. Sections 3 and 4 perform the corres­

ponding calculations for n + 1 = 4k and n + 1 = 4k + 2 respectively.
In section 5, by use of the Thom­Pontryagin construction, the calcula­
tion of en/bpn+l is reduced to a question of framed cobordism which

is answered by using results from sections 3 and 4. Many results of

these notes are summarized in a long exact sequence

which is discussed in the appendix.

Throughout these notes all manifolds are assumed to be smooth,
oriented, and of dimension greater than 4. In addition all manifolds

with boundary are assumed to have dimension greater than 5 (so that

the boundary manifold will have dimension greater than 4).

§l. Preliminaries

A) Oriented vector bundles' over spheres.
In [28] Steenrod gives the following method for viewing oriented

k­plane bundles over Sn as elements of TIn_l(SOk)' Let be such
a bundle. By section 12.9 of [28] the group of may be reduced from

GL (k , lR) to Ok' Since is oriented Ok may be further reduced to
SDk' Cover Sn by two overlapping "hemispheres". Since the bundle is
trivial over each hemisphere, it is determined by the transition func­

tion at each point of the equator. This function, a: Sn­l + SDk' is

well defined up to homotopy class by the equivalence class of and

is the obstruction to framing S. In addition the map [a] sets

up a one­to­one correspondence between (oriented isomorphism) equiva­

lence classes of oriented k­plane bundles and elements of TIn_l(SOk)'
For details the reader should see section 18 [28]. By abuse of notation

we refer to E TIn_l(SOk)'

kLemma 1.1. Let E TIn_l(SOk) be an oriented k­plane bundle IS .

Then E] = E TIn_l(SOk+l) where we view SDk 1 SOk+l as
acting trivially on the last component of lR k+1 (i.e. the matrix M

goes to

o
M

o
o ••• 0 1
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terizes the element i* as well.

Sn by two hemispheres as above.

transi tion function for t; E& £1 is
Cover

equation, the

where T is the transition function for at

At a point Xo on the
T x id: :rn k+ l ... :rn k+l

xo' But this charac-

Corollary 1.2. Oriented stable bundles over Sn are in 1-1 correspon-

dence with elements of TIn_l(SO).

B) Homotopy of the Classical Groups.
k k+l Pk

Let (0, ... ,0,1) = ek ESC:rn . Then the pr'o je c t i on SOk+1
1k Pk k

given by o(e k ) gives a fibre bundle SOk -4 SOk+l S. If

is a manifold, let TIM) denote the tangent bundle of M.

By weaving together the resulting exact sequences one obtains:

...

TIk_l(SOk_l)

.... ....

"-

"

TI (Sk+l)
k+l

"-

ldk+ l
(ik )*

TIk(SOk+l)

l(ii+l)*

Diagram 1

where d k : TIk(Sk) ... TIk_l(SOk) is the induced boundary map. By direct
computation one checks that under dk the generator is taken to

k k-lT(S ) E TIk_1(SOk) and that, under (Pk-l)*: TIn_1.(SOk) ... TIn_I(S ), a

k-plane bundle t;k over Sn is taken to O(t;k), the obstruction to

finding a section (c.r. [28] §34.4). When n = k , O(t;k) = X(t;k), the

Euler class [28]. Since X(T(Sk)) = X(Sk) generator where X(Sk) =
is the Euler number, we have that the dashed maps are

multiplication by 2 or ° as indicated. This allows us to calculate the
k korder of T(S) € TIk_l(SOk)' When k is even (Pk)* takes T(S) to
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twice the generator and thus T(Sk) has infinite order. When k is

odd, twice the generator of k is in im Pk* that T(Sk) has1TkS so

order at most 2. Since Sk is parallelizable iff k = 1, 3 or 7 [3 ]

we have

Lemma 1.3. order

k even

k = 1,3,7
otherwise

From the bundle exact sequence, we know that (i k) *: 1T jSOk 1T jSOk+1
is mono (resp. epi) unless j = k-l (resp. j = k ) . Thus

ker(1Tk_ l(SOk) + 1Tk_ l(SO)) = ker((ik)I: 1Tk_ l(SOk) + 1Tk_ l(SOk+l)) =

im(dk: 1TkS
k 1Tk_ lSOk). Applying Lemma 1.3 we obtain the first part of

k even
Theorem 1.4. (1 ) ker(1T k_ l(SOk) 1T

k_ l(SO)) - k = 1,3,7
22 otherwise

{:2
k = 1,3,7(2) coker(1Tk(SOk) 1Tk(SO) ) -
otherwise

(3) Let V be the Steifel manifold of N-k framesN,N-k
.i SON VN,N_k'in N space. We have a bundle SOk If N is large

p*
and k = 3,7, 1Tk(SON) 1Tk(VN,N_k) is onto.

i k *Proof. To prove (2) we need only investigate 1TkSOk 1TkSOk+ l
(i k+ l )* 1TkSOk+ 2 as the last group is also 1TkSO. (i k+ l) * is always

epi. If k is even we see, from Diagram 1, that dk: 1TkS
k 1Tk_ l(SOk)

is mono and thus that i k* is epi. If k is odd but unequal to 1,

3, or 7 the relevant part of Diagram 1 is

2

1 "-

"
1T kSOk+ l 22

I

: (i k+ l )*
'V

71 kSOk+2

and a trivial diagram chase shows that (ik+lik)* is epi. If k = 1,
3 or 7 we have
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?l ,
·rd ""x2

k+l , ,
..:I

TIkSOk+ l Z
I

i (i k ...i ' *
-t

TI kSOk+2

which concludes the proof.

(3) The bundle structure is given in [28] §7. This gives the

sequences:

and the result now follows from (1).

We conclude this section by giving some results of Batt and

Kervaire.

Theorem 1.5.

(1) TI*(U) is periodic with period 2, TIoU = 0, and TIIU = Z
(2) TI*O is periodic with period 8 and the actual homotopy groups

are

I

i mod 8 ° 2 3 4 5 6 7

TIiO ?l2 22
2 ° ?l2 ° ° ° ?l

(3 ) For all j, TIj(U/SO) :: TI. 2(SO)
J-

(4 ) For all j, TI 2 j(U j
) :: Z j I'

Proof. (1) is proved in complete detail in [21] where a proof of (2)

is also indicated. Both (2) and (3) can be found in [4] and (4) occurs

in [5].

C) Some theorems of Whitney

Definition. An embedding

and M is transverse to

MeN

an .
of manifolds is proper if aN n M = aM

Theorem 1.6.

+ m = n , such

section number

Let

that

of

and Mm

Land M

Land M

be compact proper submanifolds of Nn ,

intersect transversely and the inter-

is zero. (The intersection number is an
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integer if

its sign.

in 2
2,)

ambient

L, M and N are oriented, and changing orientations changes

If L, M or N is nonorientable, the intersection number is

If !I, ,m > 2 and N is simply connected, then there is an

isotopy h t of N such that hI (L) n M = 0.

Proof. Whitney's intersection removal technique is in [31]. See also

Milnor [20].

The same technique yields

the self intersection number is an integer.

N is nonorientable, it is in 22 , ) If m > 2

nected, then f is regularly homotopic to an

intersection number zero.

Theorem 1.7. Let

(If

be an immersion, M closed, with self­

m is even and M and N are oriented,

If M is odd, of if M or

and N is simply con­

embedding.

As a corollary of this theorem (and the approximation of continuous

maps by immersions, and the fact that the self intersection number of an

immersion can be changed arbitrarily without changing its homotopy type)

we have:

Theorem 1.8. If N2k is simply connected, k > 2, then any ('j, € TIk(N)

can be represented by an embedded sphere.

m ) (2m­l . hLet f: (M ,aM .... N ,aN) be a ccn t Lnuous map sue

is an embedding. Then f is homotopic to an immersion keep­

Theorem 1. 9.

that r l aM
ing flaM fixed.

Proof. See [32].

Definition. Let M and N be closed manifolds.

i =0,1, are concordant if there is an immersion

tha t F­ l (N x {i}) = M x {i} and F 1 M x {L} = Fi '

Immersions f i: M .... N,

f: M x I .... N x I such

i = 0,1.

Corollary 1.10. Let Mm and N2m be closed manifolds. Two embeddings

f i: M .... N, i = 0,1, are homotopic if and only if they are concordant as

immersions.

Proof. If F: M x I .... N x I is a concordance, then TIoF: M x I .... N is a

homotopy, where TI: N x I .... N is projection onto N. If h: M x I .... N

is a homotopy from f
O

to f
l,

let H: Mx I .... N x I be given by H(x,t) =
(h(t) ,t). Applying Theorem 1.9 to H, we obtain a concordance from f O
to fl'



68

§2. Some theorems on framed surgery

Let M be an oriented smooth manifold. Suppose that surgery is

performed via the embedding f: Sk xD n-k
+ Mn to obtain a manifold

M' = (M - f(Sk x Dn-k)) U Dk+ l x Sn-k-l. (We will always assume

f(Sk x Dn-k) C Int M.) The "trace" W of the surgery is obtained by

attaching the "handle" Dk+ l x Dn-k to Mx I by identifying

(aD k+l) x Dn-k with f(Sk xD n-k) x {l}. Thus aw = H' _ H. Let (N(X)

denote the trivial N-plane bundle over X. (We will write (N when

the base space is clear from the context.)

Definition. A framed manifold (H,F) is a smooth manifold H together

with a framing F of T(H) @ (N(H) for some N > O. A framed surgery

of (H,F) is a surgery of H (as above) together with a framing G of

T(W) @ (k(W) (k > N-l), where W is the trace of the surgery, satis-

fying GIH = F @ where t k-N- l is the standard framing of

(k-N+l (Here H is identified with H x a c. W, and T(W) IH is identi-

fied with T(H) @ (I by using the inward normal vector field on HeaW.)

Restricting G to aw - H = H' we obtain a framed manifold (H' ,F' ) ,

the result of the framed surgery on (H,F). (T(W)\H' = ,(H') @ (1 via

outward normal field on H'.)

Remarks.

1) There is a corresponding definition of framed cobordism. Two

closed framed manifolds (H,F) and (H',F') are framed cobordant if

there is a compact framed manifold (W,G) such that aw = H -H',

GiH = F, and GIH' = F'. (Hore precisely, this means there exist inte-

gers i,j,k> 0 such that G @ tilH = F @ t j and G @ tilH' = F' @ t k•

Again we T(Wl!M with T(M) @ (1, and T(W) IH' with

T(H') @ (1.) It is easy to check that framed cobordism is an equiva-

lence relation. Clearly if (H',F') is obtained from (H,F) by a

fini te sequence of framed surgeries, then (H' ,F' ) is framed cobordant

to (H,F). Conversely (H',F') is framed cobordant to (H,F) implies

that (H',F') can be obtained from (H,F) by a finite sequence of

framed surgeries (compare Hilnor [2]).

If (Hl,F l) and (H2,F2) are framed manifolds, (Hl,F l) If (H2,F2)
denotes their framed connected sum. (See [10].) The set of framed

cobordism classes of framed closed manifolds forms an abelian group

under If.

2) If F is homotopic to F', then clearly (H,F) is framed

cobordant to (H,F'). By an easy obstruction argument, homotopy classes

of framings of ,(H) @ (N for any fixed N are in one-to-one corre-
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spondence with homotopy classes of framings of T(M) @ El . Thus our

definition of framed cobordism gives the same equivalence classes as

the definition in Kervaire-Milnor [15].

3) The following conditions are equivalent:

i) M is s-parallelizable ("framable")--i.e. the bundle
T(M) @ EN is trivial for some N. (M is parallelizable

if T(M) is trivial: "s-parallelizable" means "stably

parallelizable".)

ii) T(M) @ El is trivial. (This is the definition Kervaire-

Milnor [15] gives for s-parallelizable.)

iii) M is a TI-manifold (i.e. there is an N such that M

embeds in R
N wi th trivial normal bundle). (See [15]

and [20].)

(i) (iii) can be strengthened as follows: Let i: Mn Rn+k

be an embedding, k large. Then

TIM) @ vIi) Iv normal bundle)

so

4) A manifold with boundary is s-parallelizable and only if it

is parallelizable. (See [15].)

Then if F is a framing of EN @ TIM),

v(i) such that F @ F' t N+n+k, and

Conversely, if F' is a framing of

of EN @ T(M) such that F F' :

Lemma. Suppose N is large.

there exists a framing F' of

any two such F' are homotopic.

vIi), there exists a framing F
N+n+kt , and any two such F are homotopic.

Proof. We will show that if and are vector bundles over the
n k Q, '" k+Q,manifold M with Q, > n+l, such that @ n = E ,and F is a

framing of then there exists a 'framing F' of nQ" unique up to

homotopy, such that F @ F' = tk+Q,. F defines a map ¢: M Vk+Q, k',
Since Vk+Q"Q, is Q,-l connected, n < Q, implies ¢ is null
homotopy (by obstruction theory). Thus by the homotopy lifting property

of Vk+Q, Vk+Q"n, ¢ extends to a map M Vk n k n' Thus F' exists.
'" Q, +x" +'" k Q,

Suppose F" is another framing of n such that F @ F" t +. Then

F' and F" differ by a map a: M s0Q,' and if i: seQ, SOk+Q,'

i oa : O. But i*: TIiS0Q, = TIiSOk+Q, for i < Q,-l, so since n < Q,-l,

i*[a] = 0 [a] = 0 (by obstruction theory). Thus F": F.

Definition. Suppose that (Ml,Fl), (M2,F2) are normally framed manifolds



an embedding f.: M. eRN, N large).
1 1

normally framed cobordant if there is a

U M
2

and an embedding g: W .,. RN x I such

and giM. = f., with a framing G of v(g)
1 1
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(i.e. F i is a framing of

(MI,F I) and (M2,F2) are

manifold W with aw = MI
that int W (') a(R n x I) = 0

such that GIM. = F .•
1 1

The set of normally framed cobordism classes of closed normally

framed manifolds forms a group under connected sum. By the lemma

and remark 2) above, is canonically isomorphic to the group of

(tangentially) framed cobordims classes of (tangentially) framed mani­

folds. Pontryagin proved that is isomorphic to the n­stem "n(S),

the correspondence being the Thom­Pontryagin construction. For a proof,

see [22]. In these notes, a "framed manifold" will usually mean a

manifold with a framing of its stable tangent bundle. Normal framings

are used only when the Thom­Pontryagin construction is needed.

Theorem 2.1.

such that aM

surgeries M

Let M be a compact framed manifold of dimension n > 4

is a homology sphere. By a finite sequence of framed

[ n ­ lcan be made ­­2­] connected.

Proof. This is 5.5 and 6.6 of Kervaire­Milnor [15].

This theorem says that for a compact framed manifold, surgery can be

done to kill all homotopy groups "below the middle dimension." There­

fore, by Poincare duality, we have:

Corollary 2.2. Suppose that Mn

aM is a homotopy sphere (resp.

framed surgeries M can be made

Thus bp n = ° for n odd.

is compact, framed, n odd 5, and

aM = 0). By a finite sequence of

contractible (resp. a homotopy sphere).

(k­l)­connected

Suppose there is a

Surgery can be completed in the middle dimension of an even dimen­

sional framed manifold if the middle homology group can be represented

in a special way:

Theorem 2.3. Let M2k, k > 3, be a compact framed

manifold, aM a homotopy sphere (resp. aM = 0).

basis al, ... ,ar, Bl, ... ,B r of Hk(M) such that

(1) a.'a. = 0, 13.'13. = c.. for all i,j ("," is intersection
1 J 1 J 1J

number. Such a basis is called (weakly) symplectic).

(2) The a i can be represented by disjoint embedded spheres with

trivial normal bundles. (Note that the a i are spherical by the

Hurewicz theorem.)
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Then M can be made contractible (resp. a homotopy sphere) by a finite

sequence of unframed surgeries. The surgeries can be framed unless

k = 3 or 7.

Proof. All but the last statement is included in the proof of Theorem 4

of Milnor [20]. As shown in §6 of Kervaire-Milnor [15] (see also the

proof of 4.2b below), the obstruction to framing a surgery performed via

an embedding f: Sk xD k M2k lies in TI k(S02k+N) = TIk(SO), and this

obstruction can be altered by any element in the image of the map

i*: TIk(SOk) TIk(SO). But i* is surjective for k 1,3,7 (1.4), so

any surgery can be framed.

When can the hypotheses of this theorem be satisfied? If k is

even (i.e. n = 0(4)), we will see that Hk(M) has a symplectic basis

if and only if the signature (index) of M is zero. However, (2) always

holds for k even, assuming (1) (see §3). If k is odd, k 3,7,

Hk(M) has a symplectic basis, and the normal bundles of embedded spheres

representing this basis are trivial if and only if the Kervaire (Arf)

invariant of M is zero (§4). If k = 3 or 7, (1) and (2) both hold,

but there is an obstruction to framing the surgery. In §4 this obstruc-

tion and the Kervaire invariant are shown to be manifestations of a

single invariant which can be defined for all odd k.

Corollary 2.4. bp 6 = bp 14 = O.

§3. Computation of bp 4k

In this section we compute bp4k by defining a surjective map

from Z to bp4k, and determining its kernel.

Let E bp4k say = aM4k with M parallelizable. If also
4kbounds a contractible manifold, = 0 in bP I thus = 0 if we can

kill the homotopy of M by framed surgery. Theorem 2.1 allows us to

assume that M is (2k-l)-connected, which places us in the situation

described by Theorem 2.3, the hypotheses of which are satisfied iff the

signature of M is zero.

Definition. Let M4k be a compact oriented manifold with H2kM free

(e.g. M (2k-l)-connected). The signature (index) of M a(M) is the

situature of the quadratic (i.e. symmetric bilinear) form < , >:

H2kM 8 H2kM Z given by the intersection pairing <a,B> = a-B.

Remark. aIM 'M') = aIM) + a(M') where # is connected sum.

Proof. <, > is dual to cup product, i.e.
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H2kM l!l H2kM

=lpD III PD

H2k (M, M) IilH2k(M,aM)

<,» 7l

1= commutes

'-' > H4k (M, aM)

and (c.f. Milnor [19]) the signature of the cup product is additive

with respect to connected sums.

Theorem 3.1. Let (M4k,F) be a compact framed (2k-l)-connected mani-

fold with aM a homotopy sphere (resp. aM = 0). Then (M,F) can be

framed surgered into a contractible manifold (resp. a homotopy sphere)

iff a(M) = 0.

Corollary 3.2. The Hirzebruch index theorem (below) implies that, if

M4k is framed and aM = 0, then arM) = 0 and hence M is framed

null cobordant.

E = aD with D con-

V = N U D and let
E
diagram

Proof. If a closed manifold N4k bounds a compact manifold, then

a(N) = ° (c.f. [17]). By the above remark, a is thus an invariant

of oriented cobordism. Therefore, if aM = 0 and M can be surge red

into a homotopy sphere E, arM) = a(E) = 0.
Now suppose that N4k is compact and aN =

tractible. We claim that a(N) = a(N U D). Let
E

i: N V be the inclusion. Then we have the commuting

H2kV l!l H2kv \J ;> H4k (V) Z-

=li*l!li* =li*

H2k(N,aN) IIlH2k(N,aN) v > H
4k(N,3N) Z-

3 a

By

by

As <, > is dual to v, the claim follows. If aM = E and M can be

surge red to D, let W be the union of the traces of the surgeries.

Then aw = M U (D U E x I). Thus, by our claim, arM) = a( aWl = 0.

We wiJ.l verify (1) and (2) of Theorem 2.3. Since a(M) = 0,

symplectic basis, a l, ... ,ar, 81 , ,, , ,8 r for H2k(M) (c.r. [26]).

the Hurewicz theorem, each a i is spherical and can be represented

an embedding f i: S2k M4k (Theorem 1.8). Since ai-a j = 0, the

f i(S2k) can be isotoped so as to be disjoint (Theorem 1.6). Let v(f l)
be the normal bundle. [v(fl)] E TI2k_l(S02k)' and we have the commutative

diagram (c.f. §lB)
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Now ,(S2k) v(f
i
) = fi*(,(M)), so since ,(M) and ,(S2k) are

stably trivial, so is v(f i), i.e. i*[v(f i)] = 0 E TI2k_l (SO) . Thus

[v(fi)] E 1m a. But P2k_l[v(f i)] = X(v(fi))ogen = (aioai)gen = 0, and

1m d2k n Ker P2k-l = 0, since P2k_ld2k is multiplication by 2, so

[v(fi)] = 0, i.e. v(f i) is trivial.

Theorem 3.3. Let M4k be a framed (2k-l) connected manifold whose

boundary is empty or a homotopy sphere. Then o(M) is a multiple of 8.

Proof. Pick a € H2kM and let a' E H2k(M,8M) be its Poincare dual.

The mod 2 computation a' U a' = sq2ka, = V2k lJ a' = 0 (V2k, the

2kt hWU class, is zero since ,(M) is stably trivial) shows that

a U a (and hence its dual < ,» is always even i.e. <, > is an

even quadratic form (c.f. [20] for a more geometric proof). Since the

signature of an even unimodular integral quadratic form is a multiple

of 8 (c.f. [26]), we need only show the:

Assertion. <, > is unimodular.

Proof. We have the commuting diagram

Where we have abused notation by not distinguishing between elements in

isomorphic absolute and relative groups is the fundamental class

of MI. <, > is unimodular iff the map
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is an isomorphism. But the above diagram factors this map into the

composition of three isomorphisms.

Theorem 3.4. Let k > 1 and t E Z. Then 3 a framed 4k manifold

(M,F) with aM a homotopy sphere aIM) = 8t.

A very complete proof can be found in [7] (see also [23]). The mani­

folds are constructed by plumbing disc bundles over spheres.

We now describe the map mentioned in the first paragraph of §3.

Let bk(t) = [aM4k]

8t having boundary a

Definition.

where M4k
bk: Z bp4k is defined as follows.

is a framed manifold with signature

homotopy sphere.

In the Appendix we will see that bk can be thought of as a

"boundary" map.

Lemma 3.5. (1) bk is well defined, i.e. if Ml and M2 are as above,

aMI is cobordant to aM2.
(2) bk is surjective.

Proof. For (1), it suffices to show that the connected sum aM II aM', a

homotopy sphere, is cobordant to zero. From the boundary connected sum

W = Mil ­M' (c.r. [1]). aw = aM iF aM'. But a(W) = 0 so, by Theorem

3.1, W can be (interior) surgered into a contractible manifold. (1)

follows from (2) is immediate from Theorem 3.4.

Corollary 3.6. bp4k = Z/ker bk.

We now try to determine ker bk.
Suppose t € ker bk. Then we have a framed manifold (M,F) with

signature 8t whose boundary, a homotopy sphere that bounds a

contractible manifold D. Attaching D to M by identifying aM

with aD gives an almost framed closed manifold N of dimension 4k

with a(N) = St. (An almost framed manifold is a pair (N,G) where G

frames T(N) !N­{X} for some x EN.) Conversely, given an almost

framed closed manifold N4k with a(N) =St, let DeN be any embedded

disc. Then N ­ int D is framed and has signature 8t and boundary
S4k­l. This gives:



75

Theorem 3.7. t e ker bk if 3 an almost framed closed 4k-manifold

with signature 8t.

This theorem leads us to investigate the signature of almost framed

closed manifolds. Our tool is of course the:

Hirzebruch signature (nee index) theorem. for any closed manifold M4k,

a(M) is the Kroneker index <Lk(PI(M), where Lk is a

rational function and the Pi's are the Pontrjagin classes (see [19] or

[12]). The only fact that we will use about Lk is that

Lk(xI, ... ,xk) = skxk + terms not involving xk where

22k (2k-1 _ 1) B
k

(2k) !

(Bk is the k t h Bernoulli number.)

Let (M4k,f) be an almost framed closed manifold. Since Pi(M) = 0

i < k, arM) = skPk(M). We will see that the obstruction to extending

the almost framing to a stable framing of M (i.e. a framing of

eN) actually determines aiM) and is thereby useful in calcu-

lating ker bk and consequently bp 4k.

The obstruction OfM,F) E TI4k_ I (SO) = Z (Theorem 1.5 (2)) can be

defined as follows. Let x E M be the point where f is not defined.

Next choose x E U = D4k and let F' be the usual framing of D4k

(which orients D4k consistently with M). O(M,F) G TI4k_ l (SO) is the

obstruction to forcing agreement of the stable framings F and f' on
U _ {x} = S4k-l.

Let T: M + BSO be the classifying map of the stable tangent

bundle of M. Since M - {x} is stably parallelizable, - {x} is

null-homotopy and thus factors (up to homotopy) as

where collapses to a point the complement of an open disk containing

x. Hence a stable oriented vector bundle /S4k 3 is the stable

tangent bundle of M. As usual (c.f. §IA) we view E TI4k_ I (SO) .

one checks that = ± O(M,F).

The above factorization of T shows that the Pontryagin classes

of almost framed 4k-manifolds can be determined by examining the k
t h

Pontryagin class of stable vector bundles /S4k.
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Theorem 3.8. (c.r. [18]). If is a stable

where ak -- 12

1
then Pk = ± a k (2k - 1) I [ J

vector bundle over
k even

k odd

Proof. One task is to make sense of the above equation as a priori the

two sides lie in different groups. We will see that each group is iso-

morphic to Z and hence, up to sign, they are canonically isomorphic

to each other.

By definition = ± (the 2k t h Chern class of the

complexification of and, just as €
TI 4k_ l(UNJE (N large). In fact is where i: SON + UN is

the inclusion.

frames inbe the space of complex orthonormalLet Wm,!I.
(cf. [28J).

N C 4k 3k
) ) E H (S ,TI4 k_ l(WN,N_2k+l)) = TI 4k_ l(WN,N_2k+l)' is the

obstruction to extending an N-2k+l dimensional complex framing of

from the 4k-l skeleton to S4k itself. Equivalently it is the

obstruction to extending an N-2k+l dimensional framing of from

the southern hemisphere to s4k. Since is the obstruction to

extending to complete framing from the southern hemisphere to S4k, we
C Csee that = where p: Un Un/U2k_ l is the usual pro-

jection. We have the exact sequence:

By (1.5) (TIj(Wm,!I.) is calculated in [3J) the above sequence becomes

p*
Z Z 0

Hence p* is multiplication by (2k-l) I. Since we have

it remains to show that i* is multiplication by ±a.

we may work with the stable map i*: TI 4k(SO) + TI 4k(U).
exact sequence

As N is large

But we have the
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i*
TI 4k_ l(U) ---7 TI

4k_ l(U/SO)

SII
z

The result follows.

and in §lB we have also shown that TI4k(U/SO) = TI4k_2(SO) = 0

$00 k eventhat TI 4k_ l(U/S) = TI4k_ 3(SO) = l k odd

Let M be an almost closed manifold. We have:

Corollary 3.9. Pk(M) = ± ak(2k-l) !O(M,F).

Corollary 3.10. O(M,F) is independent of F.

± ak2
2k- l(22k-l -l)BkO(M,F)

Corollary 3.11. a(M) = k

Corollary 3.12. M is s-parallelizable if a(M) = O.

and

In order to completely determine bp 4k some basic properties of

the J-homomorphism are needed (c.f. [13J).

Definition. Given nand £ we define J = J n: TI (SOn) TI n (S£)n ;» m lv m-e x,

as follows: Let [aJ E TIm(SO£). J(a): Sm+£ S£ is constructed in

two stages. We view Sm+£ as (Sm x D£) V (Dm+lxS£-l) and first

define J (a) on Sm x D£ as the composi tion Sm x D£ !l' D£ S£ where

W(x,y) = a(x) (y) and c collapses aD£ to a point. The second

stage, extending J(a), is trivial as c ow(a(Sm x D£)) is just one

point. J([a]) is defined as [J(a)]. One then verifies the

Lemma 3.13. View Sm as Sm x {O} c Sm x D£ C Sm+JI., with FO the stan-

dard normal framing Sm C Sm + D£. Given [a] E TIm(SO£), let Fa be

the framing obtained by "twisting FO via a" (i. e. at x E Sm,

Fa(x) = a(x) (FO(x))). The Thom-Pontryagin construction applied to
(Sm C S£,Fa) gives ± J([aJ).

Since

commutes (L is the suspension homomorphism), we obtain the stable J
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. { Q, L Q,+l }=llm TI n(S n l(S )! m+", m+",+

homomorphism to our work to

TI (S)
m

J

homomorphism J: TIm(SO} TIm(S), where

is the m-stem. The relevance of the

the following:

Theorem 3.14.

(Mm,F) with
Given ex € TIm_l(SO), 3 an almost framed closed manifold

O(M,F} = ex iff J(ex) = a.

Proof. We may assume that

Dm a closed disc. Now imbed

northern hemisphere of the standard m-sphere in

usual (outward) normal framing of DmC FN. Let

F is a framing of Mm - int Dm with

Mm in mN(N large) so that Dm is the
Nm. Let Fa be the

F = Faj 1 twistedex Sm-
via ex. Hence the Thom-Pontryagin construction applied to (Sm-l,F ex)
gives ±J(ex). Since ex = O(M,F),F = FI l' Thus (Sm-l,F) =

Sm- ex
3(Mm _ int Dm, F) so (Sm-l,F) is framed null cobordant. Therefore,ex
the Thom-Pontraygin construction yields a E '!Tm_l(S),

{= Sm-l C Dm• Let Fa be the standard framing of Dm C SN

(N large). Since J(ex) = a, a framed manifold (Nm,F) such that

3(Nm,F) = (Sm-l,F
N

) . Let Mn C N Dm Then (Mm F) is an almost
sm-l '

framed closed manifold and O(Mm,F) = ex.

If we let jk be the order of the image of the stable J homo-

morphism Z = TI4k_ l(SO) TI 4k_ l(S) we get the following:

Corollary 3.15. The possible values for O(M,F) are precisely the

multiples of jk'

Corollary 3.16. The possible values for a(M) are precisely the
ak2

2k- l (22k-l - 1) Bkjk
multiples of

k

In order to (finally) get exact information about bp4k we need a

hard

Theorem of Adams 3.17. [lJ [33] Let J: TIm(SO) TIm(S).

1) If m -F. 3(4), J is injective.

2) jk = denominator (Bk/4k).

Although our primary interest in in 2), 1) also has important con-
sequences.
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Corollary 3.18. If M is an almost framed closed manifold and dim M

0(4) then the almost framing of M extends to a complete framing.

Since homotopy 4k spheres have signature 0, we get:

Corollary 3.19. Any homotopy sphere is s-parallelizable.

We have already seen that bp4k is a finite factor group of Z.

Let t k be the order of that group, we have (using 3.7 and 3.16) that

a
k2

2k- l (22k-l _ 1) Bkjk
8tk =

k

Thus t k = ak22k-2(22k-l -1)(B
k/4k)jk

and, applying 3.17, this gives

the final

Corollary 3.20. bp4k = Zt where t k = a
k2

2k- 2 (22k-l _ 1) numerator'

(Bk/4k) . k

§4. Computation of bpn for n = 2 mod 4.

We proceed as in §3, computing bpn by studying the kernel of a

surjective map Z2 bpn.

Suppose that L E bpn, i.e. L = 8M2k, where k is odd, and M

is a parallelizable manifold. By Theorem 2.1, M can be made (k-l)-

connected by a finite sequence of framed surgeries. We wish to discuss

the "obstruction" to a compact, framed (k-l)-connected manifold

(M2k,F), k odd, satisfying the hypotheses of Theorem 2.3.

First notice that the intersection pairing HkM I!!l HkM Z is skew-

symmetric (since k is odd) and unimodular (by the proof of Theorem

3.3). Therefore [26] there is a symplectic basis for Hk(M), i.e.

there is a basis al, ... ,ar,Sl"" ,Sr for Hk(M) with intersection

matrix

As in §3, each a i is spherical by the Hurewicz theorem, and so if

k > 2, the a i are represented by disjoint embedded spheres (by 1.7

and 1.8). Furthermore any two embeddings f: Sk M2k representing

an element a E Hk(M
2k) are concordant as immersions by 1.10. Now
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so

N k * * NE (S ) ffl f T(M) = f (E ffi T(M)}, so

back to give a framing f*F of EN

framing of EN- l $ T(Dk+ l), Foisk

€N-l ffi T(Dk+ l) Is k = EN T(Sk):

the framing F of

*$fT(M). If FO
gives a framing of

ffi T(M) pulls

is the usual

(* )

Thus since f*F

framing Foisk

Thus we get an

gives a trivialization of EN ffi T(Sk) $ v(f), the

assigns to each point in Sk an element of V2k+N,k+N.
element

depending on M, F, and f. We will show that w(f) does not in fact

depend on the choice of the embedding f representing a. Suppose

f 0' f 1: Sk ->- Mare embeddings representing a. Let H: Sk x I ->- Mx I

be an immersion concordance between them (1.10). Then we have the

following bundles and framings over the space Sk x I

(**)
or

*H G

or

where G is the framing of EN- l @ T (M x I) corresponding to F

the identi fica tion T (M x I) El $ T (M), and GO corresponds to

under T(Sk x I) = El + T(Sk). Thus GOlsk x I determines a map

f: Sk x I ->- V2k+N,k+N\WhiCh is a homotopy from w(fO) to W(fl)
(**) restricted to S x {i} yields (*), i = 0,1. Therefore we

a well-defined element w(a) E TIk (V2k+N, k+N) = 22.

under

since

obtain

Remark 1. In fact it is true that if the embeddings FO,Fl: Sk ->- M2k

are homotopic, then they are regularly homotopic. This is an easy

corollary of Smale-Hirsch immersion theory [27] [11]. (In fact for

M = R
2k,

¢ is identical with Smale's obstruction to homotoping an

immersion of Sk to the standard embedding.) Thus if fO,f l are
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----+ 1T k (V2k+N ,k+N)

iii
--7 1T k _l (S02k+N)
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embeddings representing a E Hk(M
2k), v(f

O)::
v(fl), and so (*) de­

fines ¢(a) indepdnently of the choice of embedding.

Remark 2. There is an alternate way to define ¢, using Smale­Hirsch

theory. Given a E Hk (M
2k), M s­parallelizable, there is a certain

regular homotopy class of immersions f: Sk x Dk ... M such that F 0 i

represents a, where i: Sk ... Sk xDk by i(x) = (x,O) (see [24]).

¢(a) is defined to be the self­intersection number of the immersion

f 0 I , For a presentation of this definition, see [24] and [30].

Theorem 4.2. (a) For k i 3,7, ¢(a) = 0 if and only if v is

trivial. (b) For k = 3 or 7 (i. e. dim M = 6 or 14) , v(f) is

trivial, and ¢(a) = 0 if and only if the surgery on M via

f: Sk x Dk ... M2k can be framed.

Proof of (a). Consider the long exact homotopy sequence of the bundle

SOk'" S02k+N ... V2k+N, k+n :

i*
••• 1TkSOk ­­­:» 1Tk (S02k+N)

8*
1Tk_ l (SOk)

It is clear from the definitions that 8*¢(a) = [v(f)] E 1Tk_l (SOk ) '

For k i 3,7, i* is surjective (1.4), so p* is 0, so 8* is in­

jective. Thus ¢(a) = 0 # [v(f)] = 8*¢(a) = O.

Remark. Thus for k i 3,7, ¢(a) can be defined directly as the ob­

struction to trivializing v(f), i.e. ¢(a) = [v(f)] E Ker iii :: 22,
and the two definitions correspond via the isomorphism

8*: 1Tk (V2k+N, k+N) Ker i*.

Proof of (b). v(f) is trivial because ker iii = 0 for k = 3 or 7

(1.4). As stated in the proof of Theorem 2.3, the obstruction to fram­

ing the surgery lies in Coker i*. For k = 3 or 7, Im i* is a sub­

group of 1Tk (S02k+N) = 1Tk (SO) of index 2 (1.4), i.e. Coker i* ­ 22,
Furthermore, since Ker iii = 0, p* is sur jective, i. e. p*: Coker i* ::

1Tk (V2k+N, k+N) ' To see that p*(O) = ¢(a), recall the definition of 0:
A trivialization of v(f) gives an embedding Sk xD

k
C M, and we would

like to frame the trace W = Mx I U Dk+ l x Dk of the surgery of M

via this embedding: Sk x Dk
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W

We have a framing of the stable tangent bundle of Mxl which restricts

to the given framing F of T(M) @ EN:: T(M x I) I M x {I}. We also have

a canonical framing Fax F0 of T (Dk+ l x Dk). Thus comparing Fax F0
wi th F on Sk x a, we get a map g: Sk -T S02k+N' Changing the framing

of v(f) by an element of TIk(SOk) changes the homotopy class of g

by an element in the image of i*: TIk(SOk) -T TI k(S02k+N)k gThiS defines

o E Coker i*. Now p*(O) is the homotopy class of S -T V2k+N,2k+N
V2 N' P forgets the last k vectors, so p og compares Fak+N,k+
with F on Sk x 0 and thus [p 0 gJ ::: <P(cx) E TI k(V 2k+N,k+N) ::: 22, This
completes the proof of 4.2.

We will show that <P 2 is a "honsingular quadratic function."

Definition, Let V be a finite dimensional vector space over 22,
< , > a symmetric bilinear form on V. A quadratic function with asso­

ciated pairing <, > is a function 1jJ: V -T 22 such that

1jJ is called nonsingular if

Sl"" ,Sr be a symplectic
iant of (1jJ,<, '» by

::: 1jJ(cx) + 1jJ(S) + <a,S> .

< , > is nonsingular. Let a l,.··, cxr'
basis for (V, < , » • Define the Arf invar­

A(1jJ,< , » ::: L 1jJ(cx i)1jJ(Si) ,
i

Remark, It's not hard to show that A is independent of the choice of

symplectic basis.



Proposition 4.3. A and rank

morphism class of (V, < , s , \jJ) •

thing. )

Proof. See (2).
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V are complete invariants of the iso­

(Isomorphism class means the obvious

Proposition 4.4. Let M,¢ be as above. Then for a,B E Hk(M)

represented by embedding spheres,

¢(a + B) = ¢(a) + ¢(B) + (a'B)2'

where (a'B)2 is the intersection number of a and B reduced mod 2.

Proof. Let f,g: Sk M be embeddings representing a,B respectively.

Joining f(Sk) and g(Sk) by a tube gives an immersion ftfg repre­

senting a +B. Observe that the definition of ¢ makes sense for an

immersion (it is an invariant of regular homotopy) and it is not hard

to see that

(* ) ¢(ftfg) _ ¢(f) + ¢(g)

The self­insersection number of the immersion f tf g is just (a'B) 2'

Thus if (a'B)2 = a, ftfg is an embedding (after isotopy) representing

a +B, so the proposition is true by (*). If (a'B)2 = 1, let h: Sk M

be a small null­homotopic immersion with self­intersection number

I (h) = 1. Then by 1. 7 f tf g tf h is regularly homotopic to an embedding

representing a + B, so

¢(a + B) = ¢(f tf g tf h) = ¢(f) + ¢(g) + ¢(h) = ¢(a) + ¢(B) + ¢(h) .

Thus we must show that ¢(h) = 1 = (a'B)2'

For a given manifold M, h is obtained by composing a fixed

immersion ha: Sk R2k having self­intersection number 1, with a

coordinate embedding R2k M. (For a definition of ha , see [6).)

Since ¢(h) = ¢(ha) , it is enough to check that ¢(h) = 1 for some

particular choice of M. Let M = Sk xSk. Hk(Sk xSk) Z @ Z, with

genera tors a, B represented by the embeddings a, b: Sk Sk x Sk given

by a I x ) = (x,xa ) , b Ix ) = (Xa,x). Clearly (a,b)2 = 1. Let

d : Sk Sk x Sk be the diagonal map d I x ) = (x,x). d is an embedding

representing a + B. Therefore ¢(d) = ¢(a) + ¢(b) + ¢(h) for any

framing F of e:N T (Sk x Sk). Let F be the framing of

e:' Q) T(Sk x Sk) which is the restriction of the standard framing of
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R2k+ l to the standard embedding Sk x Sk C R2k+l. Then it is clear

that <I>(a) = <I>(b) = 0, so <I>(h) = <I>(d). (Or one can produce a framing

F such that <I>(a) = <I>(b) = ° by the proof of Proposition 4.11 below.)

For k t 3,7, <I>(d) = [v(d)] [T(Sk)] = 1. It remains to show that

<I>(d) = 1 for k = 3 or 7.

It should be possible to give a direct proof that <I>(d) = 1. In

lieu of such, here is an alternative proof of Proposition 4.4 for

k = 3 or 7. It is sufficient to show that if h: Sk + R2k is an

immersion with self-intersection number 1, then ¢(h) = 1. But it is

easily seen that for any. immersion f: + ¢(f) is precisely

Smale's obstruction to regularly homotoping f to the standard embed-

ding of in [27]. (It follows that ¢(f) equals the self-

intersection number of f --this is immediate when is odd, because

¢(f) and the self-intersection number are in Z2' (See [27].) There-

fore ¢(h) = 1.

Corollary 4.5. <1>2: Hk(MjZ2) + Z2 is a nonsingular quadratic function

with associated pairing <a,S> = (a'S)2'

Definition. Let (M2k,F), i odd be a compact framed (k-l)-connected

manifold such that Hk(MjZ) is free abelian. The Kervaire (Arf)

invariant c(M,F) is defined as

Remark. By a previous remark, for k t 3,7, c(M,F) does not depend

on F, so for k t 3,7 we let c(M) = c(M,F).

Theorem 4.6. Let (M2k,F), k odd, be a compact framed (k-l)-

connected manifold with aM a homotopy sphere (resp. empty). (M,F)

can be made contractible (resp. a homotopy sphere) by a finite sequence

of framed surgeries if and only if c(M,F) = 0.

Proof . Let

Hk(MiZ). Suppose

a l, ... ,ar,SI'" "Sr be a symplectic basis for

c(M,F) = 0, i.e. L <I>(ai)<l>(Si) = ° E Z2'
i

Claim. We can find a new symplectic basis ai, ... for

Hk(MjZ) such that <I>(ai) = ° for all i. Assuming this, Theorem 4.2

(a) implies that the ai are represented by embedded spheres with

trivial normal bundles. By Theorem 2.3, the homotopy groups of M can

be killed by surgery. By 4.2 (b) the surgery can be framed even when

k = 3 or 7.
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Proof of Claim. If <!>(cxi)<!>U\) = 0, take

{ cx i
if <!>(cx i) = 0

cxl =1
Si if <!>(CX i) "/. 0 (and hence <!>(Si) 0)=

ri if <!>(cx i) = 0
S! =1

if <!>(cx i) "/. 0cx i

Since L <!>(cxi)<!>(Si) = 0, <!>(cxi)<!>(Si)
of i. Suppose <!>(cxi)<!>(Si) 0 and

"/. 0 for an even number of values

<!>(cx2)<!>(S2) "/. O. Let

It is easy to check that replacing a l,CY.2,Sl,S2 by cxi,CY.z,Si,S2 gives
a new symplectic basis with <!>(cxi) = ¢(a2) = O. Thus for each pair of

values of i such that <!>(cxi)¢(Si) = 0, we can replace the four basic

elements involved with new ones such that <!>(a i) = O.

By an argument completely analogous to the one given in

the proof of 3.1, it suffices to show that if (M,F) is as in the

theorem and there is a framed manifold (V,G) with av = M and

Glav = F, then c(M,F) = O. Let i*: Hk(M) + Hk(V) be induced by

inclusion.

Assertion (1). i*(a) = 0 <!>(a) = O. Represent a by an embedding
f: Sk + M. Since V is framed, we can perform surgery to make V

(k-l)-connected (without touching M = V) by Theorem 3.1. Now i*(cx) =
o i 0 f is a null-homologous singular sphere in V, and therefore

i 0 f is null-homotopic, since HkV = TIkV by the Hurewicz theorem.
Therefore i of extends to a continuous map g: Dk+ l + V. By 1.9 g

is homotopic reI Sk to an immersion. Consider the following commu-

tative diagram of bundle isomorphisms and framings (where i 0 f = f

for simplicity):

h*G fisk. AOrN_l (f h*T(V)[sk 'N-l
@ T(Dk+l) ISk @ v I h ) IskE: E:

<III ?lIf
N *

E:
N @ T(Sk)E: @ f T(V) (f v(f),

J,
fo'l Sk*f F
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This diagram shows that the map Sk V2k+N,k+N representing

lifts to a map Dk+ l V2k+N,k+N' i.e. = 0, which proves asser­

tion (1).

Assertion (2) • There is a symplectic basis al"",ur,Sl"",Sr for

Hk(MjZ) such that a i E Ker i* for all i. Together with (l) , this

implies that c(M,F) = L = 0, as desired.
i

For (2) , consider the commutative diagram (Z coefficients)

a i* j*
Hk+l(V,M) Hk(M) Hk(V) Hk(·V,M) ...

1 l i T
Hi(V)

* 0* j*... Hk+l(V,M) Hk+l(V) ­­?

Now (u II (v n = (u u v) n

product), so it will suffice to find a

vl, ..• ,vr for Hk(M;Z) such that u i

(intersection is dual to cup

symplectic basis ul, ... ,ur'
E Ker ok' i = l, ... ,r.

Lemma 4.7. Ker ok

duct pairing, i.e •

is its own annihilator with respect to the cup pro­

u U v = 0 for all v E Ker ok u E Ker Sk'

[29].for every

(both groups are Z, and 02k is sur­

*u E Ker ok = Im i =9 u U v = 0 for all

u E Hk(M) and u U v 0 for all
.*a U 0ku = 02k(l a U u) = 02k(0) = 0 for all

product pairing is nonsingular, 0ku = O.

.*Proof. 02k(l a U S) = a U OkS

Now 02k: H2k(M) i H2k+ l(V,M)

jective by the diagram), so

v Ker ok' Conversely, if

*v E Ker ok = 1m i , then

a E Hk(M). Since the cup

Remark. The proof of this lemma used only that

oriented manifolds and Hk(M) is free.

v and are

Corollary 4.8. Ker ok is a direct summand of half rank of Hk(M).

*Proof. Consider the following diagram with exact rows (A = Hom(A,Z)):

Ker ok ­4 Hk(M) R -- 0 (R = Coker f)
I I

(II: <II:
I I

* * I *R (Ker s )
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is free,

an isomorphism

pairing

Ker ok

Ker ok

the second

The middle arrow is an isomorphism since U is a nonsingular

(by duality). The left dotted arrow exists because

annihila tes itself under U. It is an isomorphism because

equals its annihilator. A diagram chase then proves that

dotted arrow is well-defined and injective. Therefore R
*and so Ker ok :: R :: R. (Thus the right dot ted arrow is

and both sequences split.)

Ok annihilates itself under U,

may be nonzero. Let vi =
check that ul, ... ,ur,vi, ...

To complete the proof of assertion (2), let ul, ... ,rr

basis of Ker ok' and let vI"" ,vr be a "dual basis" of

*(Ker ok) ,i.e. u i U v j = 0ij' Ker

so u i U u j = O. However, vi U vi

vi - (vi U vi)ui. Then it's easy to

is a symplectic basis for HkM.

This completes the proof of Theorem 4.6.

be any

R =-

Theorem 4.6 to the computation of bp n for n = 2k,

(Recall that bp6 = bp14 = 0 (Corollary 2.4).)

Now we apply

odd, 3 or 7.
We wish to define a map

k

by bk(t) = aM, where M is any compact

manifold with aM a homotopy sphere and

is well-defined, we must prove:

framed (k-l)-connected

c(M) = t. To show that

Theorem 4.9.

(b) For each

manifold M2k

(a) c(Ml) = c(M 2) aMI is h-corbordant to aM2•
odd k 3 or 7 and each t E 22 there is a framed

such that aM is a homotopy sphere and c(M) = 5.
Thus bk is surjective.

Proof. (a) Let Fl and F2 be framings for Ml and M2, and let

(N,G) = (Ml,F l) # (M
2,F2) be the framed boundary connected sum (cf. §6).

aN = aMI # -aM 2, and c(N) = c(M l) + C(M2) = O. Therefore, by Theorem

4.6, N can be made contractible by framed surgeries. Thus

aM! # - aM2 bounds a contractible manifold, i.e. aMI is h-cobordant

to aM2•
(b) If t = 0, take M2k = D2k. If t = 1, M2k is constructed

by plumbing two copies of the tangent disc bundle of Sk (see [7] or

[23] ) •

This theorem shows that bp2k = 0 if bk = 0 and bp2k = 22 if
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bk 0, so we would like to determine when bk = O. This happens if

and only if there exists a compact framed (k-l)-connected 2k-manifold

M with boundary the standard sphere S2k-1 such that c(M) = 1.

Attaching a disc to the boundary of such an M we obtain an almost

framed closed 2k-manifold N with c(N) = 1. By Corollary 3.18, N

is framed. Thus bk = 0 there is a closed framed (k-l)-connected

2k-manifold N with c(N) = 1. By the proof of Theorem 4.6, c is

well-defined on framed cobordism classes. The framed cobordism group

Qnf is isomorphic to the n-stem TI (S) = TI k(Sk) for k large (§2).
n n+

Thus for each odd k, the Kervaire invariant gives a map

and for k 3,7, bk = 0 c k O. According to Browder [6], c k = 0

if k f. 2!/, - 1. (Kervaire [14] originally showed c 6 = 0 and c g = 0 j

then Brown and Peterson (8] showed c 4J/,+1 = 0.) Mahowald and Tangora

have shown that c l 5 f. 0, and Barratt, Mahowald and Jones have shown

c 31 F 0 (see [6], [33], [34]). Therefore we have

Theorem 4.10. For k odd
k 3,7,15, or 31

The following proposition, which extends our discussion of the

existence of closed framed 2k-manifolds with nonzero Kervaire invar-

iant to the case k = 3 or 7, will be needed in §5:

Proposi tion 4.11. For k = 3 or 7 there is a framing F of Sk x Sk

such tha t c (Sk x Sk , F) = 1.

Hk (Sk x Sk) :: Z @ Z, with genera tors a,S represented by the

embedded spheres Sk x *, * x Sk respectively. Let G be any framing

of T(SkxSk) @ E
I , c(SkxSk,G) = 4>(a)4>(S). Claim (1): G can be

altered so as to realize any values of 4>(a) and This implies

the proposition. Let f: Sk S02k+l. Claim 2: chainging G on
k k f

S x* by f alters by the map S S02k+1 V2k+l,k+l.
Assuming this, we prove (1) as follows: For k = 3 or 7, TIk(SON)

TIk(VN,N_k) is surjective (1.4). Now SkxSk = (SkvSk) UD2k. Thus

we can change G on Sk v Sk to obtain a framing F on Sk v Sk such

that 4>(a) = 4>(13) = O. The obstruction to extending F over the

2k-cell is an element of TI2k_I (SON) = 0 for k = 3 or 7 (1.5).

Proof of (2). This follows from the definition of Suppose

g: Sk V represents 4>(a). It is clear that changing G by2k+l,k+1



89

f changes g to the map g(x) = fix) g(x), where S02k+l acts on

V by rotation. But we can assume that g(x) is the standard2k+l,k+l
(k+l)-frame for x in the northern hemisphere, and that f(x) is the

identity element of S02k+l for x in the southern hemisphere, so

[gJ = [gJ + [hJ, where h(x) is the standard (k+l)-frame in R2k+ l

rotated by f(x), i.e. h(x) = nf(x), n: S02k+l V2k+ l,k+l. Thus

[g] = l g l = n*[f], which proves (2).

Remark. We can define c(M,F) for any compact framed 2k-manifold,

k Odd, with dM empty or a homotopy sphere, as follows. Convert

(M,F) to a (k-l)-connected framed manifold (N,G) by a finite se-

quence of framed surgeries, and let c(M,F) = c(N,G). The proof of

Theorem 4.6 shows that c(M,F) is well-defined, and that it is an

invariant of framed surgery. For k = 3 or 7, c is not an invariant

of unframed surgery by Proposition 4.11, since Sk x Sk is nUll-

corbordant. Theorem 4.10 implies that c is not an invariant of un-

framed surgery for some other values of k. Since c 15 i 0, there is

a closed framed 14-connected 30-manifold N with c(N) = 1. However,

since N is framed it has zero Stiefel-Whitney and Pontryagin numbers,

so N is unframed (oriented) null-corbordant. (In contrast, recall

that the signature of a 4k-manifold is an invariant of unframed

surgery. )

Recall that if k i 3, 7 and M2k is (k-l)-connected, then

c(M,F) does not depend on F. However, it is not known whether c(M,F)

depends on F for arbitrary', M.

§5. Computation of en;bpn+ l.

The results of this section are all in Kervaire-Milnor [15J.

Suppose that the homotopy sphere Ln is embedded in Rn+ k (k large)

with a framing F of its normal bundle (recall that homotopy spheres

are n-manifolds by Corollary 3.19). Then the Thorn construction
kapplied to (L,F) yields an element T(L,F) of nn+k(S), which is an

invariant of the normal cobordism class of (L,F). T( (L,F) # (L',F')) =
T(L,F) + T(L' ,F).

Lemma 5.1. Let f: Ln SDk' and let a = [fJ E nnSOk. Then if F

is altered to F' via a,

T(L,F') = T(L,F) J(a)

Proof. Recall (Lemma 3.13) that T(Sn,Fa) = ± J(a), where Fa is the
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standard framing FO of Sn altered by a. Thus

n n(E,F') = (E,F') # (3 ,FO) = (E,F) # (S ,Fa) ,

and the lemma follows by applying T to both sides.

Corollary 5.2. T(E) = {T (E, F) , F a framing of En C Rn+k} is a

coset of J(1TnSOk) in k
1T n+ kS

Therefore we can define T: en Coker I n , where J n' 1T SO 1T nS is
n

the J-homomGrphism.

Proposition 5.3. bpn+l = Ker T.

Pr-oof", E E bpn+l <;:::;> E bounds a parallelizable manifold. TE = 0 4=?

there exists a normal framing, F, of E such that (E,F) bounds a

normally framed manifold.

Thus we have an exact sequence

Corollary 5.4. en is a finite group (n 4).

Now en/bpn+l = 1m T. Suppose E Coker I n . e 1m T if and

only if is represented by a E Tn+kSk (k large) such that a =
T(E,F) for some (E,F). By the inverse Thorn construction, and

a E 1T n+ kS
k equals T(M,F') for some framed manifold (M,F'). a =

T(E,F) is and only if (M,F') is framed cobordant to a homotopy

sphere (E,F). Define

0 n odd
p n = 2 n - 0(4)

22 n - 2(4)

(so that bpn+l = 1m(b), b: pn+l en as in §3 and §4, and define

<1>: r/ pn by
n

<I> (Mn ,F) =
o

a(M)

c (M,F)

n odd

n - 0(4)

n - 2(4)
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is framed cobordant to a homotopy sphere

and 4.6). Let ¢' = ¢T- l:

is well-defined, since a and

ism, and = 0 (M,F)

(Corollary 2.2 and Theorems 3.1

c are invariants of framed cobord-

Clearly ¢'(Im I n) = 0, so ¢' induces a map

By the above analysis of Coker I n we have:

Theorem 5.4. The sequence

is exact.

The new information here is that

odd, of course ¢" = 0, since pn = O.

that ¢" = 0 (by Corollary 3.12). If
i2 - 2, and ¢ i 0 for n = 6, 14, 30,

ceding Theorem 4.10).

en/bpn+l Ker ¢". If n is

If n = 0(4), we have seen

n _ 2(4), ¢" = 0 for n i
or 62 (by the discussion pre-

In summary, we

i > 6), and we have

have computed en

bp n+l ( ihave computed except for n + 1 = 2 - z,
en :: Coker I n except when n = Zi - Z. Then we

up to group extension.

Remark. Brumfield and Frank have then proved that for n i Zk -lor
2k _ 2

splits. (See e.g. [9J.)

Appendix. The Kervaire-Milnor long exact sequence.

The results of these notes can be elegantly expressed by means of

a long exact sequence
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odd. Theorems 3.1,

Theorems 4.6 and 4.9

defined by the

any homotopy

i is clearly

containing the

with boundary Sn.

en is the group of homotopy n-spheres [15]. An is the group of

"almost framed" cobordism classes of almost framed (i.e. framed exccpt

at a point) closed n-manifolds. (If MI is framed except at xl and

Mz is framed except at xz' an almost framed cobordism between Ml
and Mz is a corbordism W between Ml and Mz and a framing of

W-0; 0 an arc in int W from xl to Xz which restricts to the

given framings on the ends of the corbordism.) pn is the group of

framed cobordism classes of parallelizable n-manifolds with boundary

a homotopy sphere. (A framed cobordism between Ml and Mz is a

framed manifolds W with boundary M
I

U N U Mz' where N is an
aM aMz

h-corbordism between aMI and aMz' and the framing of W restricts

to the given framings of MI and Mz. )
b is induced by the boundary map, and it is well

definition of pn. i is induced by "inclusion", i.e.

sphere is s-parallelizable, and so is almost framed.

well-defined. p is induced by "punching out a disc"

non-framed point to obtain a parallelizable manifold

p is clearly well defined.

The discussions preceding Theorems 3.5 and 4.10 show that Ker(b) =
Im(p). It is clear from the definition of An that Ker(i) = Im(b).

It is also easy to see that Ker(p) = Im(i).

Corollary Z.Z implies that pn = 0 for n

3.Z, and 3.3 imply that pn _ Z for n = 0(4).

imply that pn = Zz for n _ 2(4).

Now An lies in the exact sequence

(the framed cobordism group), fol-

An. Theorem 3.14 says that Ker(J) =
Ker(t) = Im(J) is easy to show

TIn(S) =
of in

is clear.

lowed by the inclusion

where J is the stable J-homomorphism, t is the inverse Thorn con-

struction which takes

Im(O). Ker(O) = Im(t)

(cf. Lemma 3.13).

Corollary 3.16 determines Im[A n pn = Z], n = 0(4). (This

map assigns to an almost framed closed manifold its signature divided

by 8.) Theorem 4.10 determines Im[A n pn = Zz] for almost all

n = Z(4) . (This map assigns to a manifold its Kervaire invariant.)

The results of §5 can be interpreted as follows. By the exact

sequence (ii), Coker (J) = Im(t) C An. The discussion following 5.3
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shows that Im(i) C Im(t), so we have the exact sequence

where T(L) i(L) and ¢: Coker (J) C An pn.

Remark. Let be the group of framed h-corbordism classes of framed

homotopy n-spheres. Then we have the exact sequences

(iii ) ... -;.. ...

+ pn is "punching out a disc"; pn + is "taking the bound-

ary"), and

(iv) ...

with its standard framing changed by(TInSO + sends a to Sn

ep + en forgets the framing).

Combining the long exact sequences

by TInS in (iii)), we obtain the

a.',

(i), (ii), (iii), ( i v ) (replacing

Kervaire-Milnor "braid":

This braid ts isomorphic to a braid of the homotopy groups of G, PL,

and 0 (see e.g. [24]). Levine [16] has a nonstable version of the

Kervaire-Milnor braid.
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Some Remarks on Local Formulae for PI

by Norman Levitt

§o. Introduction

A well-known paper [GGLIJ of Gabrielov, Gelfand and Losik,

which was further explicated by MacPherson [MJ and Stone [SI,s2J,

shows how a rational cocycle representing the first rational

Pontrjagin class PI of a manifold may be computed directly

from a combinatorial triangulation of the manifold, provided

that certain other data, viz, "configuration" and "hyper-

simplicial" data, are given as well. There has been, in

addition, a further attempt by Gabrielov [GJ to extend these

ideas to the higher Pontrjagin classes. But this is only

partially successful in that there is a conceptual obstruction

to carrying out the suggested procedure which resides in the

fact that the topology of certain configuration spaces, in

particular the rational homology thereof, is not at all well

understood.

The point of the present paper is that much of the apparatus

of the original Gabrielov-Gelfand-Losik work is needlessly

complicated and obscures what is, at base, a relatively straight-

forward geometric concept. The essentials of the methodology

can, in fact, be transcribed into a framework that has been in

the literature for forty years: the Cairns proof [Ca IJ [Ca 2J of

the smoothability of PL 4-manifolds. For that matter it is not

too much to say that a prescription for determining local

formulae for PI is already implicit in Cairns' foundational

work on smoothing theory. Recall that this work [which

contained some minor lacunae subsequently repaired by J.H.C.

Whitehead [WJ considered combinatorially triangulated manifolds
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simplex-wise convex-linearly embedded in general position in a

high-dimensional Euclidean space. The main question posed by

Cairns was whether a transverse hyperplane field can be

found; for the existence of such a field was shown to imply

smoothability. (In more modern language, Cairns was essentially

demonstrating that a vector-bundle reduction of the PL normal

bundle of a PL manifold yields a smoothing.) For our purposes,

the most salient fact is Cairns' discovery that there is no

obstruction to obtaining a normal field over the 4-skeleton of

the dual cell-structure. This fact reduces to a theorem about

the path-connectedness of certain configuration spaces which was

proved in [Ca 2J.

We shall show in what follows that the rather explicit

construction of transverse plane fields readily allows the local

calculation of a real 4-cocycle representing the real

Pontrjagin class Pl. In fact, by slightly amplifying the

combinatorial data, we may in fact obtain an integral cocycle

representing the integral Pl.

It should be emphasized that the formulae we obtain are

quite similar in spirit to those of [GGLIJ.

Perhaps one should raise, at this point, the question of

explicitness. The methods developed below for evaluating

a cocycle representing PI are formulated in such a way as to

involve appeal to an explicit transverse field over the dual

4-skeleton. While it is shown that the value of the cocycle on

a typical 4-cell depends only on the restriction of the field on

the boundary 3-sphere (where it can easily be constructed

explicitly), the actual computation would seem to depend on

having a specific field on the 4-cell itself. Cairns'
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construction is, essentially, an "existence proof" rather than

an explicit algorithm. However, we show in the concluding

section how this difficulty can be avoided in principle so that

the computation can go forward quite constructively in the

presence of the appropriate data. Moreover, our derivation is

far more transparent than that of [GGLl] and, in particular,

avoids the "hypersimplicial" formalism of that paper. The

superfluous complexity of the Gabrielov-Gelfand-Losik approach

is, as we have intimated, an artifact of its failure to exploit

directly the work of Cairns on transverse fields. Finally, this

outline, read in conjunction with [G], makes it clear why the

attempt to extend this approach to higher Pontrjagin classes

runs into difficulty.

§1. Transverse fields

Let Mn be a topological manifold embedded in Rn+k.

Recall [Ca 1, Wh] that a linear k-plane P in Rn+k is said to

be transverse to Mn at x £ Mn provided that there exists an

open neighborhood U of x in Mn such that for any two

distinct points u1,u 2 £ U, u1 - u2 t P. Here, subtraction

denotes ordinary vector-subtraction in Rn+k. We let Gk,n

denote the usual Grassmannian of k-planes in Rn+k. A continu-

ous assignment F:Mn + Gk,n such that F(x) is transverse to

Mn at x is called a transverse field. Clearly, if we view F

as the classifying map of a k-dimensional vector bundle v over

Mn, v is then a vector-bundle reduction of the stable TOP

normal bundle of Mn. Cairns and Whitehead showed that the

existence of such a transverse field implies that Mn is

smoothable and, in fact, that it allows an isotopy of the

embedding, pointwise arbitrarily small, to an embedding whose
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image is a smooth submanifold of Rn+k.

We next consider a closed n-form w £ n(Gk,n) representing

a stable real characteristic class for vector bundles (so,

implicitly, n = 0(4)). Consider, now, a combinatorially-

triangulated oriented n-sphere Ln together with a distinguished

equatorial (n-1)-sphere Ln-1, assumed to be a subcomplex.

We also assume a PL embedding of Ln in Rn+k and a transverse

k-plane field + Gk,n (which is piecewise-smooth on the

n-simplices of Ln). We orient Ln and distinguish one of the

hemispheres into which Ln- 1

n n-1ao+ = L •

divides it as so that

We now defi ne a real number n n-1n = n(L ,L by:

Lemma 1. For a given embedding of Ln in Rn+k, n depends

only on where On is the hemisphere of Ln opposite

to

Proof. Since classifies a stably-trivial vector

bundle (the normal bundle of a sphere in Euclidean space), it

follows that J = O. Consequently, if and are
t:n

transverse fields which agree on we have:

Lemma 2. For a given embedding of Ln, n depends only
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Proof. By the same reasoning as in Lemma 1 above, n

depends only on

which agree on

Let

Let

now be transverse fields

denote restriction to

ate

respectively, and similarly for Let

( n n-1n , , a,w) for any transverse field

n(a) abbrevi-

a. Then, by

the preceding observations:

In like manner, we have the following:

Lemma 3. n depends only on the restriction to a neighbor-

hood of of the embedding and the transverse field

Proof. Let and

both be pairs consisting of an embedding and a transverse

field. Assume first that coincides with on

a neighborhood of Dn• By the reasoning of Lemma 1, the

respective n's agree. Then, extending the reasoning of

Lemma 2, we see that the n's still agree on the weaker

assumption that merely agree on a neigh-

borhood of in Sn. Note that for this last part of

the calculation, we may have to refer to a field transverse to

an immersed, rather than embedded But this makes no

difference, practically speaking.

Corollary. n depends only on the restriction of the

embedding to a neighborhood of and on

Proof. Given an embedding and two fields which

agree on it is easy to deform both to transverse
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I I 1fields $1,$2 such that on a collar neighborhood xl,

$:(x,t) $.(x), x e: and so that = n($.) (for
1 1 1 1

i = 1,2). Therefore n($l) = n($2) since, by the lemma

=

From the discussion above, it follows that an invariant n

may be defined by data consisting of:

an embedding of x I;

a transverse field $ to the embedded x I;

a closed form w on Gk,n

(Provided, of course, that it is understood that the

embedding and the transverse field $ extend, in some

fashion, to an embedding and a transverse field on We

also assume, obviously, that x I is oriented.)

Thus, we shall revise our notation and speak of n(i,$,w).

We may then note the following, understanding that in so

n-1 n-1 1 n-ldoing, we identify with x x I.

Let Mn be a compact oriented n-manifold with boundary

aMn = -1 . 1et f: Mn + Rn+k be an embedding (0 r even an,

immersion) Mn n-1 1
of which agrees with on x {D '2"}

(thought of as a co11 a r of i n Mn. Let ljJ be a

transverse fi e 1d to the embedded Mn which agrees with $ on

n -1 1
x {D,z}. Let y denote the real characteristic class

represented by w. Finally, let denote the closed

manifold Mn

Lemma 4. The characteristic number is gi ven by the

formula = J nljJ*w - n(i,<p,w).
M+

This is almost self-evident. The reader should note the

formal analogy to the n-invariant of oriented Riemannian



102

(4j-l)-manifolds defined by Atiyah, Patodi, and Singer [APS].

The idea is that Riemannian data has now been replaced by

geometric data consisting of the embedding

transverse field.

and the

Finally, we develop a slight extension of these ideas.

Rather than an (n-l)-sphere l:n-l and an embedding

v-n-l x 1- Rn+k, () ..Jo_l d
L __ consider a j-l -sphere L an an

embedding i:l: j- 1 x I x On-j<:R n+k• $ will now be a transverse

field to this embedding, and w becomes a j-form on Gk,n' It

is understood that i and extend, in some fashion, to

e- j n - j
L X D •

Then n(i,$,w) is defined as J where oj isoj +

identified with oj x {a} in The statements
+

analogous to Lemmas 1,2, and 3 are then easily proved.

§2. Real cocycles representing PI

We now consider explicitly the case of 4-dimensional

characteristic classes, which reduces, in essence, to a

discussion of Pl'

Let Mn be a PL triangulated manifold embedded in Rn+k

so that each simplex is convex-linearly embedded. Suppose a

k-pl ane fi el d $ is defined on M(4) = 4-skeleton of the cell
*

complex Poincare dual to the given triangulation. We assume

that for every X £ is transverse to at x.

Let w be a closed differential 4-form on the Grassmannian Gk.n

representing some real characteristic class y (e. g. or

PI of the complementary bundle). Oefine an oriented real 4-

cochain c on M by stipulating for any oriented 4-cell e of
*

M
*

c(e) J $*w
e
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Lemma 5. c is a cocycle representing y(M) £ H4(Mn;R).

Proof. Let v denote the PL normal (block) bundle of

Mn• Quite clearly, the vector bundle over Mi 4) defined by

constitutes a vector-bundle reduction of vlMi 4) so that

regarded as a cochain, and hence a cocycle, of Mi 4 l, c

certainly represents y(vIMi4)). Since H4(Mn;R)
+ H4(Mi4);R)

is monic it follows that we need merely show that c is a

cocycle of M* itself, for then its cohomology class must

coincide with y(M). To see this, we need merely consider an

arbitrary oriented 5-cell d of M •
*

Since is easily

seen to represent the stable normal bundle of ad = 54, it

follows that J = O. But
ad

Hence, oc = 0 and we are done.

We now recall the work of Cairns [Ca 1J and Whitehead [WJ

to remind the reader of how a transverse k-plane field on

Mi 4) can always be constructed under the very weak assumptions

(1) The embedding of Mn in Rn+k is in general

position, i.e., the images of the vertices of any star form a

linearly independent set of (n+k)-vectors.

(2) Every star of an (n-4)-simplex is a Brouwer star,

i.e., st(an- 4) embeds in Rn with the embedding convex linear

on each simplex.

(It is well known that any combinatorially triangulated

manifold admits a subdivision wherein all stars are Brouwer

s t a r s , )

If we consider an abstract Brouwer star of the form

where En- p- 1 denotes a triangulated (n-p-1)-

sphere, we note that the property of being a Brouwer star is

equivalent to the fact that the complex c En- p- 1 embeds in



104

R
n- p

so that the embedding is convex-linear on each simplex.

We define the configuration to be the space

(with the obvious topology) of all such embeddings (normalized

so that the cone-point * + 0) modulo the action of GL(n-p,R).

The role of configuration spaces in analyzing transverse fields

is revealed by the following:

Lemma 6 (see [W]). Let the Brouwer star p* n-p-l
t> be

embedded Rn+k in general position convex-linearly on

simplices. Let N Gk,n denote the set of k-planes P such

that P i s transverse to p* n-p-l at b barycenter oft>

t>p. Then N i s homeomorphic t o- x Ri • where

i = nk - q(n-p) and = number of vertices of n-p-lq .
(By convention, if

= *.)

p = n, . n-p-l _
i v e , , - '" then

Let us review Cairns' proof of the smoothability of

4-manifolds, assuming the crucial result that the existence of

a transverse field implies smoothability. We need only

analyze, in a rather straightforward way, the obstructions to

obtaining a field transverse to a simplex-wise convex-linear,

general position embedding of in R4+k•

First, to each simplex 0 assign, in arbitrary fashion, a

k-plane Po transverse to M4 at the barycenter bo• Next, we

try to extend this to a transverse field defined everywhere. An

obvious fact is that if x € M4 and o(x) denotes the unique

simplex such that x E int 0, and if we let N(x) denote the

set of k-planes transverse to M4 at x, then

N(x) :: N{bo(x)) - CF{Ho).

Now, since is of dimension < 3, there are only a few

cases we need analyze.
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Lemma 7. If dim tka < 2, i.e dim a = 2,3 or 4, then

CF(tka) is contractible; if dim(tka) = 2, i.e., dim a = 1,

then CF(tka) is path connected.

The first part of the lemma is a triviality. The second

part, however, is far from trivial; it represents the substance

of a separate paper of Cairns [Ca 2].

Remark: As of this writing, it remains an open question

whether CF(L2) is, in fact, contractible for a triangulated

2-sphere L2 • We may reformulate this question slightly by

characterizing CF(L2) as the space of geodesic triangulations

of the standard 52 realizing the simplicial complex L2 such

that each simplex is contained in an open hemisphere and such

that one particular 2-simplex, a2, is realized in a fixed way.

Block, Conolly and Henderson [BCH] have proved the following:

Let K2 be a subdivision of the standard 2-simplex such that

K triangulates the boundary 51 in the standard way. Let C

denote the set of simplex-wise convex linear homeomorphisms

K2 + 6 2 which are the identity on the boundary. Then C is

contractible. This can be read as strong evidence for a

positive answer to the stated open question.

Returning to Cairns' proof of smoothability for 4-

manifolds, we exploit Lemma 7 in the following way. Consider

the first barycentric subdivision K of the given triangulation

of M4.

We wish to construct a transverse field • on M such

that .(b a) = Pa for simplices

t i on , The assignment bar- Pa

of K. Now consider a I-simplex

a of the original triangula-

defines • on the O-skeleton

, of K; extending • to
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T is tantamount to finding a path between two points in

N(b a) - where a is the smallest simplex of the

original triangulation such that Tca. Lemma 7 guarantees

that we can do this. the most difficult case occurring when

dim a = 1. Proceeding to the s-skeleton we must. for any

2-simplex T of K. find a way of •• now defined
.

on T to all of T. Again. with a the smallest original

simplex containing T. this is a question of contracting a

loop in a space homotopy equivalent to but since

dim a > 2. Lemma 7 tells us that is contractible.

We continue in like manner to define • on the 3-skeleton and

then the 4-skeleton of K. which is to say. all of M. Hence

as asserted. a transverse field does exist.

Transposing this argument to the more general context of

triangulated n-manifolds (for arbitrary n). we see that

exactly the same procedure works to construct a transverse

field over the union of all simplices T of the first sub-

division such that the smallest original simplex a

containing T satisfies dim a > n-4. In other words. the

method works to construct a transverse k-plane field • over

the 4-skeleton Mi 4 ) of the cell-complex M* Poincare dual

to the original triangulation.

Given now a closed 4-form 00 E Q(Gk.n) whose deRham

class is the real characteristic class Y. it follows from

Lemma 5 that the real 4-cochain C defined on oriented 4-cells

e of M* by:

c(e) = J .*00
e

is a cocycle representing y(M).

We may now. without loss of generality. make the following
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assumptions about the plane-field Let e be a 4-cell of

M* with boundary ae. Then, typically, e is Poincare dual

to an (n-4)-simplex 0 and is identified with a particular

subspace of bo*ik(o)Cst(o). Thus, e naturally has the

structure of a cone, viz., cae where bo corresponds to the

cone point. Let C+ denote a collar neighborhood of aee in

cae = e. We can assume that, for +
X c Ce' tjl(x) = $(px), where

P denotes projection of upon ae.

e again by letting

quite obvious that the

Rn+k extends to an

Now, let Ce denote a collar neighborhood of ae in

(bo*iko) - int e. It is then easily seen that $ may be

extended to a field $1 defined on

$(x) = $(px) for x £ Now it is

embedding of the 4-ball into

embedding of a sphere E4 = e U cal (where a l denotes

the copy of ae bounding e at least if k is large

enough. If we consider further the product neighborhood of

in M
n,

4-ball x Dn- 4

it is clear that this embedding of a

extends to an embedding i: E4 x Dn- 4CR n+k•

As for tjll' this extends to a k-plane field on E4

transverse to the embedded E4 x Dn- 4• Thus, we are in the

situation alluded to at the end of §1, and, reverting to the

notation of that section, we have c(e) = ,w). It

follows that c(e) depends only the embedding of M in a

neighborhood of ae 4 and on $Iae.

Our main objective, be it recalled, is to characterize a

local formula for y. Thus, taking w, for the moment, as a

given, we need to look a bit more closely at the actual

construction of on ae. Taking e, as usual, to be the

cell dual to a simplex 0, we see that $!ae has been

specified in the following way according to the procedure
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devised by Cairns:

( 1 ) For each simplex p with p > a we have picked a

point in CF(Hp) (which yields a particular "-plane P

transverse to Mn at bp lying wit hin the (n+k-dim p)-

plane comprised of all vecto rs perpendicular to T • )

( 2) For dim p = n, n-l, n-2 P can, in fact, be chosen

canonically. That is, for p of dimension n , the obvious

choice is to make P the k-plane perpendicular to p; for

dim p = n-l we take P to be the k-plane determined by the

"obvious" configuration of the cone on the O-sphere in Rl,

viz., the two points of SO at -1,1 respectively with the

cone point at O. Finally, for dim p = n-2, the choice of

configuration of ctkp is almost equally obvious; we embed

ctkp in R2 as a regular polygon inscribed in the unit

2-disk.

(3) Note, in contrast to the foregoing, that, for dim

p = n-3, the choice of P, i.e. of an element in CF( tkp),

is not, in any obvious way, canonical. We must therefore rest

content with an arbitrary choice.

(4) To complete the construction of over ae we must

now choose contractions of the configuration spaces CF(tkp)

to the aforementioned canonical points for p of dimension n,

n-l, n-2. Fortunately, these choices are also canonical, or

very nearly so. To remove lingering ambiguities, it is helpful

to make use of the notation of local ordering (introduced in

[L-R]) •

Definition. A local ordering on a locally-finite

simplicial complex K is a partial ordering on the vertices of

K such that the vertices of st(a) are linearly ordered for
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any simplex cr.

We will assume, henceforth, that the triangulations we

work with are locally ordered in this sense. I.e., the linear

order on each star will be assumed as part of the local data,

in addition to the underlying combinatorial data, per se.

With the assumption that st(p) is linearly ordered, it

is easy to construct canonical contractions of for

dim p = n , n-I, n-2. This may be done trivially in the first

two cases. For the case dim p n-2, we may view

in the following way: Think of as the space of all

simplex-wise linear embeddings of the triangulated disc

in R2 which put the cone point at a and which take the

"earliest" simplex of to an edge of the standard regular

j-gon (j = # of vertices of Specifically, "earliest"

means with respect to the induced lexicographic ordering on

pairs of vertices. We choose the "standard" regular j-gon to

have one edge lying in the right half plane and with the ususal

x-axis as perpendicular bisector. If (vO,v I) is the

earliest edge of Hp (va < VI' i n the given ordering), va is

assigned to the endpoint of the standard edge lying below the

x-axis, and VI to the endpoint above the x-axis. The point

is [see W] that any element a e: CF(Hp) is represented by one

and only one embedding with this property; thus the space of

all embeddings with this property is, in fact, identical to

Thus, the "canonical" element of is the one

which, subject to this condition, embeds as the standard

regular j-gon. Now, if f is some arbitrary embedding satis-

fying the given constraint, then we form a one-parameter

family of embeddings connecting f and the canonical embedding
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Clearly we can slide f(v) to s(v) by first sliding it

along a circle of radius If(v) I in the proper angular

direction until it is radially in line with s(v) and then

sliding radially until it coincides. Do the "angular slide at

uniform angular velocity for 0 < t < l and the "radial" slide

at uniform linear velocity for l t < 1. Doing this simul­

taneously for all v deforms f through configurations to the

standard configuration.

This is jointly continuous in f and t and thus yields

the desired contraction of CF(tkp).

We may conclude, on the basis of (1)­(4) above that the

only data needed to specify a cocycle c representing yare

(l) The 10 cal 0 rd e r in g 0 f M

(2) The form w

(3) The choice of an element of CF(p) for (n­3)­

dimensional simplices p.

Clearly, w being assumed, c(e) will only depend on

the data on st(a), a dual to e. That is, we need only know

the linear order on st(a), the embedding of st(a) in Rn+k,

and the choice of an element in CF(Hp) for pn­3 c st(a).

In order to obtain a purely local formula. i.e. one

depending on the structure of st(a) as a simplicial complex,

and on that alone, there are a number of simplifications

available. First, we can take the form w to be invariant

under the action of O(n+k) on Gk.n. Moreover, we might as

well assume that we have chosen w E n4(Gk.n) consistently

for all n,k. This means that in the natural double sequence
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t !... -+ G -+ Gk+1,k --+
k,n

! !... -+ Gk,n -+ Gk+1,n+l -+ ...
! !

the choice of w is consistent with pullback on 04•

Next. given Mn merely as a triangulated manifold, we may

pick an embedding MnCRn+k by embedding Mn as a subcomplex

of the standard simplex 6n+k- 1 C Rn+k. This amounts to

assigning vertices v of Mn to standard basis vectors of

Rn+k in arbitrary fashion and then extending convex-linearly

to a map on Mn.

Having done this. we obtain a transverse k-plane field on

M(4) upon choosing a local order fo r M and choosing. for
*

each on- 3 , an element in CF(Ho).

If we have proceeded as above it is cl ea r that we obtain a

4-cocycle c such that. for a typical dual 4-cell e, c(e)

depends only on the combinatorial structure of tko (0 dual to

e), on the linear ordering of st 0. and on the choice of an

element in CF(tkT) for all Tn-3 with a < T. Thus we may

write c(e) as a function of such data without reference to

Mn per se.

Now we may write down a formula:

c(e) = E(c(e))

where E denotes expected value over all choices of a linear

order on st a and all choices of configurations

Tn- 3 -+ a E CF(tkT). Here we are implicitly assuming that the
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manifold has the natural structure of a measure

space; but this is not at all hard to justify.

The following result is immediate:

Theorem 1. Let Mn be a combinatorially-triangulated

manifold. Then the assignment e -+ c(e)n is well-defined on

oriented 4-cells and the resulting oriented cochcain with real

coefficients, c(M), is a cocycle representing the character-

istic class y(M) £ H4(M;R).

So, in particular, if y designates the first (tangential

or normal) Pontrjagin class, we see that Theorem 1 gives us a

local formula, one which is, the author trusts, less obscure

than that in [GGL1J.

§3. A local-ordered formula for the integral Pl'

In the foregoing section, we constructed a reasonably

explicit local formula for the real first Pontrjagin class. On

the other hand, the work of the author and C. Rourke [L-RJ gives
theoretical grounds for asserting the existence of a local

formula for the integral PI' provided that the local data is

now understood to encompass a linear order of stars. I.e., we

should expect to find, for any triangulated locally-ordered

manifold an oriented integral 4-cocycle g representing

the integral (tangential or normal) PI such that, given an

an oriented dual 4-cell e, g(e) £ Z depends only on the

combinatorial type of the complex st(on-4) (on-4 dual to e)

and on the linear order on st(o).

The claim is that the ideas of the previous sections can

be somewhat extended in order to create just such a formula,

which we call a local-ordered formula. It is slightly
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unfortunate that in order to create it, we must restore some of

the arbitrary choices that were "averaged away" at the end of

the previous section. That is, given an oriented dual 4-cell e,

in order to know the value of the formula on e one would

have to know not only the a order on st(a) but, as

well, a specific choice of configuration afT) £ for

every Tn- 3 < cr. Therefore, in a strict sense, we only have a

local ordered formula for PI once we have made, a priori, a

choice of a(r 2) £ CF(r 2) for every possible triangulated

2-sphere. Thus we create not one but rather a multiplicity of

local-ordered formulae, one for each such assignment. .
The basic idea, once more, is to call upon Cairns' work on

construction of transverse fields over Ml4). But rather than

using such a field to pull back a 4-form from Gk,n to be

integrated over 4-cells, we use it to define certain intersec-

tion numbers which are, perforce. integers.

As a preliminary step, we recall the work of Thom [T] on

dual characteristic cycles in Grassmannians. Consider once more

the Grassmannian Gk,n of linear k-planes in Rn+k, k > n. Let

Q be an arbitrarily chosen linear n-plane in Rn+k. We then have

defined a certain subset V(Q}C Gk.n by

V(Q} {P £ Gk,nldim(P()Q) > 2L

V(Q) is a manifold of dimension nk-4 (i.e •• of codimension 4)

away from certain low-dimensional singularities. Moreover V(Q}

is a naturally-eo-oriented cycle. That is to say. the normal

bundle in Gk,n of the non-singular part of V(Q) has a

natural 4-dimensional integral Thom class p , For a given

k-plane bundle over an arbitrary C·W complex K classified

by f:K + Gk,n, may be computed as follows: assume f
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is in general position, so, in particular, f(K(3»nV(Q) = 'r\.
Then, for any oriented 4-cell e of K, the intersection

number d(e) = f(e)·V(Q) is well-defined, using the natural

co-orientation of V(Q) as we 11 as the orientation of e. The

assignment e-- d(e) is an oriented cocycle of Mn, and

PI «: i s its integral-cohomology class.

We now update some ideas from §l. Let I:4 x on-4 be

embedded in

i.e., I: 3
Rn+k; I:3 is taken to be the equatorial sphere;

04('\0 4 I: 4 = 04_ U O+4. As before, we assume that
- + '

I:4 x On-4 admits a transverse k-plane field We make a

choi ce of reference n-pl ane Qc. Rn+k and assume is in

general position, viz, V(Q) = O. We then obtain an

integer

In analogy to the work of §I where integrals of forms,

rather than intersection numbers, were used to define n, we

have:

Lemma 8. n depends only on the embedding and the field

on a neighborhood of I:3.

In view of Thom's result, we may easily obtain the

following consequence.

Let Mn be a triangulated manifold embedded simplex-wise

convex-linearly in Rn+k in general position. For each simplex

o of codimension < 4, pick an element a(a) e CF(tka).

Assuming a local ordering of follow the procedure of §2

to obtain, over Mi 4 ) , a transverse field to Mn• Now

let Q be a generic n-plane in Rn+k, i.e., one chosen such

that cp(oe)(''\V(Q) for any dual 4-cell e. We then define
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ri(e) = $(e) • V(Q).

Essentially. d(e) is the value of n determined by the

embedding and the field $ in a neighborhood of ae. as well

as by the reference plane Q.

Lemma 9. d is an integral 4-cocycle whose cohomology

class is the first integral Pontrjagin class PI of the stable

normal bundlle of Mn.

The proof proceeds much as in the case of Lemma 5.

Remark: At this point. we could. effectively. claim to

have obtained another local formula for the real first

Pontrjagin class. Again. the formula would emerge through an

averaging procedure. i.e •• by choosing a "standard" embedding of

Mn and by averaging over the set of reference planes Q as

well as the ordering and configuration data which lead to the

explicit construction of $. Details are omitted.

Comparison with [GGL2] suggests that this formula might be

replacable by one which involves only a finite averaging pro-

cedure. rather than one expected value over a measure space.

This we leave as a conjecture. observing only that the key

point seems to be this: Pick a reference plane Q and con-

figuration data at the simplices T > a. dual to

We see that d(e). provided that it is well defined (i.e ••

provided that the field determined by configuration data

has image disjoint from V(Q)) remains constant under small

perturbations of Q and of configuration data. This would seem

to suggest that averages (perhaps weighted) should be taken over

connected components of the set of all possible choices for Q

and for configuration data. rather than an expected value whose
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determination involves an integral. Whether this would, in

practice, represent an actual computational improvement is not

clear.

It is now our purpose to sharpen Lemma 9 to the extent of

obtaining a local formula for the integral (normal) first

Pontrjagin class which disregards all data save the local

ordering, the combinatorics of links of (n-4)-simplices and the

choice of configuration for links of (n-3)-simplices.

Our first observation is directed towards eliminating the

role of the arbitrarily-chosen reference plane Q from our

existing formula.

Lemma 10. Let ¢ be a transverse k-plane field to Mn

Rn+k. Let q: Mn • Gn,k be a homotopically trivial map. Let

V(q) C Mn x Gk,n denote the set {(x,P)ldim(Prlq(x)) > 2}. Let
proj •

be the section of Mn x Gk,n --+ Mn induced by ¢, i.e.,

= (x,¢(x)). Finally, assume is in general position

to deforming

with respect to

obstruction in

Then n
PI (\1M ) is the primary

off V(q).

The proof is trivial. For the case of q = the constant

map q(x) = Q E Gn,k, the lemma is merely a slightly roundabout

are homotopic mapsstatement of Thorn's result.

then and

But if

are homologous cycles in nM xG k , n from

which it readily follows that the primary obstructions to

deforming off V(q1) and V(q2) respectively must

coincide. The lemma is then immediate.

We may paraphrase Lemma 10 as follows: Assume that is

in general position with respect to V(q) in the sense that

V(q) =R and is transverse to V(q), for any

oriented dual 4-cell e4• Then the intersection number d(e)

¢(e)·V(q) is well-defined if e be oriented. (In fact,
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strictly speaking, we need not assume is transverse to

V(q) to have this intersection number well defined.) The

assignment e -+ d(e) is then an oriented integral cocycle

representing the first Pontrjagin class PI(vMn).

We may even go further: the observation above remains

valid provided merely that arises from a transverse field

defined over Mi4).

We now construct a locally-determined map q: Mn + Gn,k,

using only data provided by the local ordering, so that q

will turn out to be globally trivial. In fact, we define a

frame-field over Mn. First consider the barycentric sub-

division of Mn , and a typical vertex (= barycenter of a)

where a is a simplex of the initial triangulation. We let

q(b a) be defined as the n-frame (v (a)"'v (a)) where1 n

vI(a) ••• vn(a) represent the earliest vertices of st(d) in the

presumed ordering. To define q more generally, recall that

the generic point x of Mn may be uniquely denoted

x =

where ai > 0, = 1. (I.e., bal'" bas are the vertices

of the unique simplex of the barycentric subdivision of Mn

which contains x as an interior point; thus a l < a 2 ••• < as)'

Let Vj(x) EaiVj(ai) E Rn+k for j = 1,2 ••• n.

Lemma 11. For any x, {vI (x)""'vn(x)} is a linearly

independent set.

Proof. Suppose there is a dependence relation:

( i ) o
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for some x and some set of coefficients c1"'c n not all 0,

Let us remember that vi(x) is a linear combination

of vertices of st(Oi)' Since st(ol):J st(02) ••• st(os) it

follows that the left side of (i) may be rewritten as a linear

combination of the vertices of st(oi)' But since this set, by

the general position assumption concerning the embedding MnCRn+k,

is linearly independent, we see that in this reformulation all

coefficients must be O.

Consider the earliest coefficient in (i) which is nonzero;

call it Cj. Consider now the vertex Vj(oi)' In general, for

any p, vp(o;) > Vp(oi) in the order on st(oi)' We use this

fact to examine the coefficient of Vj(oi) in the reformulation

of the right-hand side of (i) in terms of the vertices of st(oi)'

First of all,

Since Cj t- 0, eli > 0, it follows that Cj'Vj(x) = A'vj(oi) +

{other terms} where the additional terms do not involve Vj(oi)

and A t- O. On the other hand, consider the term cp'vp(x)

Cp'Eai'Vp(O;) for p > r- Now vp (Oi ) 2. vp(oi) > Vj(oi i. So

cp'Vp(x),

st(oi)'

A'v'(o )J 1

rewritten as a linear combination of vertices of

does not involve Vj(oi)' Thus c i vi (x) cn'vn(x)

+ B where B does not involve Vj(oi)' A t- O. But

this contradicts the presumed linear independence of the vertices

of st(oi)' Hence the lemma follows.

Thus we may define q(x) for any x as the n-frame

(Vi (x) ••• vn(x)). By slight abuse of notation, we also use q

to denote the map Mn + Gn,k defined by

xt-- span(vi(x),"·,vn(x)). Clearly, q represents a trivi-
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alized bundle and is thus null-homotopic in Gn,k.

Consider once more the k-plane field transverse to Mn

defined over Mi 4) by data consisting of a local order on Mn

and configuration data for simplices of dim> n-4. We have,

simultaneously, the n-frame field q. Thus, by the remarks

following Lemma 10, we shall have a well-defined cocycle d(e)

(depending on the embedding as well as the afore-mentioned data)

simply provided that We claim that this

last condition will hold for a generic choice of configuration

data, though the proof will be omitted.

As to dependency on the embedding, this may be eliminated

simply by picking any "standard" embedding of Mn as a sub-

complex of i.e., by assigning each vertex of M to an

element of the standard basis for Rn+k and then extending

convex linearly. It turns out that d(e) is independent of the

particular embedding, and so d(e) is now seen to be intrinsic,

depending only on the local ordering and the configuration data.

We may emphasize the intrinsic nature of the formula we

have by freeing it entirely from the notion of embeddings and

transverse fields.

Consider the typical dual 4-cell e4 dual to on-4.

Decompose it into sub-cells {dT}O(T' defined by

d , = st(b T,M")f1e 4 where st( ,M") refers to the combina-

torial star in the second barycentric subdivision of M.

Omitting details, we note that we may slightly modify the

definition of the frame-field q so that for x EdT' Vi(X)

will lie in the vector subspace spanned by the vertices of

St(T). We also assume: is transverse to M at bT if

x E dT• These modifications in the definitions of and q

are relatively simple to make and leave d(e) unaffected.
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Concentrating on dTfle, we let denote the

CF(tkT)-coordinate of For convenience, we shall think of

as an embedding stT,bT c Rn,O where the embedding

is convex linear on simplices and is the "standard embedding" on

6n where 6n denotes the n-simplex of st T smallest with

respect to the lexicographic ordering induced by the linear

ordering of the vertices of st T. In fact, rather than using

the standard Rn, we think of the n-plane P parallel to 6n

passing through the origin. So therefore, if we consider the

direct-sum decomposition of Rn+k as P the configura-

tion of st T in P comes merely by projection onto the

P-factor of t-b T for all vertices t.

Having oriented e and therefore dT we may define an

integer g(e,T) as the algebraic nf points x E dT

such that

( i i )

The point is that given the configuration of st T in P

we can determine in purely algebraic terms (without

reference to the embedding or the normal field). For these

purposes, we may, without loss of generality assume that Rn+k

is spanned by the vertices it} of st T. Now, from 6n pick

the earliest vertices among the t's (label them u1' ... ,u n)

so that {Yi} = {Ui-bT} spans P. Label the remaining vertices

w1, .. ·,wk· Consider zi = wi - wi - bT where wi, a linear

combination of y's, is the image of wi under the

configuration embedding (x). Let B be the matrix

(Yl'·",Yn, zloo,Zk) (writing vectors as columns with respect

to the ordered basis

first n rows of Q.

t 1 ' .... t n+k). Let Q = B-1, and set
RWrite R1 = (0) an nxn matrix so R

1
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is a projection expressed in y.z coordi nates and BR = IT
1

is

projection wp expressed in t-coordinates. IT. of course,

depends on x. So g(e,T) is the algebraic number of points x

such that

( iii) rank rr(x)(v (x), •••• vn(x)) < n-2.
1

Now define n(e) by

n(e) L g(e,T)
T

Theorem. The assignment e n(e) is an integral

oriented cocycle representing the first integral normal

Pontrjagin class P1(vM).

We omit an explicit proof. but we do note that the formula

for n(e) represents. essentially, a computation of what we

previously denoted as d(e). This computation is a rather

routine working out of consequences of the characterizations

given in [Ca 1J and [WJ of the space of k-planes transverse to

M at a point in terms of configuration spaces.

This formula should be compared with the formula of [GGlJ.

There remains the slight problem of deriving a formula for

the integral "tangential" first Pontrjagin class. Suffice it to

say that the same general approach will work. I.e., in

constructing a "normal" field over Mi 4 ) - - t he transverse k-plane

field $--the Cairns procedure simultaneously constructs a

"tangent" plane field $1. By the same token, q must be

replaced by a locally determined trivial k-plane
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§4. Computational considerations

In the various local formulae we have exhibited above,

there remains the problem of explicitness. That is, ·we have

shown that given, say, an embedding of Mn in Rn+k, together

with a local ordering a choice of configuration data at

simplices of dimension> n-4, we may construct a field

transverse to over from which a cocycle

representing PI (with real or integral coefficients) may be

computed. Note, however, these contrasting facts: We have shown

that the value of the cocycle on a dual 4-cell e depends only

on the given data on ae. (Strictly speaking, it depends on

data for simplices T of dimension> n-3 to which cr, the

dual simplex to T, is incident.) Yet, in point of actual

computation our formulas refer to data defined over all of e.

Thus, by way of concrete example, if we adopt the approach of §2

and make use of a differential 4-form w on Gk,n we see that

the value of the associated Pontrjagin cocycle on a typical e4

is given as J even though this number is an invariant of
e

restricted to ae 4• So, to compute this number, we should

have to know explicitly on e4, i.e., we should have to

carry out the Cairns construction in detail using the detailed

methods, as well as the actual results, of [Ca 2]. In some

ways, the situation is analogous to what one finds for the

Atiyah-Patodi-Singer n-invariant of an oriented Riemannian

4j-I manifold M. n(M) is, of course, dependent only upon M

but is in general quite difficult to compute merely in terms of

M. However, if M is known to be the boundary of the Riemannian

4j-manifold W (with the product metric near the boundary) then

the value of n(M) may be computed with relative ease.

In what follows, we indicate a computational alternative to
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specifying the transverse field ¢ explicitly on the interior

of e4• Again, for simplicity's sake, we work in the context of

real coefficients and differential forms.

The general idea is that one wants to avoid the difficulties

of making Cairns' construction of the field ¢ over the 4-cells

explicit. What is proposed, instead, is to use configuration data

at (n-4)-simplices, together with the explicitly-constructible

transverse field ¢ over the dual 3-skeleton to construct a

certain field F over 4 cells e (one for each dual 4-cell e)

so that integration can be done over e in place of f ¢*w with
e

essentially the same result, albeit F is not to be understood as

a transverse field to e. Rather, F arises from constructing a

I-parameter family of embedded 3-spheres bounding a one-parameter

family of 4-cells so that, for each 3-sphere in the family, we

have an explicit field extending, in principle, to a field over

the corresponding 4-cell. The process begins with ¢ and ends

with a constant field so we can, for computations sake, regard it

as a field over a 4-cell. The integral we get therefore

represents the difference between the invariant fe¢*w defined

by ¢ itself and the invariant one gets from a constant field over

a "flat" 3-sphere, i.e. one which bounds a "flat" 4-cell. Since

the latter is obviously 0, we will have computed the former. The

point is that F is, in principle, directly constructible without

appeal to Cairns' theorem on connectivity of configuration spaces

of cones on a-spheres.

Once more, assume that the combinatorially triangulated

manifold Mn is simplex-wise linearly embedded in Rn+k in

general position. We assume further data consisting of a

local ordering on the triangulation and a choice, for every

simplex 0 of dimension> n-4, of an element in CF(tko).
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With this data in hand, as we have noted continually, we obtain,

by a perfectly straightforward construction, a k-plane field

transverse to Mn over Mi3). This, of course, makes no use of

the configuration data at (n-4)-simplices. RathEr than

concerning ourselves with extending the field to

Mi4), however, we now make use of the remaining data in a

different way.

Given an (n-4)-simplex 0, the choice of a configuration

of is essentially a choice of a k-plane P transverse to

Mn at bo• Choose an n-simplex p of st 0, e.g., the

smallest in the lexicographic order induced by the linear order

on the vertices of st o. It follows, then, that every vertex

v of st 0 may be represented uniquely (in the conventional

(n+k)-vector notation) as: v = bo + rv + nv where rv is a

vector in the linear n-plane Q parallel to p and nv € P.

Since P is, as assumed, transverse to Mn at bo' it follows

that the projection map bo + rv is not only 1-1 but

extends, in fact, by convex-linear extension, to an embedding

st ocb o + Q. Furthermore, if we let Ut be defined as the

convex-linear extension of the map v.- bo + r v + (l-t)·n v

for 0 < t < 1, we obtain a simplex-wise linear embedding

st oCRn+k. If t < 1, Ut is in general position; therefore

by Lemma 6 for such t we may use the configuration data on

simplices of dimension > n-3 to construct a k-plane field h on

utt ae4) utt st 0) , where e 4 is the 4-cell dual to 0, such-
that h (x) is transverse to Ut(st 0) at uttx) • This

process is continuous on ae 4 x [0,1) • Moreover,

(x) ) for ae 4 and obtain thereby1i m = exists x E: we
t+l
a vector bundle on ae 4 x I , in fact a map : a e4 x I + Gk,n·
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Finally. 4>1 (x) is transverse to the n-plane bo + Q.

Now we may deform 4>1 further (regarding it as a map

ae 4 + Gk.n) to a trivial map. ; • e. , the constant map x I-- Q1.

We think of this deformation (which may. of course. be con-

structed explicitly in terms of 4>1 without difficulty) as

defining a map with Thus con-

catenating with 4>. t , e •• taking F = 4>u '1': ae 4 x Iv cae4 ::

c ae4 + Gk• n • we get a map from a topological 4- ce 11 to Gk,n'

Ca11 this 4-cell e . Now let w E Q4(Gk.n) be, as in §2. a

closed form representing the real Pontrjagin class PI in DeRham

cohomology. We then have the following.

Theorem: Let 4> be any extension of 4> to e4 with 4>

transverse to M. Then

f = f F*w.
e e'

We omit a proof. Suffice it to remark that what is being

exploited here is a principle cognate to, though much simpler

than. the well-known fact that. although the Atiyah-Patodi-

Singer n-invariant of a 4j-3 dimensional Riemannian manifold

is not the integral of a locally-determined form. nonetheless

the difference between the n-invariants of two Riemannian

structures which differ by deformation can be represented as

such an integral over the manifold x I.

As a final note, we observe that this method for computing

a cocycle representing PI may easily be adapted to the integer

coefficient case studied in §3 above. where intersection numbers

are used in place of integrals.
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EVALUATING THE SWAN FINITENESS OBSTRUCTION

FOR PERIODIC GROUPS

by

R. James Milgram*

In [171 R. Swan introduced the finiteness obstruction o n (G) for free

actions of a periodic group G on finite complexes having the homotopy

type of the sphere Sn-1. It takes its value in a certain quotient of
... .....
KO(Z(G)), KO(Z(G))/T, and was one of the main motivations in the develop-

ment of algebraic K-theory.

More recently Ib Madsen, C. Thomas, and C.T.C. Wall [22], bo],
l101 proved a sharpened version of one of Swan's theorems, roughly that

n-1 2n-1
if G has period n then G acts freely on a homotopy S or S , and

no examples were known for which 2n-1 was actually necessary. Indeed

it was somewhat hesitantly suggested that n-1 is always correct.

In(4], [5], Isl . (8], [14], [15], a subgroup D(G) C KO(Z(G)) was

studied and shown to be computable in terms of determinants or reduced

norms and the structure of units in certain algebraic number fields.

D(G) contains T and we prove

Theorem 2.B.1: 0n(G )E D(G)/T.

In particular, we relate ° (G) to the behaviour of these groups. n
Tor1Z(G) (M,Z) where M is a maximal order containing Z(G) in V(G).

In §3 we calculate these Tor groups for hyperelementary groups (this

section may have independent interest), and in §4 we study D(G) for

a class of periodic groups of period 4, Q(4p,q,1).

The Swan obstructions for these groups are written down in

Theorem 4.B.6, and we have

Theorem A (4.C.2, 4.C.5, and 4.C.8): The Swan obstruction 04(G) 0 for

G = Q(12,5,1),. Q(12,7,1), or Q(12,11,1). (The groups Q(a,b,c) are defined

in §3.B, but the notation is standard.)

In fact we have

Theorem B: Among periodic groups of period n and order < 280 only one

group of each order 120, 168, 240, and 264 fails to act freely on a

* Research supported in part by NSF MCS76-0146-A01
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finite complex having the homotopy type of sn-l.

However, for the next group in the series of theorem A we have

Proposition 4.C.l: (}3{Q{12,13,1l) = O.

Hence there is a 3-complex homotopic to 53 on which Q{12,13,1) acts

freely.

The number theory involved in these questions is subtle since

Theorem A shows that Q{12,5,1), Q{12,7,1) and Q{12,11 ,1) can't even

act freely on a homology 3-sphere.

Remark 0: The proof that () (G) € D{G)!T came out of several conversat-
n

ions with R. Oliver, and I also profited from a conversation with

H. Bass. The initial question which led to this work came up in dis-

cussions with I. Hambleton.

This paper was originally written in 1978. For various reasons it

has not been previously published but it has been circulated privately.

It initiated a vigorous attack on the space form problem for the last

and demonstrably most interesting class of groups, the Q{8a,b,c) with

a,b,c odd coprime integers.

The initial theorem A and B above were quickly extended in [25] by

constructing large numbers of odd index subgroups of the units in the

cyclotomic fields ), ), ,A) studied here. Indeed the
p ( p p q

proofs of the result in 25] are direct extensions of the proofs here.

The only thing preventing their being given in this original paper was

the fact that the unit theorems had not yet been proved.

The main result of t25] as slightly extended in [26] is

Theorem C: Let K be the maximal 2-abelian extension of contained in
n

the cyclotomic field Q{sn)' If K is K , K with the quadratic symbol- p pq

fEq)=-1, or the maximal 2 extension in +s -l,s +s-l) P i 1 (8),t z" 2n p p
then the cyclotomic units have odd index in the units of K.

by the techniques developed here and in [25] we obtain

Theorem 0: Let p be a prime and

a) suppose p = 3(4) then (}4{q(8p,q,1)) 0

for q prime if and only if

(i) q == 1 (8) or
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(ii) q = 5(S) but pV = !1 (q) for some odd v.

b) 04(Q(Sp,q,1» = 0 if P = q = 1 (4)

but -1.

Using this as a starting place a spirited attack by the author

and Ib Madsen on the actual surgery problems took place. (Preliminary

results had already been indicated in t25]).

Again the results depended on finding sufficient units, hence had

to be restricted to the cases covered by theorem C. The results [26J

are

Theorem E: Let p,q be distinct odd primes and suppose p _ -1 (mod S) i

then

if q = 1 (mod 4)

1 (S) and p has

q) •

if q _

(k 1)) Q(S 1) t f 1 ""Sk+4_(pt)a p,q, ac s ree y on

and p has odd order (mod q) .

b) Q(Sp,q,1) acts freely on RSk +4_ (p t ) but not on SSk+3 (k 1)

if q = 5(S) and p has odd order (mod
- -- -- Sk+3

c)Q(Sp,q,1) acts freely on S (k 1)

odd order (mod q).

For special classes of numbers there are further results [27]. But

all these results rest on the idea of identifying the Swan obstruction

studied here as the image under a of an element 8 where

8 E im (K
1
(Q (G» i Ko (Z (G) ) )

v- ,p,q v

which is developed here. This class 8 rather than its image is shown to

correspond to the surgery obstruction for certain surgery problems over

the Poincare complex constructed here, and using recent results on the

calculation of these groups, if ( as usual) one has sufficient inform-

ation about units, Theorem E follows.

I would like to thank A. Ranicki and the other editors of this

Proceedings for giving me the opportuniry to finally publish this

work.

Edinburgh

September, 19S4
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§1. KO(Z(G) and D(G) for G a finite group.

A. Preliminary remarks on KO(Z(G»

Let Mn(D) be a matrix ring over a division algebra D whose center

F is a finite extension of the rationals or the complete local field

" . The reduced norm homomorphism
p

N:GL (D) ... F
n

is given by linear embedding M (D) c: M (K) for some extension K of Fn n
and taking the determinants of the images. Then Wang's theorem [21]

identifies

1. A. 1 : K1 (M (D» = K1 (D) F
n N

where im (K(D» is all those elements of F which are positive at all

a places at which D is a quaternion algebra.

Next, let M be a maximal order in M (D) so M
n

is a maximal order in D. The reduced KO(M) = KO(N) is

Mn(N) where N

LA.2 :

and Swan has shown in (18] that KO(N) is the ray class group of the

center r:f of N consisting of all ideals modulo those pr incipal ideals

which are positive at all finite primes at which D is a quaternion

algebra.

B. D(G) and E(G).

Let M be a maximal order in containing Z(G). Then the in­

duced map

1. B. 1 :

does not depend on the particular M chosen and j is surjective (see e.g.

(5) .

Definition 1 .B.2: D(G) is ker(j) in 1 .B.l. so we have an exact sequence
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A second group E(G) can be introduced which depends only on re­

duced norms. Let M be a maximal order in (G) containing andp p p
define

1.B. 3:

we have

A
and K

1
(il2

p
(G) )

could use for

as the image of K1 (Mp ) ' Writing

(G) = Jl.M (D i )
p n i

M =JLM (N.)
p i n i l

=JL (:f. ) v!here F .. is the center of
. l l

example Quillen's localization sequence

Di• Thus (one

[12] to show this)

1.B. 4:

the product of the units of the Fi's.

The composite maps

,.
a : K 1 (Zp (G)) -+ K (M ) -+U
P 1 P P

1.B. 5:

then give

Definition 1.B.6: The local defect E (G) at p is V !im(a ).p ­ ­ p p

Remark 1.B.7: If p+IG\ then M = (G) so E (G) = 1. In any case E (G)
p p "P P

is a partial measure of the deviation of Z (G) from M and is finitep p
for every finite group G.

E (G) consists of a p primary part which is difficult to analyzep
and a somewhat easier part of order prime to p. To obtain this second

part we can use the map

1. B. 8: -+JlU(F.)!(1+(DW)
i l ...

"where J is the Jacobson radical in Zp(G) andt.ni is the maximal ideal

inD'(Fi)·
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Returning to 1.B.5 the map,

1. B. 9:

defines the

1.B.10: E (G) = 11-E (G) lim (s ) •
p

pi IGI
Thus E(G) is the ptoduct of the local defects factored out by the image

of global units corning from K
1
(M). Its calculation is difficult but in

specific cases presents no insuperable obstacles.

Theorem 1.B.11: E(G) = D(G)

(See for example (5].)

Remark 1.B.12: When the author initiated this work he was unaware of

1.B.11 and so derived his own proof, which we present in outline from

here, as it may be easier for some people to reconstruct. Note, to begin,

that there is a k so IGlk.MCZ(G). So set L (G) = im(Z(G))CM/!G[kSM, and
s

we have the pullback diagram

Moreover, 1T S is onto so Milnor's Mayer-Vietoris sequence can be applied

obtiadn i.nq

so im d s = D(G). Now let s become large and pass to limits. In the limit

we need some information about K
1
(M), K

1
(M

p
) ' This may be supplied using

Quillen's exact sequence of a localization to show that the kernels of

the local reduced norm maps are in the image of the elements in K
1

1M ) •

§2. Swan's finiteness obstruction.

A. The definition and basic properties

Let T(G) C D(G) C KO(Z(G))be defined as the image p

pi IGJ
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where corresponds to the trivial representation. Now suppose G
p P

is periodic of period n. That is, there is an exact sequence

2 .A.1:
E

o Z C
n- 2

... C
1

Z 0

G acts freely
n-1

of S . In

where the C. are projective ZIG) modules. In W7]Swan defined an in-J _

variant 0n(G) € KO(Z(G))!T which is zero if and only if

on an n-1 dimensional complex having the homology type

fact, 0n(G) is the Euler class in KO(Z(G))!T of 2.A.1.

2.A.2: o (G)n

If n is even then sequences 2.A.1 may be spliced either together to

give 0sn(G) = SON(G). Also if HC G is a subgroup then by restriction

""ZIG) projectives become Z(H) projective so rH:KO(Z(G)) KO(Z(H))
- ... ""

induces rH:KO(Z(G))!T KO(Z(H))!T and

2.A. 3:

Swan's induction theorem [16] valid for arbitrary finite groups

is

2.A.4 : lLrn'Jio (Z (Gil ---> Jl
H hyperelementary HcG

-K
O
(Z (H) )

H hyperelementary

is injective. This

handled carefully,

e.g. [23}, [24].

relates ° (G) with
n

however, since

H G

the 0n(H) for all H. It must be

T(H) may not be equal in T(G), see

Finally, the types of hyperelementary subgroups of G are very re-

stricted. For a discussion see e.g. [22].

B. o n (G) € D (G) !T (G) •

Theorem 2.B.1 represents the fruit of several discussions with

R. Oliver. It resulted from Oliver's attemps to provide counterexamples

to the author's initially naive feeling that 0n(G) should lie in D(G)!T.

Theorem 2.B.1:
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Proof:lt suffices to consider hyperelementary subgroups since

in 2.B.2 is injective.

T(G) . 11 T(H)
H

I I
D(G) Il D(H)

2.B.2: H

1
llr

I
H

. Jl Ko(Z(H))Ko(Z(G))

H

P
G I

11 rHI

III PH

K (.At) · .l.l. K (0./11 )0 H 0 H

Let N be a finitely generated torsion M module. By [13] N has project­

ive length 1 so there is a short exact sequence

with Po'P1 finitely generated projective, and

is well defined. We now have (and this is the heart of the matter)

n­1
l: (-1) i X (Tor\ (G) (M (G) , Z)).

i=O

Proof: Tensor 2.A.1 over Z(G) with M obtaining

2. B. 4:
E:

o ­+ Cn _ 1 M-+ ••• -+M ­+ Z ­+ 0

The homology of 2.B.4 is
n­1
L
o

,., i
Tor ZIG) (M,z) which differs from the
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usual Tor group only in the part of involving Z+ which is, in any case,

a P. LD. Clearly, P
G
(on (G)) = Z (-1) j (C

j
81 M), but this is given by the

Tor formula in 2.B.3.

By results in (22], ° (H) is zero except for H a 2-hyperelementary
n

subgroup with 2-Sylow subgroup a generalized quaternion group.

For this group write M =ll-M. where the Mo correspond to the irre-
110 l.Jl. 0

ducible representations of Mi so rM,Z) = . (Mi,Z).

In $3.6 we prove 1

Lemma 2.B.5 a.

b.

c.

Torj(Mi,Z) is a q-torsion

If q is not prime then M
i

If q is an odd prime then

abelian group with q I IG I·
= z.
M0 = M2 (0' 0) with 0' 0

1 qJ qJ
-1 A

Z (p . + P .) or M0 Z (p 0)'
qJ qJ 1 q qJ

d. If q is 2 then M. = .) or L where L is the maximal
-- 1 2J - -1

order in the usual quaternion algebra over o+p 0)'
2 J 2 J

(Here p£ is a primitive £th root of unity, and (a) is well known.)

Now the proof of 2.B.1 follows directly since KO(Z) = 0 and the

prime ideal over p in o+p is principal. The only remaining
J J

P P
case is 2.B.5 (d), but there the results of D81 identify KO(L) with

KO(lJ(p j +p - (using Weber's theorem see e. g. [7)). This completes

the pr60f 6f 2.B.1.

C. The value of 0n(G) in (G)

We suppose the groups TorJZ(G) (M,z) are known for the periodic

group G, and local solutions

2.C.l : o ->- Z ->- C ap, n-1 • C ->- ->-C --E.L.l Z (G)
p p,n-1 p,n-2'" p,l P

E A
->- Z ->-0.

p

of 2.A.l, with the C 0 free are also given.
PrJ

Next, let the complex of free M-modules

2. C. 2:

be given with homology the TorjZ(G) (M,z). Localizing we have

A
Lemma 2.C.3: Let Np be a maximal order in a simple algebra over Zp

Then an isomorphism classification of finite chain complexes of free

Np modules C = {Ci ->- C
i_ 1

->- ... ->- Co ->- 0 }is given by the groups H*(C)
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and the ranks dim N (C.).
P ]

Proof: This follows in the same way as the analogous theorem for

Z-chain complexes proved using the diagonalization theorem for

matrices with coefficients in N
p
' (See e.g.[13], p. 173, Theorem 17.7)

In particular, we assume 2.C.2 is a direct sum of complexes one

for each simple order in M, and rank MM j
all piIGI. Then we have

(G) (C .i
p P,]

k. for
]

Lemma 2.C.4: There are elements ais -ll- GL
k i

(Mp ) which make 2.C.5

commute for each i p fiG I

i

T-
ilCi 11,"'t .«

pllGI p,i p,i i-I

'p,i1 1'p,i (€I) j i
u ai_l II

C ---->-, 11 ..« it
pllGI p,i-l p,i-! p,i-l

2.C.5:

and

-1
}

Proof: The existence of the a i is given by 2.C.3. Now let Ci(Z(G)) be

obtained as the pullback diagram

C
i
(Z(G» , utt

i
I 1i
I
i

in I lluttp,i

1 1a i

11 C •
i

'llutt. .p p,1 p,1
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Then Ci(Z(G)) is projective and represented by {ai} in D(G). Moreover

the following sequence of complexes is exact

(£, ED lL (C ) a*i Ql iJl M ->- 0
* p,* p,*

and passing to homology, since a*i induces isomorphisms (as ToriZ(G)

{M,Z) is torsion) in positive degrees, and in 0 HO(C*(Z(G)) = Z we

have Hj(C*(Z(G)) = 0 j > 0 and the sequence obtained is a periodic

resolution

We should be more explicit about the classes a.E
1 .

= M$ . . . (&M we have an evident map

This identifies M . with C Mpp, J. p,

Remark 2.C.6:

Aut (M, .). Note that since M.12, 1 1

C . = (G) ce ... 6> Z (G) ->- M .•
p s i, P P p s i,

It is with respect to this that a i is defined.

D. Wall's finiteness obstruction.

In t23, especially pp. 64-68] a finiteness obstruction f (X)
... n n+1

plexes in a homotopy type satisfying "Dn:Hi(X) = 0 i> n, H (X,B) = 0

for all abelian coefficient bundles B(n>2)", was defined which genral-

izes Swan's obstruction. It makes its values in KO(Z ( TI
1
(X)), and for

TI 1 (Xr finite we have the result corresponding to 2.8.3.

Lemma 2.D.1: P (f (X)) = {l iTI
1
(X ) n .1.

0
(-1) X(H.(X,14)).

J.- J.

(The proof is completely analogous to 2.8.3.)

Similarly, in case PTI (X) (fn(X)) = 0, analysis of the Wall

ion in terms of local analogous to that in 2.C. may be casried

through.

i§3. Calculations of Tor Z(H) (M(H) ,Z) for H a Hyperelementary Periodic

Group.

A. Reduction to local cases.

The formal reduction

3.A.1 :

allows us to calculate the Tori locally. Thus, to begin s.tudy the

structure of the local group rings.
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Lemma 3.A.2 Suppose p prime and (p,£) = 1, then

" .u J[rj "2 (z/£) = Z $ Z where
p p j 1£ i=l P J

r. = £-1/f. (p) and is the least positive integer ,for which
] ] - ]

'U(p) := 1(j).
p

Proof: This is standard. Indeed since (£,p)

"Z order. Also, the global maximal order is
p

A

= 1 Z (Z / £)

JL (p.)
j 1£ P ]

is a maximal

and

3.A. 3: "Z ,0\,<>,Z(p.)
p ]

r.

Jf
i=l

A
Z (p.).
P J

Compare with (9, p. 39J.

More generally

Corollary 3.A.4: Write n = pm£ with (£,p) = then

A
Z (Z/n)
p

A r. "
Z (Z/ m)E> -lLlE z (D.) (Z/ ml .
p p j 1 P' ] P

Now suppose we are given a q-hyperelementary subgroup H. That is,

H has a normal cyclic subgroup Z/n <1 H with quotient the Sylow q sub-

group Hq of H. Then H is determined by a homomorphism

3 .A. 5: ;\:H -+ Aut(Z/n)
q

and we can write H as an extension

3.A.6: 8 -+ Z/n x ker A -+ H -+ (imA) -+ O.

11 JU (p.) (Z/ m) Zp (ker;\)] x T LimA]
j!£ 1 P ] P

3.A. 7:

" '"Thus we can write Z (H) = Z (Z/n x ken) x T(imA) and the splitting
" p p

in 3.A.4 of Z (Z/n) implies an analogous splittingp

i (H) = [(£' (Z/ m) (9
p p p

In particular, assuming p q the argument of 3.A.2 shows

"Z (ken)
p

A+ '"
Z • M (kerx )
p p
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and

3.A.8 :
;.
Z (H)
P

Z (Z/ m)p p

Factoring still further, we have the restriction map

r : n)
p p

and applying the above argument to the first factor in 3.A.8 (Which

is (Z/ m x T(imA)) we obtainp p

3.A.9 : Z (H)
P

'"Z lz/ m x Trp (irnA)) GlN 1 ailN.p p

Of course, when p = q, 3.A.8 takes the form

3.A.1 0: .. "Z IIH) = Z ((H.) (9 N.
q q q

We call the various summands in 3.A.9, respectively 3.A.10, the

'"p-blocks, respectively q-blocks of IH. Further, on tensoring with
p

the p-blocks each become direct sums of simple algebras, and we dis-

tinguish the block containing the trivial representation (the left-

most block in 3.A.9 or 3.A.10) and write it

B ((H).
P

Proposition 3.A.10: Tor*Z(H) IMi,Z) contains p-torsion only if

M. 1\ B IIH) f °
l P

Proof: We check locally. Now BpllH) is a direct summand of ZpllH) , hence

projective. Moreover, the augmentation factors as

'"Z IIH)
p

B (/H).
P

Thus, a suitable resolution of the augmentation is obtained by resolv-

ing E lover Bp (IH). Finally, tensoring this resolution with Mi gives

zero identically unlessMif) Bp(lH) f O.
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Corollary 3.A.11: Tori (M Z)
- Z (H) i' p

This reduces tor calculations for these mto those for zipm xT V

VC Aut (Zip), for which calculations are easy, or in case p = q, for

IHp •

B. Calculations for B (IH) where If! group
p

with H2 generalized quaternion, p f 2.

i(2 n, k, t)

-1 n k= Y , z = w
-1

xwx = wand

In Milnor's notation ill = Z/m x k,t ). This means

2 2 i - 1 2 i -1
has a presentation { x,y,z,w,vlx = y , Y 1, xyx

t -1 -1 -1 -1 -1 -1 -1= v = 1, xzvx = z v , y(wv)y = w v , yzy = z,

if P t m,

if p/m

z, w, v commute}. Moreover, in order that IH be periodic, m, n, k, t

must be coprime odd integers.

[

(Zip)',)

The block B
p(

IH) = p

(Zip)', x
P

The first case is

(Note though that

have

3. B. 1 :

well understood so we concentrate on the second case.

the first case gives the Z (p .) in 2.B.5 (c).) We
p pl

-1-LLM2 (lJ2p (p j + P j» $ • tIlp
P P

so

3. B. 2 Mp " Bp (111) e = .Ll,M2 (Zp (p j + P- e> z; $
P P

Note that 3.B.2 is already sufficient to prove all of 2.B.5 but (d).

However, for our calculations in §4, we will need complete evaluations

of the Torz (M ,2 ) so we give those results now.
p p p

-1P .+p ., then the representation
pJ pJ

r
j

'\

B (IH) M
2(Z

(A .)
p p pJ

is given by
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3.B.3

r. (g) -( ° )
J - -1 ;\..

pJ

=(°1 0
1)

rj(t)

Similarly
,,::

r+ : B (m) Zp
- P

representations define act-
"or Z , and we have
p

is given by r+(g) = 1, r+(t) = :: 1. These
R. - "ions of Zip x TZ/2 on M

2
(Z (;\. .))
P pJ

Lemma 3.B.4:
{

(Z/p) 2

M
2
(Z (;\. .))) =

P pJ °
i even

i odd

Moreover the action of t on the groups above is via t(x) (-1) i/2x.

Proof: Take the usual resolution of Z(Z/ R.) with one copy of Z(Z/ R.) in
p p

each degree,d 2i + 1
Then, tensor with

= g-1 ,3
2,

=
" 1.M

2
(Z (;\. .))

P pJ

2
1+g+g +

over r. and we have
J

C' ). ...
32 i +1= 3

°2i-1 ;\.-1
This means

Ci (-1 \ (a,
-1 ;\.-,)= c,

-a+b (;\.-2) )

-c+d(;\.-2)

and the cokernel is Zip x zip since ;\.- 2 is a uniformizing parameter

"forZ(;\.).
p

and A-+ A(t)

Repre,enting generator, can be cho,en a, (: :).(: :) •

these generators mod im(3 2i+1).
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Next note that the periodicity is given by capping with a generator

H2(Z/
A "- (r . )

"e of 9,'Z ) Z/ t1 , p. 115] . Then e n H J i+2(Z/ 9, ,M2 (Z .)))
p p p p P pJ

H ( r j) (Z / , M
2

( x .))), t (ctf\ s)
i 9- p J

P P

so 3.B.4. follows.

t (o.) (\ t ( S) and t (e) -1 (e) ,

Corollary: 3.B.5:

i :: 0 (4)

otherwise.

Proof: In the Hochschild-Serre spectral sequence

2
which collapses to EO * since p f 2. But

. J\
Hk(Z/pJ, M2 (Z p... )))/im (t-1)

p pJ

and im(t-1) = 0, k = 0(4) but im(t-1)

follows.

im(-2) if k _ 2(4) so 3.B.5.

Similarly, for r+ we have
-

Corollary 3 .B. 6: (a)
i h+ Z +)Tor B (m) (Z ,

p p P

(b)
i A_ z+) tiP'Tor B (tl) (Z ,

p p p

i = 0

i =3 (4)

otherwise.

i =1(4)

otherwise

Remark 3.B.7: Exactly the same chain of ideas works to calculate the

Tor's in the case of Z/p9, x TZ/qS where qS (p-l). Here

3 .B. 8: M
p
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the latter terms corresponding to embeddings z/qS (Zp); taking the

generator to the varions qS'th roots of unity.

C. The situation at 2 and the completion of the proof of 2.B.5

2 i -1
Y xyx

and we have

Lemma 3.C.1: The maximal order of B20Bl is

(a )

if i > 2

I I -1" (4 l----li-M2 (Z,2 (p . +P . l ) Z 2
i2:j 2:2 2 J 2 J

...
for AEZ

2
(P

3)
where is the Galois automorphism= -2, and 7TA

01\
of z2 (P3l .

(This follows from the results of[11). However, for i > 2 the explicit

representations are given easily. In particular the faithful represent-

ation (i=j) is given by

3.C.2:

where C is a root of

3.C. 3: o.

'"Indeed 3.C.3 splits inside il for i > 2 since its discriminant
2

d = A2 - 8 _ A2(47Tl

and is thus a square. The remaining representations are given by the

same formulae as 3.B.3.l

This completes the proof of 2.B.5 since the only representations

which restrict non-trivially at both 2 and at least one other prime
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are the 4 copies of Z.

D. Calculations for B2 {ffi )

A minimal resolution of IH can be found on page 253 of (21. It is

periodic and has the form

d d3 d2 d €

->- Z(H
2)e

Z(IH
2
) C SZ(IH

2)c'-Z(TH2)b
E9 Z(1H

2)b'
->- Z

where

d3 (e) = (y-1)c - (yx-1)c'

d
2
( C ' ) = (yx+1)b + (y-l)b'

3.D.1 :

2 2 2 i - 1_1
d2 (C ) = (1+y+y +... +y +... +y )b - (x+1)b'

d
1(b')=

(x-r l l a

d1 (b) = (y-1) a.

We can use 3.D.1 to calculate Tor groups explicitly in this case. The

only ones we need are for the group of order 8 where the results are

given by the table.

Tor 0 Tor1 Tor
2 3Tor

Z++
Z2

Z/2 + Z/2 0 Z/8

3.D.2:
+-2 2/2 Z/2 2/2 0

2-+ 2/2 2/2 Z/2 0

2
--

Z/2 2/2 2/2 0

F
4

F
4 F4 0

§4. Evaluating the Swan obstruction for the groups Q(4p,q,1), p,q odd

primes.

In this section we calculate the Swan obstruction for some of the
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groups Q(4p,q,1). We begin in 4.A. with partial calculations of the

local defects. The method is to do it separately for each p-block and

the maximal orders associated with it. As the methods and the results

are rather technical they are summarized in Table 4.A.11. Using 4.A.11

the reader can skip to 4.B. where the Swan obstruction is calculated

for these groups. Finally, in 4.C we give examples of specific calculat-

ions chosen mainly to illustrate the types of complexities encountered.

In particular, these examples imply all the results mentioned in the

introduction.

A. The local defects.

The p-blocks have the form

4 .A.1:

where C

(a) C (Z/p) x TZ/2 x Z/2

(b) L(Z/p) x TZ/ 2

" J\

(Zp (P
q
) ) 2 and t

2 A
Zp' Z (p) or -1, while L Z

P q P

-'\ -1
M2 (Z (p +p )

P q q

The second case occurs in C and L if pV _ -1 (q) for some v, and the

third case occurs otherwise.

Lemma 4.A.2: The non p-primary part of the local defect of a block of

4.A.1. is

-1F (p +p )
p q q

in cases 2 and 3 in C or Land F in the first case.
p

A

Proof: Let R be the maximal order for 4.A.1 in ( ). Then R contains
p

N = Z/2 x TZ/2 or L(Z/2) as a direct summand, and

R N &> M

where M is the maximal order in C (pp) x TZ/2 x Z/2 or \8l L (pp)

Let J be the Jacobson radical of the block B, then
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B]J - N/J

and hence the local defect C away from (p) for B is obtained from the

diagram

£ o i

4.A.3: .k/J' B/J .J:..-... (J1 6:,ult)/J"

t
PZo

.A'/J'-----> ul(/J'"

Thus, factoring out by imB/J simply identifies N/J with its image

under P2 0 £0 i in M/J. Finally, observe that any element in one of

the Jacobson radicals is p-adic so contributes only p-torsion to the

local defect.

At 2 the situation is slightly more involved.

There are 3 types of blocks.

(a)

(b)

(c)

Here C is 2 or 4p,q

"of Z (p ).
p p

"copies of Z2(Pp'Pq ) and Cp is one or two copies

Lemma 4.A.5: The local defect for the block Z2(m
2)

is Z/2 and the

generator corresponds to <3> at the trivial representation (hence is

in the T) .

(This may be directly obtained from the calculations of (6), [a).)

Lemma 4.A.6: The 2 primary part of the local defect for a block of

4.A.4 (a) is zero.

Proof: A block of type 4.A.4 (a) has a maximal order
t't " ..where v is one of Z2(P ,P ), Z2(P +p -1 p) z (p P +p-1) or

p q p p 'q' 2 p' q q

,..Z ( + - 1 ) Th t . d f h .2 Ppq Ppq . e wo l empotents or t ese representatlons are



1
2
a

2
(y -1)

(a, 0) ,

1
e , 2

then

e
+
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Suppose C
p,q

,1\

(Z2 (p ,p i i . and take
p q

similar argument holds in case C =

h
of Z2 which form the centers

are all obtained as norms of

+ 2a 0 0

D r)0 I + 28 0
2e

I0 0

0 0 0

which has the image (N(l + 2a) ,1). But since the 4 possible extensions

are all unramified, the units of the center

'"units in Z2(P ,p ), and 4.A.6 follows. A
" P q 4

(Z2 (p ,p )) .
p q

Finally we evaluate the local defect for 4.A.4(b)

Lemma 4.A.7: The 2 primary part of the defect for 4.A.4(b) is

'"(Z (P
2 p

-1 +
+p ) 1m) •

p

C x Z/2 (t
2

= 1),
p T

The generators come from the representation

and are represented by units of the form 1 + 2V.

The

C =

relation with the maximal representation in the block is,

(p )
2 p

in case

and in case

+ (a + a ) (1- 1)

C

1 + 2(a + a)

1 + (a + i [3) (1 - + 2(a +1)'

Remark 4.A.8: The non-triviality of the local defect in this case is

crucial to the calculations, as without it it would be routine to evalu-

ate the Swan obstruction. Thus the reader is advised to check the proof

of 4.A.7 most carefully.

Proof: The maximal order for 4.A.4(b) is

4.A.9: M
2
(ff) + E9 M

2
(en e M

2
( 11)

" A -1
when, in case C Z2(Pp) = Z2(Pp + Pp )p

17' = A -1
Z2(P4p + P 4p)
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while if

Also

c
p

Thus

M (Z/2(P + P-
1
»

2 p p
or

writing it in filtered form.

The 2 primary component of SL
2(F) =c : )= Wand since we are

only interested in 2 torsion it suffices to analyze the image of

e(y-l) 2
+ e' 2 + e" (y- 1 ) + 8'" 2 (y- 1) 8 (iv) ]

+ 4 + ••• •

Next, using the idempotents
1
2

we find that

4. A. 10 (a/ 2 x a/ 2 x a/ 2)
m m m

surjects only the 2 primary defect. Then we use in turn each of the

5 remaining generators (y-l) ,2, etc., to obtain alltthe relations in

4.A.l0 and complete the proof of 4.A.7.

We summarize the results of §4.A in the following table
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4.A.1l: TABLE

(p+O-l»(Z/qx
TZ!2)

F (0+p-1 ) ,
qpp qpp

Block

Zp(Zip '/TZ/Z)+

Zp(Zip XTZ/Z)
A +
Zg(Z/q XTZ/2)

Zg(Z/q X
T
Z / 2 )

A -1
M
Z
(Z (0 +0 » (Zip X

T
Z/ 2)p q. q

Defect

Zip

zip

Z/q

Z!q

F (0 +0-1)
p q q

-1 -1 +F2(0 +p ) x Fo(O +0 )
q q - q q

Representations

++ - + -1 +
Z ,Z ,MZ(Z(o +(0 »p p
+- -- -1 -Z ,Z ,M2(Z(P+0»p p
++ -+ -1 +Z ,Z ,MZ(Z(pq+Oq»
+ + -Z- ,Z ,MZ(Z(P +p »

q q

M
2(Z(P

+p-l»+ MZ(Z(O +p-l»-
q q q q

-1 -1
M4(Z(P +0 ,0 +p »

p p q q

M
2(Z(P

+p-1»+
p p

MZ(Z(O +0-1»-p p

M
4(Z(P

+0-1, P +p-1»
p p q q

MZ(Z(P +0-1» +
p p

M2(Z(P +0-1»- W
p P P

MZ(Z(O +0- 1»+
q q

-1 -
MZ(Z(O +0 » W

q q q

A

ZZ(Ha)

Z (p )CZ/p)
p q

....
• (p ) (Z/a)q p -

x 11

T 8 t" = -1
'/ II
T 8

t" =-1

Z/Z

• -1
F (0 +0 )
P q q

• -1
F (0 +P )
q p p

z++ +- -+
Z /JlZ Z , ,

W
q p,q

W W
P p,q

o -1 -1M
4(Z(O

+p , p +0 »
p p q q

p,q
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W is the order in
r

x IH
ST 2
t

and W is the order in
p,q

'l2 (P
p q

) X
T
lH
S 2
t

B The Swan Obstruction.

Let us consider 'l2 (12,5,1). The local defects may be presented in

an array as follows

4. B. 1 : 2/3

2/3

E(B (E))
3

E (B
3
(E)

2/5

z/s

E(Bs(H))

E(B
s
(JH )-)

Fg
• 2
Z/3(y = -1)

• 2
Fg(y =-1)

2/2 E(B
2(Z2(o3)

(ll 2))

F4x (Z/Z)2 = E(ZZ(OS)(E
Z))

Z/s

• 2
Z/s(t -1)

• 2
Z/S(t -1)

The last 2 rows correspond to the blocks of type 4.A.4(b) and 4.A.4(a)

respectively, which at odd primes are obtained from the blocks of type

4.A.1(b) with y2 -lor 4.A.1(a) respectively.

Remark 4.B.2: Lemmas 4.A.2 and 4.A.S together imply that im T is precise-

ly the first row of 4.B.1, and we have

Lemma 4.B.3 : The units in row 2 of 4.B.1 may be identified with the

corresponding units in row 1 on factoring out by global units.

Proof: Take the 910bal representation

-1 -
MZ(Z(p

S
+ Ps » . Its units go to the generators of Z/S in row 2,

to some elements in F
4

x (Z/Z)2 and to F g. But the corresponding units
-1 +

of M
2(Z(P S

+ P
S

» hit FS on row one and are identified with the images
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-1 -
of M2(Z(P S

+ Ps I) in rows 3 and 4. The same argument works for

Thus, since the Swan obstruction is in we may ignore the

first two rows in 4.B.1. But these rows contain all the information from

which giveM.
l

the 4 copies of Z. Now, by 2.B.S, the only remaining

torsion give it only for 2,3, or 5

We now describe the Swan obstruction. Choose periodic resolutions

of B3 (IHI , B
S
(IH) , B

2
(lH), which can all be chosen of the form

... € ...Z 1\2 1\2-+ 1\ -+ -+ -+ 1\ -+ Z and otherwise, on the higher blocks the re-p p
solution locally are

id

G>

id

id

Now, the complex of maximal order is

(i-I) (i-1)
(a) :!l :!l-----.j)

'"' (i-I) G
4.B.4 fl! Jl

=(Z-(Pp:
-1

:)-1))
Pp )

:b) M2(Z(Pp + Pp
= /I. , 6

and

eII ---"":'--+1/1.

Eo
/I.id

idII --=::'-----+. /I.
G.
/I. ---=='--

Then, using §2.C. we have 0
4(Q(12,S,11)

given by

4. B. 5 * * *
* *

2-p _p-1
2-P3-P3

-1
5 5

2-0 -p-]
3 3

2-p _p-1
5 5

2 2

1 1
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-1 and on F
3,

2 = -1 so 2-0 _0-1=_0-1(03_1)/(0 -1)
5 5 5 5 5

Also, at level
2

4. 05 + -1 has norm

which is congruent to 2 mod the
2

At level 5 note that 05 +

notation of 3.B) which, at the

maximal ideal over 5.

the image of z2 + yz-2 (in the

maximal representation goes to

I
2 -2

Os 0 o 0
S

0 -2
0 2

Os Os

\ -2
0 2-OS Os 0

0
2 -2

-OS 0 Os

and the determinant of this is

At level 3 and in the 2 local part

2 -2
z + yz

-2
+ Ps

-2
Ps

-2
Ps

and so using
2 - 2

(05 + lP5 ) we change the obstruction to

* *

*
-1

-2 + Ps + Ps
1

1

1

-1 2
(Ps + Ps )

*

*
-3

1

1
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Actually, the procedure outlined above is general and we have

Theorem 4.B,6: In E
p

$ E
q

• E
2
the lift of the Swan obstruction (04)

for can be chosen to be

* * *

* *
-1

illl(-2
-1

im(-2 + p + P
q

) + Pp + Pp )
q J

1
1

C. Examples.

1

-1 2P
q

) (p +
p

1

-1 2
Pp )

Proposition 4.C.l: The Swan obstruction for m

zero.

11(12,13,1) is

proof: In Z(PI3) the ideal (3) splits as (3) = PI P
2

P
3

P4 and these

-1
are interchanged in pairs by conjugation. Hence the image of -2+P I 3+P I 3

-1
at the 2 primes over (3) in Z(P

I 3
+ P

1 3)
are respectively

and
2

-2 + P
13

and we have

1 ,

- 1
hence 1 + P 1 3 + P

1 3
2 -2

is a square in F
2 7

and similarly for I+P
I 3+P I 3

Again 33
th

_ -3(13) so -3 is a square but not a 4 power mod (13) •

Note in partiCUlar that 2 is a primitive generator mod (13) and
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-1 10 _
(P13 + P1 3) = -3(P 1 3-1). Now use the unit

to a square and sets -3 - 1. The only remaining obstruction is

M2(Z(P 1 3
+ Since it is a square it leaves

at level 5. But this is a square in each F
2 7

.

( 1 equal

Hence, an odd multiple of 03 (1H) is

gonal, free representation of

hence 20
3
(m ) 0 and 4.C.l follows.

In marked contrast to 4.C.l we have

trivial.

in 0 (8)

But there

(see e.g.

is an or tho-

Proposition 4.C.2: The Swan obstruction for the group

is non-zero.

Proof: We begin by noting that all global representations at levels 4
--- 2
and 5are quaternionic atQ) . This is evident for 'll(P

4p)
x
Tz/2It

=-1,

and proved in [11] for the faithful representation. Hence, the global

units which occur for them must be positive at all infinite places.

The centers in question are

Z x Z/2.

Lemma 4.C.3:

finite places,

N(P5 +

b. The positive
-1

l os )}

c. The positive elements of V (K
3)

are

Proof: Consider the units of as compared with those in the max-

imal real subfield lJI(p +p-l). By the Dirichlet unit theorem the ranks
n n

of the torsion free parts are equal, and H. Hasse (7] has proved index

(torsion free part V(IJI(p + p-l»)) in (torsion free part V
n n

is 2 if n is composite, and one if n is a prime power. In particular,
-1

for n = 4p the extra unit V has the property V = iv. Hence, Pp + ip
p

represents this extra unit. Clearly, its norm is positive, and evidently,

a nOQ.-square. This proves (a).
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To show (b) we check the signs of the quotients p + lP-1/ p
j +

p p p

lP-j = A.. These are invariant under conjugation, so contained in the
p J

real subfield, and we easily check that the signs are independent for

a suitable subclass of them. Thus, the A. and N ( v) generate V (K
2
) up

J
to odd index, so (b) follows.

(c) is similar,
-1 -1+15'

has - 1. Hence,but easier. Ps + Ps norm
2

the signs of its infinite embeddings are (+,-).

We now return to the proof of 4.C.2. Look at the level 4 and 5 part
2

of 4.B.6. An element A. changes
J

- 1 - 2
(P S + Ps ) to

-1 -2 ... 4
(P

S
+ P

S)
(A).

But in F g
-1

(P
S

+ P s ) has order 8 since taking norms gives

4.C.4: - 1

Thus, the only possible element for removing
-1 -2

(P
S

+ P
S)

is
-1 2

(P S + Ps )

to a 1.

in U (K
3).

But at 5 this

units to convert this -1

is 4 =-1 (5) and these are no remaining global

4.C.2. follows.

For the Swan obstruction was non-zero in levelS. Our

next example shows the obstruction can also be non-trivial in level 3.

Proposition 4.C.S: The Swan obstruction 03(ll) for t)(12,7,1) is non-

zero.

1\
Proof: Referring to 4.B.6, and noting that

we apply a calculation analogous to 4.C.4 to show

of °3 (Il) is represented by

..
has degree 6 over t)3'

that an odd multiple

4. C. 6:

*

*
- 1

* *

*
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We must, as before, study units, this time for K
4-1

and K = ( P + P28). We have
S 28

Lemma 4.C.7: a. The units of K
4
are generated up to odd order by

-3
P7 ' -1.

b. The positive units in are generated by
2 -1

(U (K S ) ), N ( P7 + 1 P7 »

(a) is well known, see e.g. (3), and (b) follows as in 4.C.3.

in 4.C.6, as we easilyNow, we cannot use -1 to cancel the -1
-1

check. Moreover, the effect of N(P
7

+ lP
7

)

ed, and the remaining positive units of K
S
'

Hence, the only remaining candidates are P7

at E
2

being
-1

+ P7

has already been not-

squares, have no effect.
3 - 3

P7 + P7 . However,

a calculation analogous to 4.C.4 shows

from F2 7 to F
3

and 4.C.S follows.

Remark 4.C.8: A similar calculation in the case of f(12,11,1) shows

g(E) is non-zero in this case as well. As the details are similar to

those in 4.C.3, 4.C.S we omit them.

so restriction shows its Swana subgroupas

f 0 are Q(12,S,1), Q(12,7,1),

Remark 3.C.9: In view of Wall's result that all remaining p-hyperelement-

ary periodic groups of period n have 0n(H) = 0, we see that for hyper-

elementary groups of order less than 280 IQ(20,7,1) I the only groups

Q(24,S,1) and Q(12,11,1).(Notewith a (ll)
n

that Q(24,S,1) Q(12,S,1)

invariant is non-zero.)

In addition, we obtain an infinite number os composite groups with

non-trivial Swan obstruction, for example f(12,S,q), 11(12,Sq,1l etc.

But at present we don't have an infinite number of groups Q(4p,q,1) for

which the obstruction a
3
(ll ) vanishes.

Remark 4.C.10: The theorem in the introduction follows from 4.C.9 and

Wall's results (22).

Remark 4.C.11: Further progress in these questions would seem to in-

volve identifying some odd index subgroups of V (f (p p) ) and
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but these appear to be very difficult problems.

Stanford University
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THE CAPPELL-SHANESON EXAMPLE

by R. James Milgram,

Stanford University

Introduction

In this note we shall be considering the quaternion group

Q
8

= {x,Ylx2=y2= (xy)2}, denoting it by 1T. From [6J we have that

KO{ZZ (1T)) = ZZ/2 with generator the Euler characteristic of the trivial

ZZ(1T)-module 2Z/3, which we denote <3++>.

From e.g. [5] we have that = ZZ/26l2Z/2 with a

canonical non-zero class [A] given by the image of the non-trivial

class in H (2Z/2;KO(2Z(1T))) in the Ranicki-Rothenberg exact sequence.
ev 3
Now, 1T acts freely on S , and in [2] Cappell and Shaneson

prove that the surgery obstruction in of the map

1.1 1 x f : S3/ 1T x K4 j+2----+S3/1T x s4j+2

is non-trivial, and given by [A], with f representing the

simply-connected Kervaire problem. However, their proof proceeds by an

intricate "peeling" argument, and it has seemed desirable for a number

of reasons to have a purely algebraic proof of their result.

In the current volume Jim Davis' paper [3] is concerned with

this question, and provides a general recognition principle by which

one can decide if a symmetric Poincare strueture on a chain complex

(necessary for the application of the surgery product formula of [7])

is "geometric". Also Hambleton and Ranicki in as yet unpublished joint

work have obtained other algebraic proofs based on "peeling".

In this note we first construct a 3-dimensional chain

complex C* of f.g. free Z(1T)-modules and a chain equivalence
3-*

¢ : C ---+C*. We then analyze the class of ¢ in ZZI8l 2Z(1T) (C*I8IC*) and

note that this class determines ¢ up to chain homotopy. Comparing this

class with that of the diagonal chain map gives that ¢ is the base map

of a suitable symmetric Poincare structure on C*, so taking the product

of (C*,¢) and the algebraic Kervaire problem gives an explicit quadratic

Poincare complex whose surgery obstruction is that of 1.1.

This problem is then quickly evaluated (the procedures used

here may have independent interest) and the Cappell-Shaneson example

is the result. Indeed, by way of illustrating this last comment the

final section indicates how to extend these results to the remaining

compact space forms.



160

A. The complex C* and the map ¢

There is exactly one chain homotopy class of finitely
. f 3generated free chain complexes wlth the homology 0 S

(since the set of such classes is given by = {I},

with T the Swan subgroup, see e.g. [4]). A representative is given in

[lJ and is specified as follows

A.l i C. Generators ;)
1

0 a 0

1 (TI) b (x-I) a

b' (y-l) a

2 C (l+x) b - (y+l) b'

c' (xy+l) b + (y+l) b'

3 e (x-I) c - (xy-l)c'

Then C* is specified by the formulae

A.2

S(c'*) = -(yx-l)e*

$(b*) = (1+x 3)c* + (yx+l)c'*

8(b'*) = _(y3+1)c* + (x 3-1)c'*

a(a*) = (x 3-1)b* + (y3_1)b V*

3-*
The chain equivalence ¢:C is given by the equations

A.3 ¢(e*) = a

¢ (c*)

¢(c'*) = -(yb+b')

¢(b*) = (yx-(y3+1) (l+x))c' + (2y3_y)c

¢(b'*) = x-lc'

¢(a*) = ( 2y 3_y ) e
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B. ¢._is the beginning map in the Nishchenko-Ranicki symmetric structure

on s3/TI

The set of chain homotopy classes of chain maps

¢ : c 3- * ) c,

is in 1-1 correspondence with where acts on

via the diagonal map

B.l /':, : ('TT) -----+) (TI) (TI)

This is well known, see e.g. [7].

Proposition B.2 = with generators A,B (say)

and the projection induces an injection

p* :

Proof: There is a spectral sequence converging to

wi th

Ef,j = Hi

so E
2

. f a only for j = 0,3,6. Noreover = 0, so
1, J

d 4 = a : and is given as an

extension
i

B.3

where EO,3 = and E3,O = Noreover i in B.3 is the map p*"

To determine the extension in B.3 note that the geometric

diagonal S3 x S3 is TI-equivariant, sc that there is an

algebraic chain approximation such that the diagram below commutes

C*
d#

>

B.4 I;J01 1pr-;

d#

)

But H3(C*) = = Z'., with PO* multiplication by 8.

On the other hand sends the generator e to

+ and B.2 follows.

[]
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Corollary B.5 The map ¢ defined in A.3 is chain homotopic to the map

corresponding to the diagonal in B.4. More [¢] = d*(f) where f

is a generator of H3(LZ®LZ(TI)C*),

Proof: It suffices to show that [¢] E H
3
(C*®C,.) is d , (e) from B. 2. But

this is the case if and only if

3
(¢),. : H

is dual to (¢),.: H
O
(C) (e) and both are isomorphisms. This is

easily checked and the result follows since the desired symmetric

structure on C* restricts to the class of the diagonal map in degree O.

[]

Remark B.6 In this case the class of the lifting in B.4 determined the

class. In general this is not true as there may be many classes in

Hn (LZ®LZ (TI) (C*0C*) which lift to the same class in Hn (C*0C*). (Here

/'
"class" means d#,d# and "lift" multiply by the order of TI).

[]

C. The evaluation of the surgery obstruction for 1.1

Proposition C.l Let T be a finite 2-group, and suppose C*,D* are

finitely generated free LZ(T)-module chain complexes, with a chain

equivalence A# U LZ/2®z;; (T) C* and LZ/2®LZ (T) D* both have trivial

boundary maps then A# is an injection. Moreover, for each i Di/imAi
is a finite odd torsion module.

Proof: Since A# is a chain isomorphism

is an isomorphism, but since LZ/20
LZ

( T ) d = 0 in both complexes it

follows that

LZ/2®A# : LZ/20?2 (T) C i LZ/20LZ (T) D i

is an isomorphism for each i. Now apply Nakayama's Lemma and C.l

follows.

[ ]

Corollary C.2 Let be the (4i+2)-dimensional quadratic Poincare

complex over LZ with Kervaire invariant 1,

D. 0 for j f 2i+l
J

D2 i +l = LZEIl?2 --?D2 i +1 = LZEIlLZ ,

and consider the product (4i+5)-dimensional quadratic complex

C.3
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The chain equivalence

C.4

is an injection in each with odd torsion c8kernel.

Proof: A direct application of C.l.

[]

In dimension 0

-1

-1+2y-y J )

3

( 2y-y

while in dimension 1

3 3 3x +2y-y x

2y-y 3 3 3

¢2@\)!*
x +2y-y

Al ¢l@\)! -

0 0

0 0

* *

* *

x+l 1

x x+l

Hence the order of an odd torsion quadratic form representing the

surgery obstruction of the product (C*@D,¢@\)!) is

2 3
det(¢l@\)! - - ¢ @\)!*)

where det(8) means the class cif 8 in K
J

(Q (1T) ) . Restricting to the

five irreducible representations of 1T we have the table

Representation ++ +- -+ Q

C.S 1. 0 1 3 1 3 73

Al 9 -3 1 -3 73

Hence the form in question is represented by a torsion module of order

9 at the trivial representation and 0 at all other representations.

Since the form is SKEW SYMMETRIC this must be LZ/3lBLZ/3 with each LZ/3

a torsion lagrangian.

But this torsion class exactly represents the image of the

class <3++> from H
e v

( LZ / 2 , Ko ( LZ ( 1T ) ) ) in and we have proved that

the surgery obstruction for 1.1 is non-trivial.
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D. The algebraic evaluation of the surgery obstruction for other space

forms

Let T be one of the groups 20/2
111 or

2n-2 2 2
Q2n = {x,y I x y = (xy) }, so that T acts freely preserving

orientation on the sphere s2m+l in the first case or s4n+l in the second.

Each such action corresponds to a finite chain complex with the chain

homotopy type specified by the first k-invariant Ki +1 of

the resulting quotient SJ./T. (See e.g. [4] for discussion and references).

For these complexes C(T,K
m+1

) Proposition B.2 generalizes,

and the only change in the statement is

D.l p* (el:H + l®e) = IT IA
D.l together with C.l provide an effective method for determining the

obstruction. When T 2O/2m here is the result.

Proposition D.2 Let T = 2O/2m and suppose C(T,IJ 2n+ 2) is the 2O(t)-module

chain complex of dimension 2n+l

20 (T)
xU-l z l: x-I l:

----'>" 2O(T) ... ----t2O(1) ---+20(1)
x-I

20 ( 1 )

2n+l-*
with Poincare duality chain equivalence ¢;C(T,u 2n+ 2)
for some unit u in the ring 2O/2 n. Then

a. EQ£ n+l odd 0((C(T,u 2n+ 2) ,¢)®Kervaire)

b. For n+l

non-trivial

ho e L2n+3 (20 (1))

Proof: The geometrically induced ¢ is such that ¢o = id. and

¢ - (_)n+l. i d. Hence a suitable is given by the table2n+l - 'I'

D.3

dimension

o
1

2

3

4

5

6

7

2n

2n+l

¢

id

l+x+ ... +xm- u- l

(m-u)

-(m-u)x- l

-(m-u)

(m-u)x- l

(m-u)

(_l)n+l(l+x- l+ ... +x-(m-u-l))

(-1) n+l
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Moreover (C*,¢) satisfies the conditions of C.l, so

D.4

satisfies the hypothesis of C.l as well. Hence the answers come from

evaluating the alternating product of the images in Kl of the

(¢il8llj; - (-1) n+l¢2n+l_il8llj;*) through dimension i = n ,

otherwise. The result is alternately

The matrices which appear

in 1, and

This calculation is direct.

in degree D, ( 0 u-l
-(I+x+ .. +x )(

(

l_x- l

u -1
-x

D.5

1 )-1
l-x

t
2 -1 -2 1u (l-x +x )

u-l 2(l+x+ . . +x )

u-l 2{(l+x+ . . +x )}

n+l even

n+l odd

are

odd case clearly gives o. For the even case we check at the trivial

representation and the -1 representation r_(x i) = (_I)i obtaining

D.6

which represents the non-trivial element in
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A Nonconnective Delooping of Algebraic K-theory

by

*Erik K. Pedersen and Charles A. Weibel

Abstract: Given a ring R. it is known that the topological space

BGl(R)+ is an infinite loop space. One way to construct an infinite

loop structure is to consider the category of free R-modules. or

rather its classifying space • as food for suitable infinite loop

space machines. These machines produce connective spectra whose

zeroth space is ZXBGl(R)+ In this paper we consider

categories .. f:. (t:) •••• of parametrized free modules and

bounded homomorphisms and show that the spaces

are the connected components of a nonconnective

a-spectrum with .. Ki(R) even for negative i.

Introduction.

Given a ring R. let f be the category of finitely generated

free R-modules and isomorphisms. Form the "group completion"

-1category f: f:
-1space Bf is

of f: (see [G]); it is known that its classifying

the algebraic K-theory space BGl(R)+ XZ • The purpose

of this paper is to produce a nonconnective delooping of BGl(R)+

XKO(R) by using the parametrized versions ) .. f • ) •••• of

f given in [Pl. Our main result is this:

Write Bi for the classifying space of the category

• except that Bo .. BGl(R)+ • Then the spaces Bi are connected.

and for i 0 we have

* Partially supported by an NSF/grant



"-
Thus the sequence of spaces Bi
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BiXK_ i (R) forms a nonconnective

"-
O-spectrum I! with homotopy groups

i any integer.

In particular. the negati.ve homotopy groups of i

K-groups of Bass (B].

are the negative

Actually. we work in the generality of a small additive

category /I.. rather than just wi th the additive category of

finitely generated free lR-modules. For example. one could take (P.

the category of generated projective R-modules. The

category (p is

same spectrum

the idempc,tent completion of and we

-1we replace by (p. Note that BI: g

recover the

is BGI(R)+

XKo(R) • where I: is the category of isomorphisms in (p.

Given /I.. we consider the additive categories ei(/I.) of Zi_graded

objects and bounded homomorphisms (see section 1 for details). If

/I. • this definition specializes to the groups e i of

the idempotent completion of e i (/I.) and let

(P] •

•

"-
Let e

i
be

It be the
"-

subcategories of isomorphisms in /I.. e i and e i

second result is this:

respectively. Our

Theorem B.
"-

Write B i for the classifying space of the category

for the classifying

= B.
1

space of -1C. C.
=1 -1.

Then

"-
• Bo • "group completion"

The connected component of Bi is Bi (except for i=O ). and the

sequence of spaces is a nonconnective O-spectrum. In

particular. B.
1
is an i-fold delooping of )+

the

The outline

definitions

of

of

this paper is

the Zi_graded

as follows. In

categori e i (/I.)

section we

In section

give

2. we

recall the passage from categories to spectra. and review the main

points of Thomason's paper (T] that we need. In section 3. we prove

Theorems A and B.

The authors would like to thank Bob Thomason for his lucid

exposition in [T]. which clarified a number of technical points.
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The second author would also like to thank the Danish Natural
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1. The categories e i •

In this section we give the definition of the categories ei(A)

associated to a small additive category A. We also review the

notions of filtered additive categories and of the idempotent

completion of A for the convenience of the reader.

Definition 1.1. An additive category A is said to be filtered if

there is an increasing filtration

Fo(A,B) F 1(A,B) ••• Fn(A,B) •••

on Hom(A,B) for every pair of objects A,B of A. Each Fn(A,B) is to

be a subgroup of Hom(A,B) and we must have V Fn(A,B) Hom(A,B). We

require 0A and 1A to be in Fo(A,B), and assume that the composition

of morphisms in Fm(A,B) and Fn(B,C) belongs to Fm+n(B,C). We also

assume that the projections A$B A, and inclusions A A$B and

coherence isomorphisms all belongs to F o

that has filtration degree d.

If is in Fd(A,B) we say

The reason for concerning ourselves with filtered categories is

that the categories e i come with a natural filtration. Of course

every additive category has a trivial filtration, obtained by

setting Fo(A,B) = Hom(A,B).

Example (1.1.1). Given a Z-graded ring A such as R[t,t- 1), let A

be the category of graded A-modules. We can filter A by legislating

that homogeneous maps of degree have filtration degree d.

We now give our definition of the filtered category ei • Let the
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distance between points J .. (jl ••••• i i ) and K" (k 1 ••••• k i) in z ' be

given by

UJ-KII • max Ijs-ksl
s

Definition i.!...:.1l. Let I!. be a (filtered) additive category.We

define e i (I!.) to be the category of Zi_graded objects and bounded

homomorphisms. This means that an object A of e
i
is a collection of

objects A(J) in 11.. one for each J in Zi. A morphism ¢ A B in e i

of filtration degree d is a collection

"'(J.K) : A(J) B(K)

of II.-morphisms. where we require "'(J.K) .. 0 unless IIJ-KII :e; d. If I!.
is filtered. we also require each "'(J.K) to have filtration degree

:e; d. Composition of '" • A B with B C is defined by

.. I
K

Note that composition is well-defined because only finitely many

elements in this sum are different from O. It is easily seen that

Example (1. 2.1). If 3 is the category of finitely generated free

R-modules (with trivial filtration). the category e i(3) is the same

as the category ei(R) constructed in (PI. In that paper it was

proven that

i 0 •

This indicated that e i + 1
might be a delooping of K-theory. and was

the original motivation for this paper. That it cannot be exactly

the case follows from (1.3.1) below.

Example (1.2.2). Since e i (I!.) is filtered. we can iterate the

construction. It is easy to see that

However. if we forget the filtration on e j ( lI. ) this is no longer the
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case.

Remark (1.2.3). If V is any metric space, we can define a category

in a way generalizing the case V • Zi. An object A of is a

collection of objects A(v), one for each v in V. subject to the

following constraint: for every d > ° and v • A(w) ¢ ° for only

finitely many w of distance less than d from v. Morphisms are

defined as for It is easy to see that if V lR i then is

naturally equivalent to its subcategory shows that the

difference between and is the rate of growth in d of the

number n(d.J) of points K within a distance of d from J.

Example (1.2.4). If we take V = {O.1.2 •••• } then we will let

denote This is the full subcategory of whose objects

satisfy A(j) = ° for j < 0. Similarly, if we take V = {O.-1.-2 •••• }.

we will write for We can identify n with

in the obvious way.

There is a shift functor T : sending A to TA

with TA( j) = A( j-1). and T restricts to an endofunctor of

There is an obvious natural isomorphism t from A to TA in both

and We include the following result here for expositional

purposes. and will generalize it in section 3 below.

Every object of is stably isomorphic to 0. In

particular. the Grothendieck group is zero.

Given A in let That is.

B(j) • A(j)(DA(j-1)(D ••• (DA(O). It is clear that A(DTB" B.The result

follows from the observation that t B :! TB is an isomorphism in

(1.3.1). If i ¢ 0 then every object of is stably

isomorphic to 0. In particular. • 0.

Proof. By (1.2.2) we can assume that i. 1. But every object of
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e l can be written A+$A_ with A+ in e+ and A

a quotient of Ko(e+)$Ko(e_) o.
in e

Here is a quick discussion of idempotent completion, as applied

to the e i construction.

Definition (see, e.g., [F, p.bl). Let !l. be an additive

category. The idempotent completion ii of !l. has as objects all

morphisms p A A of !l. satisfying p2 .. p. An ii-morphism from PI to

P2 is an !l.-morphism from the domain Al of PI to the domain A2 of
....

P2 satisfying ¢ .. It is easily seen that !l. is an additive
....

category and that Hom(PI,P2) is a subgroup of Hom(A 1,A2). Hence!l.

inherits any filtered structure that !l. might have. There is a full
....

embedding of !l. in !l. sending A to 1A; if this is an equivalence ogf

categories, we say that !l. is idempotent complete.

Example (1.4.1).

free R-modules is

R-modules.

The idempotent

equivalent to

completion of

the category

the category j' of

of projective

Lemma (1.4.2). The

idempotent completions

ei(ii).

categories !l. and e i (!l.)

ii and ei(!l.). Moreover,

are cofinal in their

ei(!l.) is cofinal in

Proof. This is an easy computation. For example, if p is an object

of ei(ii), define q by q(J) l-p(J). Then p$q belongs to ei(!l.).

To compute the K-theory of !l., we need to know which sequences

are "exact": a different embedding of !l. in an ambient abelian

category will result in a

(see [Q). In particular,

different family of short exact sequences

we cannot talk about Kle i (!l.) unless we

know which sequences in e i are "exact". It is not clear what the

notion of "exact" should be, unless either (a) all exact sequences

in !l. split (we insist the Same is true of e i), or (b) !l. is embedded

in an abelian category 1 closed under countably infinite direct sum

(for then e i is embeddable in 1). In either case, it follows from
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(1.4.2) and Theorem 1.1 of [Gr] that

Note that our proofs of theorem A and B only apply to situation

(a) •

Example ll:2.l..

1:: 1 (/P given by

Let p be the idempotent natural transformation in

Given an

constant

(P-)A A A p_(j,k) V if j - k 0
-7 .

otherwise

object A of !l.. let A denote the image of p on the

object A(j) - A of I:: I (!l.) • Thus A_(j) . 0 if j > 0 and

A_(j) - A if j o. The map t is an endomorphism of the constant

object A:: TA; write s for the restriction of p_t to A • Then

I-s : A -7 A is both a monomorphism and an epimorphism in 1:: 1 (!l.),

but not an isomorphism. This is because its "inverse" I;sn is not

bounded. In particular, 1:: 1 ( !l. ) can never be an abelian category, even

if !l. is.

We conclude this section with the following result, which

provides motivation for our Theorem B. It is also a consequence of

Theorem B. Since we will not use this result, we merely sketch the

proof.

Proposition If all short exact sequences in !l. split, then

Sketch of proof.

terminology.

This is proven in section of [P), modulo

First of all, we can assume that !l. is idempotent complete and that

i- 0 by (1.4.2) and (1.2.2). The map from Ko(!l.) to KII::I(!l.) sends

the object A of !l. to the shift automorphismt of the constant object

A(j) - A of el(!l.). The map : KI(I::I) -7 Ko(!l.) is defined by sending

the class of a E Aut(A) to the difference (for d » 0) in KO(!l.)

2d
- [(ap a- I ) ( $ A(j»)]-

- j--2d

2d
[p ( $ A(j»]

- j--2d

If a has filtration degree less than d, one shows as in [P,(I.II»)
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that this map (J is well-defined and independant of d. Clearly the

composition is the identity on Ko(!l.). The proof of [P, (1.20)]

applies to show that (J is monic, which proves the proposition.

Example (1.6.1). Again, let be the category of finitely

generated free R-modu1es. Then for i 1 we have
A

c 0 but • • K_i(R).

Note: Example (1.6.1) follows from [PI, not from (1.6).

2. The pasage to topology.

In this section we recall various results on the passage from

the categories !l., etc. to infinite loop spaces and spectra. We

also recall Thomason's simplified double mapping cylinder from

section 5 of [TI. We urge the reader to consult [TI for more

details.

A symmetric monoida1 category is a category together with a

functor $: and natural isomorphisms

a (A$B)$C A$(B$C)

Y A$B E:! B$A •

These natural isomorphisms are subject to coherence conditions that

certain diagrams commute. We refer the reader to [Mac I for a more

detailed definition, contending ourselves with:

Example ll..:....!.l.. If !l. is an additive category then !l. is a symmetric

monoida1 category under $ direct sum. The subcategory of the

isomorphisms in !l. is also symmetric monoida1 under $ = direct sum.

It follows that (!l.) and its category ¥i (!l.) of isomorphisms are

also symmetric monoida1.
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There is a functor Spt from the category of small symmetric

monoidal categories to the category of connective O-spectra (i.e.,

sequences of spaces Xn with Xn being (n-l)-connected and with

). This functor

functor --'>

satisfies

preserving up to coherent natural

transformation a "lax" functor, induces Ii map - Spt(!)

of infinite loop spectra.

(b) The zeroth space is the "group completion" of '

the classifying space of the category

The construction of Spt is basically due to May and to Segal,

and Spt is unique up to homotopy equivalence. See [A]. One

description of Spt may be found in the Appendix of [T].

Lemma (2.2) • Suppose that --'> is a lax functor of small

symmetric monoidal categories, and that --'> is a homotopy

equivalence of topological spaces. is a

homotopy equivalence.

Proof. See (2.3) of [T].

Lemma (2.3). Suppose that is a full, cofinal subcategory of the

small symmetric monoidal category !i!. Then the connected components

of and Spt(!i!) are homotopy equivalent.

Proof. This is we11known. The point is that

coliW H. B Aut(A)

H. B Aut(B)

Lemma (2.4) (Quillen). Let i be a small symmetric monoidal category

in which all morphisms are isomorphisms, and assume that all

translations Se : g --'> are faithful. Then there is a category
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whose objects are pairs (5 1,5 2) of objects in i,

homotopy equivalent to

-1such that B§ i is

Proof. 5ee [G, p.221) or p. 1657 of [T).

Corollary (2.4.1). If h is a small additive category, let denote

the category of isomorphisms -1in h. Then is homotopy equivalent

Example (2.4.2). Let R be a ring for which Rm = Rn implies that

and let be the category of finitely generated free

R-modules and isomorphisms. The basepoint component of has

Hom(Rm,Rm+n) = Gl (R) X Gl
m+n Gl (R) m+n(R).

n

In particular, Hom(O,Rm) is Glm(R). The family of the Hom(O,Rm)

gives a map from BG1(R) to the basepoint component BG1+(R) of

The main ingredient in the proof of Theorem B is the simplified

double mapping cylinder construction of R.W. Thomason, described in

(5.1) of [T). Let be a symmetric monoidal category with all

morphi sms i somorphi sms and u §, v : strong functors of

symmetric monoidal categories (i.e. functors preserving direct sum

up to natural isomorphism). Define f = to be the

category with objects triples (B,A,C) with A an object of B of »,
and C of A morphism (B,A,C) (B' ,A' ,C ') is a 5-tuple

C$vV C'. U and V may be varied up to

where

B$uU S' and 0/12

U,V are objects of A :: U$A'$V,

isomorphism. Composition of (B,A,C) (B' ,A' ,C')

with (o/I,o/I1,o/I2'U,V) (B',A',C') (B",A",C") is given by

A = U$A'$V =
B$u(U$U) _ B"

v(V$V)$C _ vV$vV$C vV$C' C"

and direct sum in is induced by direct sum in I and We then

have
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Theorem 2.5 (R.W. Thomason [T.(5.2») Up to homotopy the diagram

is a pullback diagram.

3. The proof of Theorem and B.

In this section we prove Theorems A and B. We make the standing

assumption that is a small filtered additive category and that

is the (symmetric monoidal) category of isomorphisms of Similarly

we write and for the categories of isomorphisms of

and The idea is to show that the diagram

induces

result:

I

1 1-
a pullback diagram of spectra. and to use the following

Proposition

Proof. By symmetry it is enough to consider !;;+. Recall from the

discussion before (1.3) that there is a shift functor T

and a natural transformation t from A to TA. The category has an

endofunctor
.. n
1: T with

n=O

.. n
(1: T )A(j) =
n=O

j
Ell

n=O
A(j-n)



(Recall that A(j) - 0 for j < 0

177

00

.)We can define
n-l

n
T similarly. The

00 n
natural isomorphism t induces a natural isomorphism t from T A

n-O

00 n
to T A. But as endofunctors of we have

n-l

Hence as self-maps of the H-space we have

()O noon
1 $ T T.

n-l n=O

00 noon
1 - T) - T) 0

n"'O n .. l
This shows that B is contractible. But then is contractible

by Lemma (2.2).

that Theorem .!! imp1 ies Theorem A.
A

Since we have - K_i(R) by (1.6.1) and since translations are

faithful
A

in it
A

follows that Bi is homotopy equivalent to
A

BiXK_i(R). Since OBi - OBi' the result is now immediate.

We now begin the proof of theorem B by making a series of

reductions. Since

- -

connectedness of the Bi for i 1: 0 follows from (1.3.1). Now \;ii is
...

full and cofina1 in by (1.4.2), so by (2.3) the connected space
... ...

By construction (or by (2.4.1», Bo - is the
A

group completion of Thus the proof of Theorem B is reduced to
A

showing that OBi+ 1 - Bi for i O.

2i + 1 (/P
A ...

Next, observe that -<=1<=i(/1.> , so that
A A A A

SPt o (2i ( /I.» .Bi+ 1 - Sptoqlt «. (A.» and Bi
A

Since we can replace A. by <=i(A.) , it is enough to prove that
A A

0 B1 - B - is also no loss in generality in assuming
0

that A. is idempotent complete, since

by (2.3). In fact, by (2.3) we also have

A

o - 0 Spt o(\;il)

Therefore, Theorem B will follow from:
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Let be a small, filtered additive category which

is idempotent complete. Then 0 is homotopy equivalent to

Lemma Let be a small filtered additive category. Recall

that and are subcategories of whose intersection is Let

f be the simplified double mapping cylinder construction applied to

and Then is homotopy equivalent to

Proof. This is immediate from Thomason's Theorem (2.5), since by

(3.1) the spaces and are contractible.

By the universal mapping property of (see p , 1648 of (T),

there is a strong symmetric monoidal functor : This

functor is defined on objects by

- +,A,A ) = A-$A$A+

where A-,A,A+ are objects of and respectively. A morphism

(f-,f,f+,U-,U+) in from (A-,A,A+) to (B-,B,B+) is sent by to the

composite

A-$A$A+

Theorem (3.4). Let be idempotent complete, and let Ii: be the

double mapping cylinder of Lemma (3.3). Then the functor : g
induces a homotopy equivalence between the classifying spaces Bf and

Note that Theorem (3.4) immediately implies Theorem (3.2) by (3.3)

and (2.2). Thus we have reduced the proof of Theorem B to the proof

of Theorem (3.4).

Proof. We will show that this functor satisfies the condirions of

Quillen's Theorem A from (Q). Fix an object Y of we need to show

that is a contractible category. To do this, we use the bound d
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for e l (Il.) to filter YLI; as the increasing union of subcategories

Fil d, and show that each Fil d has an initial object *d. Therefore

Fil d is contractible; their union YLI; must also be contractible by

standard topology.

a :

The category Fil d is the

Y 4 I;(A-,A,A+) where both a and a- l

full

are

subcategory

bounded by d.

of all

Define Yd,

Yd and Y: in and respectively by setting

Yd a Y(-d)$ ••• $Y(d) in

if j < -d and E 0 otherwise

Y(j) if j > -d and = 0 otherwise.

The obvious isomorphism U

forms the object *d : Y 4

is bounded by d,

We will show that

and

* d

is an initial object of Fil d•

Given the object a Y 4 I;(A-,A,A+), we have to show that there

is a unique morphism

to

of

Similarly,

+in Yd$Yd•

restricted to Yd.

easy to see that

of

the composition

is

idempotent

-1rather in the image U (Yd)

e be ua-l(pr)au- l restricted

a- 1(A+) is contained

-1 -1ua (pr+)au

an

or

pr, pr+ be the projections

respectively. Since a-I is bounded

and

Let pr

and

is

to let

e

in

i n 1.

A and A+,

that

A-,

contained

clear

also idempotents of Yd' and it

Since Il. is idempotent complete,

onto

- + ,e_(Yd),e+«Yd »
I;(1/) .. au- l

is

is

contained in Yd$Yd,
-1 -1

e+ be ua (pr _)au

are

1/ •

it

is

Hence it makes sense

that

and

maps

e

g so

+ e + e+ .. 1.

in

e

These

Let

of I;(A-,A,A+)

by d, a-leA)

Yd e_(Yd) $ e(Yd) $ e+(Yd)

makes sense in Il.. Define to be the composite

Yd e_(Yd) $ e(Yd) $ e+(Yd)

Similarly, define maps
-1

Yd $ e_(Yd)
aD A in

y+
-1

A+e+(Yd) $ aq
I ind
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This completes the definition of the map n
in By definition of we have • ao- 1 •

- + - +(Yd.Yd.Yd) (A .A.A )

Because all maps in 6.
and are isomorphisms. it is an easy task to verify that n is

the unique map with • ao- 1 • It follows that *d is an initial

object of Fil d• Q.E.D.

An overview.

To place our construction in perspective. it is appropriate to

review a little history. The definition of the functors K_ i (R) was

given by Bass (B) in 1966 during an attempt to formalize his

decomposition of Kl(R[tl.tl1 •.•.• In 1967. Karoubi [K-l)

gave another definition of K_i(R) by defining K_i(A) for any abelian

category. A third and fourth definition of K_i(R) were given

independantly by Karoubi Villamayor (K-V] using the ring S(R) and by

Wagoner [W-1] using the subring U(R) of S(R). Happily all these

definitions were shown to agree by Karoubi's axiomatic treatment in

[K-136].

Gersten [Ger] constructed a nonconnective delooping of

then constructed

In 1971.

Ko(R)XBG1+(R)

Wagoner (W-2]

using the fact that QBG1+(S(R». Ko(R)XBG1+(R).

i + ithe Q-spectrum Ko(U (R»XBGl (U (R»

and showed that the inclusions U(R) S(R) induced an equivalence of

spectra. To our knowledge. nonconnective deloopings of the K-theory

of other additive categories besides" has not been studied until

now.

The construction in [Pj is very much in the spirit of the early

definitions of the K_ i (R). but works for any additive category.

Needless to say. an open questiom in our work is whether or not

yield a nonconnective delooping of any (idempotenl:

complete) additive category with exact sequences. A major difference

between the categories and Karoubi's categories SiA is that SA

is defined as a quotient of the flasque category CA (see [K-136j)

while may be viewed as an enlargement of the flasque category
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It would be interesting to see if the natural inclusion of

in could be made to induce an isomorphism between K-groups.
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Introduction

In this paper we develop a hybrid sort of algebra. whose morphisms involve paths

in a space. The primary purpose is to elucidate and extend the algebra with e: estimates

developed in [3, 4-6. 1]. The setting is also fruitful for investigating relationships

between the topology of a space X. and the algebra of R['IT 1X] modules.

The first section presents the definitions of geometric R-modules on a space, and

their morphisms. We show that by allowing appropriate "homotopies" of morphisms we

can recover either ordinary R['lT1X] homomorphisms of free modules, or e: homomorphisms

of geometric modules. Then we show that if K --. X is a map from a CW complex to a

space. the cellular chains of K can be seen in a very natural way as a geometric chain

complex on X.

Section two gives decompositions of R['IT] chain complexes, corresponding to

amalgamated free product decompositions of 'IT. The approach is to geometrically realize

the free product structure as the structure induced on the fundamental group of a space

X by a codimension 1 subspace Y. Then we use the equivalence of 1.1 to represent chain

complexes by geometric ones on X. Intersections of the geometric structure of the

complex with Y then show how to decompose the complex. The main purpose of this is to

illustrate the technique, which we anticipate will apply to algebraic }{ and L theory.

Finally in section three. geometric versions of the Whitehead group are defined.

These are shown to be the obstruction groups for the thin h-cobordism theorem, a con-

trolled version of the usual result.

Section 1: Geometric modules and morphisms

Suppose that X is a topological space and R a ring. A Geometric R-modale on X is

defined to be a free module R[ 5] and a map of the basis f:S -+ X. We require that

geometric modules be locall::.' finite in the sense that every point in X has a neigh-

borhood whose preimage in S is finite. So for example a geometric module on a compact

space has a finite basis.

A geometric morphism of geometric modules is defined to be a locally finite

Partially supported by the National Science Foundation
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algebraic sum of paths between generators. More specifically suppose fi:S i -+ X are

bases for geometric modules, i = Ott. A morphism h:R[SO] -+ R[S1] is a sum EmjAj where

mje:R and Aj is a path. The data for a path consists of elements xie:Si and a map A:[O,t]

-+ Xwith A(O)=fO(x0) and A(t)=f 1(x 1)' Here t is a real number Finally we require that

for each ye:SO there are only finitely many paths "j starting at y which have nonzero

coefficient.

In a morphism we allow deletion of a path with coefficient 0 (or conversely

insertion of such a path). We also identify (m+n)" with (mA)+(n,,).

We describe how to compose two morphisms. If f = Em j"iReS 1] -+ R[S2]' and g =

Enk«k:R[SO] -+ R[S1]' then fg = E(mpk)(Aj«k)' The sum is taken over all pairs (j,k) such

that the end of OCj is equal to the starting point of "k in S1' The Moore composition of

paths is used: given A:[O,t] -+ X and oc:[O,u] -+ X then A«:[O,t+u] -+ X is defined by

A«(S)=«(s) for and AOC(S)=,,(s-t) for Notice we are writing compositions of paths

from right to left, so that it will agree with the notation for composition of functions.

The composition is associative, and there is a unit (the unit in the ring times the

constant paths defined on [0,0]). Geometric modules and morphisms therefore form a

category. This is not a directly useful category because there are too many paths.

There is a forgetful functor from geometric morphisms to ordinary R-module

homomorphisms, defined by forgetting the paths. Explicitly, if h = Em jAiR[So] -+ R[S 1]

then we can define an R-homomorphism h':R[SO] -+ R[S1] by h '(s) = E i (E jm}ti• Here the

outer summation is over tie:S1' and the inner summation is over j such that the path "j

goes from s to t i•

We will define several notions of "homotopy" of geometric morphisms. The goal is

to obtain useful intermediate stages between the rigidity of geometric morphisms and

the la:<i ty of ordinary algebra over R.

1.1 Unrestr i c ted homotopy o.f morph isms A homotopy of a morphism is

obtained by changing all the paths in the morphism by homotopy holding the endpoints

fixed. Since we are using Moore paths, a "homotopy" is allowed to change the interval

on which the path is defined. Form the category whose morphisms are homotopy classes

of morphisms of geometric R-modules on X. We claim that if X is connected and locally

1-connected then this category is naturally equivalent to the category of free R[1I1X]

modules, with a restriction on rank. (If X is compact, the modules are finitely generated.

If X is noncompact and separable the modules are countably generated, etc.) To simplify

the discussion assume that X is compact.

Let Xdenote the universal cover of X, which exists since X is locally 1-connected.

Given a geometric module R[S], with map S -+ X, form the pullback



184

S--+X

! !
S--+X

then the action of "t X on S gives R[S] the structure of a finitely generated free R[" t X]

module.

Next suppose that Emj"iR[So] _ R[St] is a morphism of geometric R-modules on

X. The paths lift into the universal cover to give a "tX equivariant family of paths from

So to St. This defines a lift of the morphism itself to an equivariant morphism R[SO] -

R[St]. Forget the paths to get a R["tX] homomorphism.

Notice that there is a unique homotopy class of paths between any two points in X,

so no information is lost in forgetting the paths in the lifted morphism.

Now we go the other way, from" t Xmodules to geometric modules. To a free module

R["tX][S] we associate the geometric module R[S], with S _ X the map to the basepoint.

To a "IX homomorphism EmiPi with Pi£"IX, choose representative loops !Xi for Pi and

form the geometric morphism Emi!Xi'

It is straightforward to see that the constructions are inverses, and define an

equivalence of categories. The benefits of thinking of 'ITIXmodules this way are explored

in section 2.

1 .2 E homotopy Suppose X is a metric space, and £>0. We say a homotoPtt h:YxI

_ X haS' radtas. leS'S' than £ if for each y£Y the arc h(yxl) lies in the ball of radius £

about h(y,O). In particular this gives a notion of £ homotopy of morphisms of geometric

modules. This notion is most useful when the morphisms themselves are small. We say

a morphiS'm haS' radtue leS'S' than £ if each path "i in "the morphism lies in the ball of

radius £ about its starting point "i(O).

Notice that e: homotopy is not an equivalence relation: the composition of €

homotopies has radius at best 2€. In fact the situation is often worse than this. If X is

not compact then it is necessary to use control functions £:X _ (O,eo), (in which case

the ball of radius € at x means the ball of radius €(x). When € is a function the

composition of two e: homotopies may be much larger than 2€. We describe how to deal

with this in section 3.1.

If the paths in an € morphism are discarded, we get a homomorphism f':R[SO] _

R[St] with "the property that if we write f'(si) as Emi,j"tj then the coefficient mi,j is zero

if t j is not in the £ ball about si' This is an € homomorphism in the sense of Connell and

Hollingsworth [3], and Quinn [4, 5]. Morphisms which are € homotopic determine the same

E: homomorphism. As with "tX homomorphisms if X is locally I-connected there is a

converse to this construction, at least in the appropriate € sense.
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Suppose X is locally I-connected. Then given E>O (a function if X is not compact)

there is 8>0 such that any two poir,ts within 8 can be joined by a path of radius E. This

means paths can be chosen to represent a homomorphism of radius less than 8 as an E

geometric morphism. Similarly there is y so that loops of radius less than yare

nullhomotopic by homotopies of radius less than E. This means that any two

representations of a homomorphism by geometric morphisms of radius less than yare E

homotopic. Together these observations imply that for sufficiently small y. y

homomorphisms determine geometric morphisms well defined up to E homotopy.

If X is not locally I-connected then this correspondence between metric and

geometric E theories breaks down. For many purposes it is the geometric theory which

is more fundamental. A precursor of geometric morphisms was developed by Chapman (1]

to allow non-locally I-connected control spaces X in certain controlled manifold

theorems, as in section 3.

1.3 Controlled homotopy This is a combination of 1.1 and 1.2: suppose foE

_ X is a map, Xis a metric space, and E:>O. Consider homotopies of morphisms in E whose

compositions with f have radius less than E (in X).

Suppose f is a projection of a product XxV _ X. If Y is locally I-connected we can

use the universal cover as in 1.1 to obtain R[" 1Y] homomorphisms of geometric modules

over X. If X is also locally I-connected, then we can proceed as in 1.2 to see that the

geometric theory of R-modules on XxV with E control in Xis essentially equivalent to the

E metric theory of R["I Y)-modules on X.

In some more general situations we can generalize from the product situation and

think of geometric algebra on E with E: control in X as being like R[" 1f- 1(x)] metric

algebra. In other words let the coefficient ring vary from point to point in X. In some

cases (eg. if E is a "stratified system of fibrations over X", Quinn [5) this can be made

precise. In general, however, it seems best to stick with the geometric description.

The controlled version will be applied in section 3.

1.4 Geometric cellul ar chains Suppose that I< is a CWcomplex , and f:l<_

X is a map. We interpret the cellular chain complex of I< as a geometric ;Z complex over

X.

The cellular chain group Ck(l<) is the free abelian group generated by the k-cells of

K. To give this the structure of a geometric module we introduce notation for the cells

in 1<. Let I<k denote the k-skeleton. Let as:Dk _ I<k denote inclusions of k-cells, where

s is in an index set Sk' Ck is then by definition ;Z[Sk]' Define functions Sk _ X by

mapping s to OEDk, applying as to get a point in 1<, and then applying f to get a point in

X. To ensure that this is locally finite we should assume something like: each point in

X has a neighborhood U such that r 1(U ) is contained in a finite subcomplex. Assuming

this the Ck become geometric ;Z-modules.
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The next step is to define geometric boundary homomorphisms a:ck -+ Ck- 1• In the

definition of a CW complex the maps of the k-cells carry the boundary into the k-1

skeleton: a6s :sk-1 -+ Kk- 1• These are the attaching maps for the k-cells, so in fact ){k

is defined to be ){k-1 with cells attached by these a9s' If k>1 then the boundary

homomorphism is defined by aS i = Edi,jt j' where si£Sk' t j€Sk-1' and di,j is the degree of

the map aS s i on the cell 9t/D
k- 1 -+ Kk- 1

Assume that the attaching maps for the k-cells are transverse to the center points

of the k-1 cells. The inverse image (a9 s)-1<Ot) is then a finite set of points, and at each

point there is a sign +1 or -1 depending on whether a9 preserves or reverses orientation

at that point. The degree of ass on the cell 6 t is the sum of these signs. Define paths

in X by taking the radial line in Dk from 0 to the points (06s)-1 <Ot> and composing with

Ss and f. The geometric boundary morphism is defined by adding up these paths times the

sign of ass on the endpoint. It is clear from the construction that forgetting the paths

yields the ordinary boundary homomorphism.

The boundary 0:C 1 -+ Co is defined slightly differently, since degrees are not

defined for O-cells. The 1-cells are arcs, and the ordinary boundary of a 1-cell is

defined to be the beginning point minus the endpoint. The geometric boundary is defined

to be the arc from the center to the beginning, minus the arc from the center to the end.

It is suggested that the reader draw a picture of a 2-simplex, and draw in the,
geometric chain groups and boundary morphisms.

Next consider the composition oa. In traditional complexes this is equal to zero. In

the geometric context there is a homotopy to O. To see this note that the center points

in the k-2 cells are codimension k-2 in ){k-2, in the sense that they have neighborhoods

which are products with nk - 2 . Form a 1-complex in I<k-1 by adding to these points the

rays to the centers of the k-1 cells. Since the attaching maps are transverse to the

centers, this 1-complex is also codimension k-2, except at the centers of the k-1 cells.

rays to centers

Assume the attuhing maps of the k-cells are transverse to this 1-complex. The inverse

images in Sk-1 are then i-complexes. The vertices are the inverses of the centers of the
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k-l cells. There are arcs between these, and disjoint circles. The circles are not useful

to us. The cone on the arcs (union of radial lines from the centers of the k-cells) define

maps of 2-disks into K.

cone on i-complex in
boundary of k-cell

_ center of k-cell

These define a homotopy of aa to O. In more detail. each of these 2-disks can be

deformed to a map of a square into K. One vertex goes to the center of a k-cell. the

adjacent edges to radial lines to centers of (k-ll-cells, and the remaining edges go to

radial lines in (k-1l-cells to the center of a (k-2)-cell (see the illustration above). This

is a homotopy between two of the paths in the composition aa. Consideration of

orientations shows that these paths have opposite sign. so the pair of signed paths are

homotopic to a single path with coefficient O. Therefore up to homotopy they cancel.

Finally it is not hard to see that each path in aa occurs in exactly one of these squares.

so the entire composition is homotopic to O.

This entire collection of data. geometric modules Ck, geometric morphisms a, and
the homotopy of aa to O. forms a geometric chain complex.

Note that if each cell in K has image of sufficiently small diameter in X then the

morphisms and homotopies in the geometric complex have radius less than E. Forgetting

paths then gives the e: chain complexes constructed in Quinn [6, p.271]. Passing to

unrestricted homotopy classes gives the classically defined 1l['IJ1Xl chain complex.

Section 2: Spl itting chain complexes

In this section we suppose that 'IJ is a group which is a generalized free product,

and construct corresponding splittings of chain complexes over R['IT]. The result itself is

not particularly striking. Rather the proof is supposed to suggest benefits of the

geometric point of view even in purely algebraic situations. For example it may be that

the decomposition theorems for algebraic K-theory (cf. Waldhausen [7. 8]) could be

obtained this way. I am told that early pre prints of Waldhausen's work have

constructions similar to ones used here.
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Propos it i on Suppose IT is a homotop» pushout of morpbiems: lIt,13:A -+ B of

groupoids, and the compo.•ition A -+ 11 is an injection on each component 0.1'A. Then

an;y finitel;y generated .I'ree R[lT] chain complex is chain eq'uivalent to a' pushout

a,b:EI[4 AR['IT] -+ FI[4BR[1I], where E, F are complexes over ?leA], ?l[B], and a, b are chain

maps over lit, S.

Proof The homotopy pushout hypothesis on '" mearis that there is a space (CW complex)

Xwith a subspace Y with a neighborhood homeomorphic to YxR. The fundamental group of

X is 'IT, the fundamental groupoids of Y, X-Yare A, B respectively, and lit, S are induced

by the inclusions Y -+ Yx(O,±co) -+ X-V. (Groupoids are disjoint unions of groups. Here

they occur as the union of fundamental groups of components of disconnected spaces, see

[7].)

Suppose that Cil- is a finitely generated fr'ee chain complex over R[1T 1X]. Represent

C* as a geometric R-complex on X. Tha data ·for thi·s are bases Si -+ X for the chain

groups Cit geometric morphisms o:R[Si] -+ R[Si,-1]' and homotopies il 2", 0 . For simplicity

we will assume that all paths in the morphisms are defined on the unit interval I. The

homotopies then consist of maps of squares 12 -+ X; the (0,0) corner goes to an element

of Si+1' the adjacent sides to paths in 0i+l' and the remaining sides to paths in 0i'

We will say that a geometric complex is "special" if the paths A:I -+ X have A-l(Yl

either I, {D, or <1>, and the homotopies h:12 -+ X have h-1(Yl either 12, or properly

contained in 0(12). We claim that such a complex splits in the desired way.

Suppose C* has this special form. Define E* to be the sub module of Cil- generated

by basis elements which map into Y. E* and the restriction of the boundary morphisms

in C* define a geometric complex on Y; by hypothesis if a path in " starts in Y it stays

in Y. The composition il 2 is homotopic to ° in X, but the homotopies are squares with

entire boundary mapping to Y. Such squares are required to map to Y, so il 2 is

nullhomotopic in Y.

Next define F* by "doubling" E inside C: replace each basis element of C with image

in Y by two elements, with images yx{-1} and yx{+D in YxlR C X. The boundary morphism

is that of F in each copy of F, and unchanged in the rest of C except for paths which

terminate at a point in Y. Such paths by hypothesis intersect Y in only the final

endpoint. Just before the path hits Y, it is either on the + or - side of Y in YxR. Push

the path off Y, to terminate at the appropriate yx{±D. The homotopies of il 2 to °also
can be pushed off Y. F is therefore a geometric complex over X-Y.

There a.re cha.in maps a,b:E* -+ F 2 defined by inclusions of the copies of E over

Yx{±D. C* is the quotient of F* by the image (a-blEil-' hence chain equivalent to the

pushout. Passing to homotopy classes of morphisms gives complexes over R[w1YJ,

R[1T 1(X-Yl]. This gives the decomposition required for the proposition.
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The proposition therefore will follow if we show that an ArbitrAry geometric chain

complex on Xis equivalent to a special one.

The underl;yinq Z-complex of a geometric chain complex C* is formed from the

geometric data. The vertices are the union of the generators for the chain groups. The

edges Are the paths with nonzero coefficient !:-; ihe boundary homomorphisms. The

2-cells are the squares in the homotopy a2,0. Denote this underlying complex by UC. The

maps of the pieces fit together to give a map UC -+ X. The underlying complex is filtered

by dimension in the chain complex; define UiC to be U<C*, *::;il. Finally note that the

1-cells are oriented, in that one end has lower filtration than the other.

We say a filtered 2-complex mapping to X is "special" if f-1(Y) is a subcomplex, and

if the verte>: of highest filtration of a cell is in f-1(Y) then the entire cell is also. In

these terms the proof of the proposition is reduced to: show that every geometric chain

complex is equivalent to one whose underlying 2-complex is special.

Assume, as an induction hypothesis, that the i-1 filtration Ui- 1C is specia.l. By

small homotopy holding Ui- 1 fixed we may assume that there is a neighborhood N of Ui-
1 in Ui such that N-Ui- 1 C X-V. Then we may assume that UCUi-1 is transverse to Y. The

inverse image will therefore be a 1-complex. Squares in Ui-U i- 1 intersect this

1-complex in arcs with ends on the upper edges, and circles.

The first step in simplifying the intersection is to note that if there is an arc with both

ends on one side of a square, then it encloses a disk in the square. We can push the edge

across this disk (draging along any other squares which share that edge). This operation

may generate new arcs and circles, but it reduces the number of intersections with the

edges.
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push across

By induction on the intersections with edges, we may assume there are no such arcs.

Next we eliminate the circ:les interior to each square. These circles map to Y, and

the map on the disk the cir-cle bounds in the square gives a nullhomotopy in X. By the

hypothesis of injectivity of the fundamental group of Y, these circ:les are also

null homotopic in Y. Using the nullhomotopy in Y we can redefine the map to take the disk

the circle bounds to Y. This disk can then be pushed off Y.

These changes in the CW complex define changes in the chain complex. Note that the

edges. and therefore the boundary morphisms, are changed by homotopy. The homotopies

.,2 ......0 are changed by more than homotopy, but that is acceptible; only their existence is

part of the data.

Now consider one edge with vertex v in Si' and consider the point intersection

nearest to v of the edge with the inverse of Y. Let L C Ui be the component of inverse

of Y containing this intersection point. We claim that the region in Ui between v and L

is isomorphic with the cone v*L (see the illustration below). For this it is sufficient to

show that every intersection of L with an edge is the first intersection of the edge with

the inverse of Y. To see this, suppose there is one which is not the first. Choose a path

(=sequence of i-cells) in L from the intersection which is a first, to one which is not.

Somewhere in the path there is a single arc so that one end is a first intersection and

the other is not. This implies the existence of an er-e with both ends on one edge. which

contradicts the earlier impr-ovemerrt.

01"

Now censtr-uct a new complex U'i by inserting an arc between v and the cone on L. Thel"e

is a map Ui _ U'i defined by mapping the cone v*L to the arc. We modify the map U -

Xso that Ui _ X factol"s thr-cuqh this map.
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v

Choose a maximal tree in L, and a collapse of it to a verte» w. Let vw denote the edge

between v and w ; Then the collapse defines a homotopy of the cone on the tree into

Lutvw), The remaining edges in L define loops in Y which are nullhomotopic in X. The

injectivity hypothesis implies that they are also null homotopic in Y. A nullhomotopy

gives a new map of the cone on this edge, into Y union the image of vw. This factors the

map through U'. Push U' off Y as in the picture above, to leave an intersection point with

the arc.

The next step is to define a new complex C' equivalent to C, which has U'i as

filtration i in the underlying 2-comple:<. For this we introduce some notation in U'. Let

z denote the new cone point, so the arc has been inserted between v and z, Let y denote

the intersection point of the arc vz with Y, and let vy, zy denote the paths in vz from

the endpoints to y. Let D denote the comple» with R[y] in dimension i-i, R[z] in

dimension i, and boundary 1(zy). C' will be defined by modifying the boundary homo-

morphisms in CI!ID.

Write o:C i -+ Ci- i as a =a+b, where a consists of the pieces of a whose paths pass

through L in Ui' and b is all the rest. Note that the homotopy o(a+b)",O breaks into

homotopies oalVO and oblVO: since L is an entire component of the intersection with Y,

any square in the homotopy with one edge on a path in a must have the other edge on a

path in a as well. Note a is defined on the module R[v). Define a':R[z] -+ Ci- i so that

a is homotopic to a'(vz). We use this to construct isomorphisms of the chain groups of

CI!ID, and define C' to have boundary morphisms obtained by conjugation by these

isomorphisms. Explicitly C' is the bottom line in the diagram:

[3] [a+b 0 ] [00]o zy
-Ci+ i I Cil!lR[z] I Ci-iI!lR[y] I Ci-2-

I i I V I[& \(YZ»)
Ii

-Ci+ i I CiI!lR[z) I Ci-iI!lR[y) I Ci- 2

[rVZ)o] LbVY a') [0 0]zy
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The vertex y is special in C', and there are fewer components of the inverse image of

Y in UiC'. Therefore by iterating the construction we can get a complex equivalent to C

with filtration i special.

This completes the induction step, and shows that we can find an equivalent

complex whose entire underlying 2-comple>: is special. As indicated above, this implies

the proposition.

Section 3: The controlled h-cobordism theorem

The classical h-cobordism theorem states that an h-cobordism with vanishing

Whitehead torsion is isomorphic to a product. In the contolled version of this there is

a map to a metric space X, -=:>0 is given, and we want a product structure such that the

image in X of each product arc lies in the ball of radius about its beginning point.

Another way to say this is that the product structure has radius less than as a

homotopy. We will see that the obstruction to this lies in a controlled version of the

Whitehead group.

The section begins with some generalities on control functions, necessary on

noncompact control spaces. Then Whitehead groups are defined, and the theorem is

proved.

3.1 Con trol func t ions Suppose X is a metric space, and -=::X _ (0'00) is a map.

If f,g:Y _ X are functions then we say 9 is within of f, and write d(f,gk-=:, if

d(f(y),g(y») < ,;:(f(y» for each y,;:Y. Notice that this usually does not imply that d(g,fl<';:,

and the triangle inequality does not hold. To deal with this we introduce some notation.

Suppose oc,/3 are maps X _ (0 'c.,). Define ocl*13(:-:) to be ma>:{oc(:{)+/3(y), dC>:,ykoc(>:)}. If

oc, /3 are constant then 1X#/3 =1X+13.

It follows easily that if d(f,gklX and d(g,hk/3 then d(f,h) < 1X#/3. Also for functions

1X,/3,o, 1X#(/3#O) (1X#/3)#0 (both expr-e asions are max rma of 1X(:{)+/3(y)+o(z), and more values

clf z are allowed in the second expression). Denote by n*13 the n-fold iteration of this

operation, with parentheses arranged to give the largest value. For example 4*/3 means

«(3#13)#13)#13, and m*(n*I3)) ::; (mn)*I3. If 13 is cons t ant then n*13 is the ordinary product nl3.

These axpr-e s srcns are usually used as upper bounds. Note that if an expression

with any arrangement of parentheses is an upper bound, then the largest arrangement is

an upper bound as well. This is why the notation n*a is useful.

In the geometric algebra context note that if f,g are geometric morphisms with

radius less than IX,S respectively, and gf is defined, then gf has radius less than 1X*/3.

Compositions of homotopies behave similarly.

3.2 Wh i tehead groups Suppose E is a space. The Whitehead group Wh(R["1E)

is defined to be the set of eqUivalence classes 01 isomorphisms of free based modules
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over R[n1E]. The equivalence relation is generated by direct sums with identity

isomorphisms. and by composition with triangular automorphisms. In this context an

automorphism is triangular if there is an ordering of the basis of the module so that the

matrix expression is zero below the diagonal, and the diagonal entries are units in R

times elements of 1I1E.

Usually a triangular ma tr-Ix is required to have diagonal entries all equal to 1. The

group obtained with this definition is the reduced I{-gr·oup K1(R[1I1E]). The Whitehead

group is obtained from this by dividing by the subgroup generated by the automorphisms

of R[1I1E] given by products (unit in R)(element of 1I1E). But this is equivalent to

allowing such products on the diagonal of triangular matrices.

Using the equivalence of section 1.1 we can describe Wh(R[lI 1E]) as equivalence

classes of geometric isomor·phisms of finitely generated geometric R-modules on E. We

obtain a version with e: control by adding e: to this description. as in 1.3.

Suppose poE -+ X is a map, and X is a metric space. A geometric e: isomorphism of

geometric R-modules on Eis a morphism of radius <e: (measured in X) with an "inverse"

also of radius <E, such that the compositions are E homotopic to the identity morphisms.

Unfortunately it is possible to have a morphism of radius <E which is an isomorphism,

but whose inverse has very large radius. Therefore the estimate on the radius of the

inverse must be included in the definition.

Suppose M =R[S] is a geometric R-module on E. A geometric morphism A:M -+ M is

(upper) triangular provided there is an ordering of the basis of M such that A has no

paths from t to sunless t::;s. and if t = s there is exactly one path, whose coefficient

is a unit in R.

We observe that a triangular morphism is an isomorphism: it can be written as

D<I+B) where D is diagonal with entries a unit times a loop. and B has entries strictly

above the diagonal. D-l is obtained by inverting the units and reversing the loops, and

<I+B)-l =I+Er(-B)i. where n is large enough so that Bn+ 1 =O. Note that the radius of the

inverse depends on the radius of the original, and this n,

We define a deformation of a geometric module to be a sequence AnAn- 1....A1 of

triangular morphisms. We write it as a product, and think of it that way. but actually

need to keep track of a little more information than is retained in the product. What is

needed is a refined ver·sion of the radius.

The underl'J}ing :I-complex of a morphism is the collection of paths which occur in

the morphism. We think of these as trees eminating from the basis of the module. by

identifying the beginning points of all paths coming from a given basis element. The

underlying of a sequence AZA1 again consists of a tree for each basis

element: start with the tree for Ai beginning at the element. and at the end of each

branch add a copy of the tree of AZ which begins there. Trees for a sequence with n
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terms are built up similarly. We now say that a sequence AnAn- i •••Ai has radius less

than 0;: if for each basis element s the tree in the underlying i-complex starting at s lies

inside the ball of radius o;:(s) about s , As with the radius of isomorphisms, we must

require that the trees for the inverse sequence A-1iA-1 2 ....A-1n lie inside the 0;: balls

about their starting points as well.

Notice that the paths which occur in the composition of the sequence are just paths

in these trees. The radius of the composition is therefore less than or equal to the

radius of the sequence. The difference is that in the composition ,",,'e allow deletion of

paths when the coefficients cancel. whereas no cancellations are allowed in the

underlying 1-complex. Therefore the radius of the composition may be strictly smaller.

Finally if A is a geometric morphism, an E: deformation of A is a composition DOADl'
where DO' D i are 0;: deformations of the range and domain modules of A.

De-f in it i on Suppose p:E --+ X is a map to a metric space, and O;::X --+ (O,eo) is

given. Then Wh(X,p,o;:) is defined to be equivalence classes of geometric isomorphisms

on E with radius <0;: in X. with equivalence relation generated direct sum with

morphisms, and homotopies and deformations of radius -c 3*0;:.

The next lemma shows this to be a convenient place to work. However. see the

comments following the proof.

Lemma .Direct sum induces an abelian group structure on Wh(X.p.o;:). Further if 0;:

isomorphisms are equivalent in this sense, then there is a 9*0;: deformation between

isomorphisms 9*0;: homotopic to appropriate stabilizations of the originals.

Proof of the lemma Since direct sum clearly induces an abelian monoid structure, the

point of the first statement is that there are inverses. If A is an isomorphism there is

a matrix identity

[1 A] [ 1 0] [1 A] [A 0 ] [1 -1] [1 0] [1 -1] _ [1 0]o 1 - A-1 1 0 lOA -1 0 1 r 1 0 1 - 0 1

If A is a geometric morphism of radius <0;:. the left side of the equation is a 3*0;:

deformation of AIIIA-l. (The left three, and right three. terms are triangular.) When the

left side is multiplied out there are terms like A-AA-1A, so the composition is actually

3*0;: homotopic to 11111 rather than equal to it. This shows that A-1 is a 3*£ additive

inverse for A.

Next suppose that there is a sequence Ai of E: isomorphisms. such that there is a

3*.. deformation from Ai to Ai+ i, and i goes from 1 to n+1. Consider the sequence of

deformations
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The first and last are stabilizations, the second and fifth are the 3*e: deformations

which cancel inverses, and the third is the sum of the deformations Ai '" Ai+ i' The

composition of these give a 9*e: deformation from a stabilization of Ai to a stabilization

of An+ l'

Usually there will be stabilizations in the deformations Ai '" Ai+ 1• These are

easily incorperated in the above argument.

RelJJarks The point of the second statement in the lemma is that geometric control is not

lost by allowing arbitrarily many deformations. If we simply compose the sequence of

deformations Ai NA i+ i we get a deformation of r·adius 3n*e:, which can be arbitrarily

large. The method for getting a short deformation comes from Quinn [5, lemma 4.4]; its

use in this context is due to Chapman [2, theorem 3.5].

In general the groups Wh(X,p,e:) are quite mysterious. If e: is much larger than 8 then

the image of Wh(X,p,8) in Wh(X,p,e:) is sometimes more accessible. Chapman [2] gives

criteria for this image to be trivial, in terms of vanishing of ordinary Whitehead groups

of lTi(p-l(U», for open sets U in X. In a more rigid setting (p a stratified system of

fibrations) but no condition on "1 Ip-l(U», Quinn [5] shows the image to be a generalized

homology group of X.

3.3 Con tro 11 ed h-cobord isms Suppose 8:X ---. <0,(0) is given. Then a manifold

triad IW,dOW,di W) with a map f:W ---. X is a (8.•h)-cobordisnJ if f is a proper map, and

there are deformation retractions of W to a iWwhich have radius <:8 in X.

The question we consider is: when does a (8,h)-cobordism have a product structure

W'" (oiW)>:! of radius <:e: in X'I This has been considered at length in the literature; the

objective here is just to see the cb s tr-uctrons in geometric algebraic terms.

Some local control of the fundamental group is necessary. For this fix a map p:E---.

X. A map f:W ---. E is reiati»el» 8.1 connected (over X) if for every relative 2-complex

(K,Ll and commutative diagram

K ---I' E

there is a map K ---. W which agrees with the given map on L, and whose composition with

f is within e: of the given map into E, measured in X.

Theorem Suppose f:W ---. E, p.E ---. X. and 8:X ---. <0,.,,) are given.• so that pf is a

W.h)-cobordism over X. Then there is a well-defined invariant qi (W,dOW) € Wh(X,p,9*8)

which vanishes if W has a 8 product structure. Conversel'8 there is a function ktn)

such that if n;::6 and q1 (W,dOW) = 0 then W has a product structure of radius <: k(n)*8.
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Proof This is theorem 3.1 of G.uinn [5], with some minor refinements in estimates and

the use of geometric instead of metric algebra. We outline that proof. A similar

statement, with a more geometric definition of the Whitehead group, is given by Chapman

[2, 14.2].

Choose a handlebody structure on (W,ooW) with handles whose images in X have

diameter less than 8. By diameter less than 0 we mean here that if x and yare in the

set, then d(x,y) < 6(x). If W is smooth or PL such a handle structure can be defined from

a fine triangulation.

A handlebody structure has a spine, which is a CW cornprax structure on (W,oOW),

For ax ample the spine of a handlebody structure obtained from a triangulation is just

the triangulation itself. We require that the CW structure also have cells of diameter

less than 6. This is automatic if the handles are small enough.

We also require the CW structure to be satura-ted. This means that the attaching

map e:Sn --+ Kn for an n+1 cell has image a union of cells. In other words, if a cell

intersects the image of e, it is contained in the image. If the CW structure is a

triangulation it is automatically saturated. In the topological case it is not hard to

arrange saturation.

The saturation condition is used to push things rapidly into skeleta. Suppose that

K _ X is a saturated complex of dimension n whose cells have diameter less than 8 in

X. Suppose h rL _ K is a map, L a j-complex with Jcn, L can be pushed off the n-cells of

K, to obtain a map hn- 1 of L into the n-1 skeleton with d(h,h n_1) c 6 (measured in X, as

always). Similarly we can push L off the n-1 cells, and repeat until we have h j mapping

L into the j-skeleton of K. Since L has been moved n--J times, in general we only know

that d(h,h j ) < (n-j)*6. However if K is saturated, then a point which is moved out of the

interior of a cell in one push stays in the image of the boundary of that cell during later

pushes. Therefore dth .h j) -c 8.

Choose a 6 deformation retraction of W to 00W, h:Wl:! _ W. Put the product CW

structure on (WxI,(oOW)xIl. Use the fact that the structure on W is saturated to get a

deformation retraction h' with d(h,h') c 6, d(h',h) < 8, and which preserves skeleta. In

particular note that images of cells under h' have diameter < 3*6.

Apply the cellular chain construction of 1.4 to obtain C* =C*(W,oOW), a geometric

chain complex of radius <6. The deformation retraction h' defines a chain homotopy s:C*

_ Cif+1 of radius -::3*6, such that so+os is 4*6 homotopic to the identity map of Cif'

Consider the morphism (sos+osd):E(j even)C j _ E(j odd)Cj' This is a 9if6 isomor-

phism; it has radius <7*8 and the same formula. from odd j back to the even ones is a 9*8

inverse. We define q1 (W,dOW) to be the equiva.lence class [sds+osd] in Wh(X,p.9*6).

The first step in proving the theorem is to show the invariance. If s ' is another 4*8

chain contraction then s ' is 4*6 homotopic to s+(s'so-ds's). Using this we can write
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(s'os'+os'ol as (l+D)(sos+oso), where for example D = oss'oss'osos. D raises dimension in

E(j oddlCj so I+D is triangular. It has radius less than 3(9l*8 so is an equivalence in

Wh(X,p,9*8l. This shows that q1 is independent of the deformation retraction.

Now suppose there is another handle decomposition of (1.1,001.1) satisfying the

conditions above. Then there is a 1-parameter family of handlebody structures, all of

diameter less than 8, joining them. In this family the handles can change by isotopy,

cancelling pairs can be introduced or be cancelled, and handle additions can occur.

Isotopy changes the chain complex only by homotopy. The other changes occur at isolated

points in the parameter arc. Choose points between these and apply the construction.

This gives a sequence of 9*8 isomorphisms, with adjacent ones related by homotopy and

a single modification. Cancelling pairs change the complex by addition of an identity

morphism. Handle additions change the boundary morphisms by product with a triangular

morphism, so change the isomorphism in the same way. We conclude that adjacent

isomorphisms in the sequence are equivalent, hence the ends are e quive Ierrt in

Wh(X,p,9*8).

This shows that q1 is well defined. If 1.1 has a product structure then the product

structure is a handle structure with no handles. The chain complex is therefore trivial,

and the invariant equal to O.

The converse is essentially proved in section 6 of Quinn [4J, which is independent

of the rest of that paper. The estimate there is k tn) =(54+3n)n, but this can be improved

quite a lot using the "saturation" idea above.

The idea of the proof is to first show that (1.1'''01.1) has a handll?body structure with

handles only in two adjacent dimensions. In this case the boundary morphism between

the geometric chain groups is an isomorphism, which when mapped to E represents ±q1'

The hypothesis that q1 = 0 implies, by the lemma in 3.2, that there is an 81*8

deformation of the image of the boundary morphism to the empty morphism. This

deformation takes place in E. Since 1.1 _ E is relatively (8,1l-connected, the paths and

homotopies of the deformation lift back to give a deformation in W. The proof of [4,

section 6J then shows how to use such a deformation to cancel the remaining handles.

This completes the sketch of the controlled h-cobordism theorem. We remark that

recent work of M. Freedman and the author shows that this theorem also applies to

5-dimensional topological h-cobordisms, provi de d the local fundamental groups are

"poly-<finite or cyclic)".
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THE ALGEBRAIC THEORY OF TORSION I. FOUNDATIONS

by Andrew Ranicki,

Edinburgh University

Introduction-------

The algebraic theory of torsion developed here takes values

in the absolute Kl-group Kl(A) of a ring A, with a torsion invariant

T (f) EO Kl (A) for a chain equivalence of finite chain complexes

of based f.g. free A-modules with zero Euler characteristic.

Whi tehead [24] defined the torsion T (C) EO Kl (A) of a

contractible finite chain complex C of based f.g. free A-modules,

assuming (as we do here)trrat A is such that f.g. free A-modules have

well-defined rank; The algebraic mapping cone C(f) of a chain

equivalence f:C--+D of finite chain complexes of based £.g. free

A-modules is a contractible chain complex, so that the torsion

T(C(f)) EO Kl (A) is defined. However, the expected sum formula for the

composite gf:C of chain equivalences

T(C(gf)) = T(C(f)) + T(C(g)) EO Kl(A)

only holds in general on passing to the reduced Kl-group

Kl (A) = coker (Kl (72) ----7 Kl (A)) = Kl (A) /{ T (-1: A }

The reduced torsion of the algebraic mapping cone

r t f ) = T(C(f)) EO K1(A)

is the torsion invariant usually associated to a chain equivalence f.

In particular, the Whitehead torsion T (f) EO Wh(1T) (1T = 1T l (X)) of a

homotopy equivalence f:X--4Y of finite CW complexes is the image of

EO Kl (72 [1T ] ) in the Whitehead group

Wh(1T) = Kl(72[1T])/{±1T}. The theory o f torsion developed here can be

used in certain circumstances to lift the Whitehead torsion to an

absolute torsion invariant T (f) EO K
l
(72 [1T]) , which enters into product

formulae for Whitehead torsion.

The Euler characteristic of a finite chain complex C of

f.g. free A-modules is defined as usual by

X(C) = I (-)rrankA(C r) EO 72
r=O

The complex C is round if

x (C) 0 EO 72
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The assumption on A that f.g. free A-modules have well-defined rank

ensures that KO(2Z) --+ KO(A) is injective, so that the Euler

characteristic may be identified with the absolute projective class

x (C) = [C] c 2Z = KO(2Z) KO(A)

The absolute torsion of a chain equivalence f:C---+D of

round finite chain complexes of based f.g. free A-modules is

in §4 by a formula of the type

r t f ) = ,(C(f)) + S,(-l:A------7A) e Kl(A)

with the sign term S a or 1 depending only on the ranks (mod 2) of

the chain modules of C and D. It is quite reasonable that a K1-valued

invariant should only be defined when Ko-valued obstructions vanish!

Actually, the absolute torsion is also defined if C,D are such that

the Euler characteristic is O(mod 2). For contractible C,D the torsion

of f is just the difference of the torsions of C and D

The main result of Part I is the logarithmic property of

absolute torsion with respect to composition

As such this is not very prepossessing. The applications of absolute

torsion are more interesting, but will be dealt with elsewhere.

Parts II and III will deal with products and lower K-theory. Some

of the applications to L-theory are contained in a forthcoming joint

paper with Ian Hambleton and Larry Taylor on "Round L-theory".

The following preview of the applications of the absolute

torsion to topology may help to motivate the paper.

Define a connected finite CW complex X to be round if

X(X) = 0 e 2Z and the cellular f.g. free 2Z[TI l (X)]-module chain complex

C(X) of the universal cover X is equipped with a choice of base in the

canonical class of bases determined by the cell structure of X up to the

multiplication of each base element by ±g (geTIl(X)). Thus C(X) lS a

round finite chain complex of based f.g. free

The absolute torsion of a homotopy equivalence f:X---7Y of round finite

CN complexes is defined by

r t f ) = T{f:C(X)--+C(Y)) e Kl(2Z[TI l(X)]),

and is such that the reduction T(f) eWh(TIl(X)} is the usual Whitehead

torsion of f. A round finite structure on a topological space X is an

equivalence class of pairs
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(round finite CW complex K, homotopy equivalence f

under the equivalence relation

(K , f ) (K' , f ') if T ( f ' -1 f : K ----'> X_K ') = ° e K1 [TI 1 (X) ]) .

For example, the mapping torus of a self map X of a finitely

dominated CW complex X

T(s) = Xx [O,lJl{(x,O) = (s(x),l)lxex}

has a canonical round finite structure, by a generalization of the

trick of Mather [9], with T(fsg:Y_Y) a round finite CW complex in

the round finite homotopy type of T(s) for any domination of X

(Y, f: g: h: gfoel:

by a finite CW complex Y. (Furthermore, if X = M is an infinite

cyclic cover of a compact manifold M with a generating

covering translation then the projection is a homotopy

equivalence such that the Whitehead torsion TeWh(TIl(M)) is the

obstruction of Farrell [3] and Siebenmann [20] to fibering Mover sl,

giving M the finite homotopy type determined by a handlebody

decomposition and assuming dim(M) 6). The Eroduct structure theorem

is that the product F x B of a finitely dominated CW complex F and a

round finite CW complex B has a canonical round finite structure,

such that the absolute torsion of a product homotopy equivalence is

given by

T ( f x b F x B-l> F' x B') = [F] ®T (b)

e =

with [F] = [F '] e the absolute projective class and

T(b) the absolute torsion. The circle

Sl = T(id. {pt. }---+{pt. } )

has the canonical round finite structure in which the base elements
1 -1

(i=O,l) are such that

d(e l) = eO - zeO

For any finitely dominated CW complex F the product round finite

structure on F x sl = T(l:F-----7F) agrees with the mapping torus round

finite structure. Ferry [4] defined a geometric injection

1 113' --+FxS)

for any finitely presented group TI, with [F] the Wall

finiteness obstruction of a finitely dominated CW complex F with
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TIl (F) = 11. The image of 13' consists of the elements T e Wh (TI x iZ)

invariant under the transfer maps associated to the finite covers of sl.

The map reflecting the circle in a has absolute

torsion

1 1
T(-l:S )

-1 -1 -1
T(-z;iZ[z,z ]---->-iZ[z,z ]) e Kl(iZ[Z,z ]),

so that by the product structure theorem B' is given algebraically by

Ko (iZ [TI]) Wh (TI x iZ)

-1 -1] __ P[z,z ])

with (P] the reduced projective class of a f.g. projective iZ(TI]-module P.

Thus B' does not coincide with the traditional algebraic injection of

Bass, Heller and Swan (2]

B = -®r(z) Ko (zz [ TI J ), \ wh (TI x iZ) ;

-1 -1
[PJ l---) T(Z:P[Z,z ] --';>P(z,z J)

The recent algebraic description due to Luck [8] of the transfer map
I

pi :K l (iZ (TIl (B)]) ) Kl (iZ [TIl (E)]) induced in the Kl-groups by a

Hurewicz fibration
p

F-----)o) E

with finitely dominated fibre F allows the product structure theorem

to be extended to the twisted case: the total space E of a fibration

with finitely dominated fibre F and round finite base B has a canonical

round finite homotopy type, and if

f

1e

b

F --------)\F'

1
E --------»E '

P 1 1p'

B --------» B'

is a fibre homotopy equivalence of such fibrations the homotopy

equivalence e: E E' has absolute torsion
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The absolute torsion of a round finite n-dimensional geometric

Poincare complex B is defined by

n-*
T(B) = T([B]n-:C(B) ---?-C(B)) e Kl{Zl[TI1(B)])

satisfying the usual duality T{B)* = (-)nT(B). The Poincare complex

version of the twisted product structure theorem is that the total

space of a fibration F-----'----'7 E P -,B with a round finite n-dimensional

Poincare base B and a finitely dominated m-dimensional Poincare fibre F

is an (m+n)-dimensional Poincare complex E with a canonical round finite

structure, with respect to which the torsion of E is given by

In particular, for the trivial fibration E = F xB this is a product

formula

T(FxB) = [Fj0T{B) E Kl{Zl[TI1(FxB)])

The torsion of the circle sl with respect to the canonical round finite

structure is

1 -1 -1 1 -1
T{S) = T(-z:Zl[z,z ]) E Kl(Zl[TI1(S )]) = Kl(Zl[Z,Z ]),

so that for any finitely dominated m-dimensional Poincare complex F

T(FXS1)
= [F]0T(Sl) [F]0T(-Z) = B'{[FJ)

-1
E Kl(Zl[TIXZl]) = Kl{Zl[TI] [z,z ])

F ----'r) T ( s) -----}) S1

- -1 -1-1
with ]); [P]f-----+T(-Z:P[z,z ])

the absolute version of the injection B' :KO{Zl [TIl)>------7 Wh (TIxZl)

described above. More generally, the mapping torus T(s) of a self

homotopy equivalence is the total space of a fibration over sl
p

such that TIl (T(s)) = TIXaZl (a = s* : TI and T(s) is an

(m+l)-Dimensional geometric Poincare complex with a canonical round

finite structure with respect to which

I 1
T(T(s)) = piT(S ) - - -1 - -1T(-Zs:C(F)a[z,z ]---4C(F)a[Z,Z ])

-1
Kl(Zl[TI]a[z,z ])
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The algebraic theory of surgery of Ranicki [17] has a version

for round finite algebraic Poincare complexes, corresponding to the

variant L-groups of Wall [22] in which only based f.g. free modules of

even rank are considered (cf. the joint work with Hambleton and Taylor

mentioned above). In particular, the round L-theory shows that the

algebraic injections of Ranicki [16J
. k

B: l(TIxLZ) ((j,k) = (h,s) or (p,h))n n+
do not coincide with the geometric injections

. k . k· 1 1
B' : o;((f,b):M-----"X)l------70*((f,b)xl:MxS ----7XxS)

of Shaneson [19] (for (h,s)) and Pedersen and Ranicki [14] (for (p,h)).

The algebraic expression for B' is given by product with the round

finite symmetric Poincare complex of sl, defined using the canonical

round finite structure on sl.

This paper is a sequel to the algebraic theory of the Wall

finiteness obstruction developed in Ranicki [18]. As there we work with

chain complexes in an arbitrary additive category A, although the case

= {based f.g. free A-modules} for a ring A is the one of main interest

In §l the isomorphism torsion group of an additive

category A is defined by analogy with the automorphism torsion group

(.it) = Kl (}L), using all the isomorphisms in A. §2 is devoted to

the isomorphism torsion properties ot the permutation isomorphisms

NlllH; (y,x). §3 deals with the torsion of contractible

chain complexes. In §4 there is defined the torsion T(f) eKiso(.!\.) of a

chain equivalence f:C----?O of finite chain complexes in Awhich are

round, that is [C] = [0] = 0 e Ko(J\). In §5 it is shown that if A is

such that stably isomorphic objects are related by canonical stable

isomorphisms then Kl(A) is canonically a direct summand of Kiso(A).

In particular, such is the case for A = {based f.g. free A-modules},

allowing the definition of the absolute torsion T (f) e Kl (A) = Kl (A)

for a chain equivalence f:C---*O of round finite chain complexes of

based f.g. free A-modules.

I am grateful to Chuck Weibel for a critical reading of an

earlier version of the paper, and for several suggestions of a

categorical nature (such as the use of permutative categories to

avoid potential problems with coherence isomorphisms).

Contents

§l. The isomorphism torsion group Kiso(A)

§2. Signs

§3. Torsion for chain complexes

§4. Torsion for chain equivalences

§5. Canonical structures
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§l. The isomorphism torsion group

ti SOmo r Ph i sm torsion
automorphism

The

In order to define the torsion of a chain equivalence it is

necessary to first define the torsion of an isomorphism. To this end we

shall now define the isomorphism torsion group of an additive

category, by analogy with the automorphism torsion group = Kl(A) .

Let then A be an additive category, with direct sum

Ki s o (A)
group 1 is the abelian

-'--=--=-=--=-"'------'-"---'-''-'"-- Kaut (A)
1

group with one generator 1(f) {

i s omo r ph i sm f:M -.-+ N
for each

automorphism
in A,

subject to the relations

P)
i)

1 (gf:M---"M M)

i i)

+ 1(g:N __ P)

r t f ) + 1(g),

+

+ 1(f':M'-.-+M')

Th h i . aut(Il)" th wh i t h de automorp 1sm tors1on group K1 1S Just e 1 e ea

group of Jt in the sense of Bass [1,p.348]. There is defined a forgetful

map

which in certain circumstances (investigated in §5 below) is a split

injection.

Remark: In order to avoid having to keep track of the coherence

isomorphisms in Ktso(A) we shall assume that A is

a permutative category, so that = There is a standard

procedure for replacing any symmetric monoidal category by an equivalent

permutative category (cf. Proposition 4.2 of May (10]).

[]

Let now t be an exact category. The torsion group Kl
was defined by Bass [1,p.390] to be the abelian group with one

generator 1 (f) for each automorphism f :M_M in t:, subject to the

relations

i) +

ii) 1 (fl:MI--+-M") = 1 (f:M-----+M) + 1(f':M'-+L1') for any

automorphism of a short exact sequence in t
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i, j
• M ) M" > M'

'1 i "1 j ''1) M ) M" > M'0-------»

An additive category A can be given the structure of an

exact category by declaring a sequence in Jl

i j
o ------7) M M" M ' 0

and there exists a morphismto be exact if ji = 0

k : M' such that

i ) j k = 1
M,

: M' ----7M '

i i ) (i k) MEBM' is an isomorphism.

We shall always use this exact structure.

Weibel [23] showed that the torsion group Kl(A) of an

additive category with the above exact structure agrees with the

case i = 1 of the general definition Ki ('t) = rr i+l (B/:-IC) (i 0) due

to Quillen (Grayson [6]) of the algebraic K-groups of an exact

category

Proposition 1.1 (Bass [1,p.397]) There is a natural identification

of torsion groups = Kl(A) for an additive categoryA.

Proof: In order to verify that the natural abelian group morphism

Kl (A) ; ,(f) l-,---t) r I f )

is an isomorphism it suffices to show that for any morphism e:M'

in A the elementary automorphism

f =( : :): MEBM' ----7> MEBM '

is such that ,(f) = 0 e The automorphisms

u0

g 1

0

U0 0 )h 1 0

e 1

are such that

MEBM ' EBM ---"'») MelM ' EBM

MelM ' elM MelM ' elM
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f$lM = ghg-lh- l : M$M'$M-------+·M$M'$M

(a particular example of a Steinberg relation). It follows that

-1 -1 aut
,(f) = T(f$lM) = ,(ghg h ) = ° € Kl (A)

[]

Example Let A be an associative ring with 1 such that f.g. free

A-modules have well defined rank (e.g. a group ring 7Z[1T]). Let.A.be the

additive category of based f.g. free A-modules and A-module

The automorphism torsion group of A is just the usual Whitehead group

of A

Kaut(A) = K (A) = Kl(A) = GL(A)/E(A)
1 1

The isomorphism torsion group Ktso(A) Kl(A) as a direct
lSO "' . b h . .summand, with the natural map v-) SpIlt y t e surJectlon

iso"i (A) ;

sending the isomorphism torsion, (f:M N) € Kt s o (A) to the torsion

r I (f .. ) ) € Kl (A) of the invertible n x n matr i x (f .. ) € GL (A)
lJ lJ n

(n = rankAM = rankAN) representing f.

[]

The isomorphism torsion group Ktso(A) of an additive category

}lis considerably larger than the automorphism torsion group Kl(A), and

is introduced here for the sole purpose of providing a home for the

torsion r t f') € Ktso(A) of a chain equivalence.

§2. Signs

In dealing with the torsion of chain complexes and chain

equivalences we shall be making frequent use of the following elements

in Kt
s o

(A) •

The sign of an ordered pair (M,N) of objects of Ais the

isomorphism torsion

e(M,N) .;:
(
0 IN): M$N -+N61M) €

1M °
Example Let A = {based f.g. free A-modules}. The sign of objects M,N

in J\. is given by

c(M,N)

depending only on the parities of the ranks of M and N.
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Proposition 2.1 The sign function has the following

properties, for any additive category A :

i) E(Mt!JM' ,N) = E(M,N) + E(M' ,N) E

i i) E(M,N) E(M' ,N) E Ki s o
(JU if M is isomorphic to M' ,

1

iii) E (M,N) -E (N,M) E UU ,

iv) E(M,M) E (.ffJ •

Proof: i ) For any objects M,M' ,N of JI.

" (

0

)E(Mt!JM' ,N) 0

1M,

= E(M,N) + E(M' ,N) E

ii) Let be an isomorphism inA, and let N be an object.

It follows from the commutative diagram of isomorphisms inA

(0 IN)
1M 0

} NEllMt-lt!JN

ft!JIN 1 (0 IN) l"N
. '

IM' O
M't!JN ) Nt!JM'

that

E(M' ,N) - E(M,N)

iii) For any objects M,N inA

T (lNEllf) - T (ft!JIN)

T(f) - T(f) = 0 E Kiso(A)
1

riM, N) + dN ,M) T((O
1M

o
Mt!JN -------7 MEllN)
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iv) It is immediate from Proposition 1.1 and the identity

that

E:(M,M)
(
- 1

T(
a

): MelM_MelM)

[]

The isomorphism class group KO(A) of an additive category A
is defined as usual to be the abelian group with one generator [M] for

each isomorphism class of objects M in J\, subject to the relations

[MelN] = [M] + [N] e Ko(A)

Example The projective class group of a ring A is the isomorphism class

group of the additive category p.", {f.g. projective A-modules},

KO(A) = KO(P)

[]

Example The isomorphism class group KO(A) of the additive category

= tbased f.g. free A-modules} is such that there is defined an

isomorphism

KO (Jl.) ZO; [M] 1-1 (M)

(assuming as always that the rank of a f.g. free A-module is well

defined) .

[]

Proposition 2.2 Sign defines a symplectic form on the isomorphism

class group KO(A) of an category taking values in the

isomorphism torsion group

E : [M]I8I[N]t-------+i;:(M,N)

Proof: Immediate from Proposition 2.1.

[]

The reduced isomorphism torsion group of A is the quotient

group of (AJ defined by

iso
Kl (A) = (.A))

Example The reduced isomorphism torsion group Rtso(A) of

A = {based f.g. free A-modules} contains the reduced torsion group

Kl(A) = coker(Kl(ZO),..----'tKl(A)) = as a direct

summand, with the natural map Kl (A) ; T (f) split by

Ktso(.A) K
l
(A) T T«f

i j
) )

= rankA(M) = rankA(N)).

[]
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§3. Torsion for chain complexes

Let iso(A) denote the set of isomorphisms in an additive

category A, and let K be an abelian group. A function T; iso (A) K

is logarithmic if for all E iso(J\.)

'l(gf) = r t f ) + T(g) E K

A function T:iso(A)---+K is additive if for all (f:Iv1--+N),

E iso(jl)

T(f(fJf') = r t f ) + r t f ") E K .

The isomorphism torsion function

T : iso (A) K i so (A) ; f r------+ T (f)
1

is both logarithmic and additive, by construction, and is universal

with respect to functions with these properties.

We shall now define logarithmic torsion functions

for various additive categories chain complexes in

an additive category A (with morphisms either chain maps or chain

homotopy classes of chain maps), such that K is one of the Kl-groups

of A considered in §§1,2. In general these torsion functions will not

be additive.

We refer to Ranicki [18] for an exposition of the chain

homotopy theory of chain complexes in an additive category A, adoptinc

the same terminology and sigrr conventions.

Let be the additive category of finite chain complexes

in .It
d d

C : ... 0 --- Cn ... -----';> Cl

and chain maps.

The torsion of an isomorphism f :C---+ D in ?(Ji) is defined

by

T (f)

Proposition 3.1 The torsion function

T : f 1-1 T (f)

is logarithmic and additive.

Proof: Immediate from the logarithmic and additive properties of

T: iso (A) ---..., Kt s o (A) •
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The torsion of a contractible finite chain complex C in A
is defined by

T (C) T(d+f

(

d O 0 )
I' dO .

o f d

C
IlBC3alCSal

.. .--'> C
e v e n

E Ki s o
(..A.)

1

using any chain contraction f:O of C. The morphism

d+f : is an isomorphism since there is defined an

inverse
-1 r

o
o

d

r
o

o
d

r

If f':O oe 1 :C---+C is another chain contraction of C the morphisms

defined by

are such that

lid - dll = f' - I' :

(defining a homotopy of chain homotopies ll:f oef':O oel:C--7C).

The simple automorphisms

heven

0 0

"" )1 0 ...
II 1

C COalC2alC4al .. . --+ C
e v e n COEllC 2alC4al...

,
even

(
1 0 0

"")II 1 0 ...
0 II 1

Co dd C1EIlC 3ec Sal... ) Co dd Cl ec 3alCSal...

are such that the diagram of isomorphisms
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d+1'
Co dd

) C

ho d d1 F"even
d+1"

Co dd
)c

even

commutes up to a simple automorphism of the type

c
0 0

...)1 0 ...
(d+1')-lh- l (d+1")h dd ? 1even 0

As usual, simple means T = O. It follows that the torsion of C is

independent of the choice of chain contraction f, with

T (C) = T (d+1' :C o dd--+ C
e v e n)

= T«i-r : :C od d ------7 Ce ve n) e Ki
s O

(.f/.)

Example For = {based f.g. free A-modules} the component of the

isomorphism torsion T(C) e Kiso(A) in the automorphism torsion group

is the torsion T (C) e Kfut (Al = K
l
(A) or iginally defined by

Whitehead [24J, with C a contractible finite based f.g. free A-module

chain complex.

[J

Proposition 3.2 The torsion of an isomorphism f:C-D of contractible

finite chain complexes in an additive category A is given by

T(f) = T(D) - T(C) e Kiso(A)
1

Proof: Given a chain contraction 1'C:OO'l:C--C of C define a chain

contraction of D by

There is then defined a commutative diagram of isomorphisms in A
dC+I'C

C
od d

= C
lfJlC3fJlC SfJl

... C
e v e n

= C
OalC2E1lC 4al

...

f
,.f3· ' S· · · -1 1f ev , " • f o"',·f4• · · ·

Dodd DlalD 3E1lDSEIl... ) De ve n DOalD2E1lD4al ...

so that
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T(D) - T(C) T(dD+fD:Dodd----7'Deven) -

T(feven:Ceven--",Deven) - T(fodd:Codd--+Dodd)

T(f) e
[]

The intertwining of finite chain complexes C,D in Jt is
the linear combination of signs defined by

13 (C , D) = L (E:(C2 . , D2 .) - E:(C2 i +l' D2 J'+1)) e K so (A)
i >j 1 J

This invariant plays an important role in quantifying the failure of

the torsion of chain complexes to be additive. Note that S(C,D) is

the difference of the torsions of the permutation isomorphisms

and

Proposition 3.3 The torsions of contractible finite chain complexes

in an additive category A appearing in a short exact sequence

C
i

------')oo} Coo
j

C' 0

are related by the sum formula
00

T(C") = T(C) + T(C') + L (-)rT((i + I3(C,C')
r=O

EKt so (J/.)

with {k:C I I r ,,>, O}any sequence of splitting morphisms such thatr r ¥

jk = 1: and each (i is an

isomorphism.

Proof: Consider first the special case

---4) = '

'

----+) Coo C ec :
r r r

i (5) : Cr

j (0 1) ; Coo
r

k ) : C'
r

so that

COO
r = Cr- 1

for some morphisms such that de + ed' O.

Given chain contractions of C and C'

f: 0'" 1: C----7)C f' o 1 C'

define a chain contraction of Coo

f" : 0 '" 1 : Coo )C"
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by

r" =
-r(er'+re))

r'
C"
r

There is then defined an isomorphism of short exact sequences in it

0Codd

i
o dd '> C"

jodd
)

odd

1d+'
i

1d'+" ld'+"
C even

) C"
J e v e n '> C '

even even even
)

)0----+

0----')-

so that

,(C" ) ,(d"+r" :C;dd--+-

+ ,(d'+r '

+ r t (i e v e n k e ve n ) :

- r I (i o dd ko dd ) : C;dd)

,(C) + ,(C ') + I3(C,C ') e

verifying the sum formula in the special case.

In the general case let C" be the finite chain complex

defined by

C" = C 8lC'r r r

(i k)
-----)-)

d"
-----7) C

(i k)-l
-----+) C"

r-l

so that there are defined an isomorphism of chain complexes

(i k) : C" -----Jo) C"

and a short exact sequence of contractible finite chain complexes

o
i

-------7-) C" C '

with

i C >C" C 8lC'r r r r
,

j (0 1) e" C QlC' ) C'
r r r r

By the special case

r (C") = ,(C) + r tC ') + 13 (C , C ') e Ki so (JtJ
1

and by Proposition 3.2
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') (-)rt(i k):C sc ' e Kiso(JJ.)
r r r 1

The sum formula in the general case follows.

[]

The reduced torsion T'(C) e (A) of a contractible finite

chain complex C in A is the reduction of the absolute torsion

T (C) e (A). The intertwining term S (C,C') in the sum formula of

Proposition 3,3 vanishes in the reduced group, so that
co

T(C") = 'T(C) + 'T(C') + 2 (-)r'T(i k):C mC'_C") e Riso(Jl.)
r=O r r r 1

Remark For A = {based f.g. free A-modules} the sum formula for

reduced torsions in Kl(A) was first obtained by Milnor [11], and the

sum formula for absolute torsions in Kl(A) was first obtained by

Fossum, Foxby and Iversen [5].

[]

Let be the additive category of finite chain complexes

inA and chain homotopy classes of chain maps, i.e. the derived category.

The isomorphism set consists of the chain homotopy classes

of chain equivalences. The appearance of the intertwining term S(C,C')

in the sum formula of Proposition 3.3 implies that it is not in general

possible to extend the universal isomorphism torsion function

T : iso (,A) Ki s o (j\) ; f (f)
1

to an additive function I

,,.,f i so .A
T : 1 so (,h (Jl.)) K 1 ()

such that for every contractible finite chain complex C

T = T (C) e Ki s o (.A)
1

If there were such an extension, and if C,C' are contractible finite
isochain complexes in A such that S(C,e') toe Kl (A), then

a contradiction.

T (CalC')

T(C) + T(C') + S(C,C')

t T (O --+C) + T (0 --+c ') e Kt
s o

(A)
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Example Let ft = {based f.g. free A-modules} for some ring A (such as

a group ring ZO[n]) for which induces an injection

The contractible finite chain complexes in Jl. defined by

1
C ') 0 ) A ) A ) 0

1
C' : )0 ) 0 ) A ') A

are such that S(C,C') toe Kiso(A), with automorphism torsion

component

S(C,C') = T(-l:A----+A) t 0 'E

(On the other hand S(C',C) = 0 e

In §4 below we shall define
..,r iso

T: ISO (b (.R)) -----)0 Kl (A) on a certain

We shall be making frequent use of the

(]

a logarithmic torsion function

full subcategory gr (Jl) (Jl).

following properties of S.

Proposition 3.4 The intertwining function (C,D) S (C,D) e
is such that

i) S (C63C ' , D)

i i) B(C, D63D' )

S(C,D) + S(C',D)

S(C,D) + S(C,D')

iii) S(C,D) - S(D,C) +

iv) B(C,SC) + I (_)re(Cr,C r_ l) = e(Ceven,Codd) where SC rr=O

v) B (SC ,C) = e (C
od d

,C
e v e n)

vi) B(SC,SD) = -S(C,D)

vii) S(C,D) = S(C' ,D') if C is isomorphic to C' and D is isomorphic

to D'.

Proof: These properties of S follow from the properties of the sign

function (M,N) e(M,N) obtained in Proposition 2.1.

[]



217

§4. Torsion for chain equivalences

The algebraic mapping cone of a chain equivalence

is a contractible chain complex C(fl. The torsion r t f ) e Ktso(,A) will

now be defined in the case when C and D are finite complexes such that

[C] [D] = 0 e KO(A) , as the sum of the torsion ,(C(f)) and a sign

term.

The algebraic mapping cone C(f) of a chain map

in A is the chain complex in Jt defined as usual by

A chain map f is a chain equivalence if and only if C(f) is chain

contractible.

A chain homotopy in Jt

determines an isomorphism of the algebraic mapping cones

with

h : C (f) ---"') C(f')

Proposition 4.1 The algebraic mapping cone C(f) of a chain equivalence

of finite chain complexes in.A is a contractible finite

chain complex C(f) in .A such that the torsion ,(C(f)) e Ktso(JV is a

chain homotopy invariant of f, with ,(C(f)) = ,(C(f')) for chain

homotopic f,f'

Proof: Given a chain homotopy g:f" f':C apply Proposition 3.2

to the isomorphism defined above, to obtain

,(C(f')) - ,(C(f)) r th )

L (-Jr,(h:C(f)r-C(f')r)
r=O

o e Ki s o (}l.)
1

[]
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The following results determine the of the

torsion T(C(f)) eKiso(A) under the composition and addition of chain
1

equivalences.

Proposition 4.2 i) The torsion of the algebraic mapping cone C(gf) of

the composite of chain equivalences f:C-----+D,

g:D--+E of finite chain complexes in A is given by

'f(C(gf)) = T(C(f)) + T(C(g)) + y(C,D,E) e

with the sign term y defined by

y(C,D,E) = B(E,SC) - B(D,SC) - I3(E,SD)

ii) The torsion of the algebraic mapping cone C(f$f') of the sum

of chain equivalences f':C'-----+D' of

finite chain complexes in A is given by

T(C(fillf')) = T(C(f)) + T(C(f')) + B(D61SC,D'61SC')

+ I' (_) r E: (C l' D ') e Ki so (.it)
r- r 1

iii) For a chain equivalence f:C---+D of contractible finite chain

complexes in A

T (C (f)) = T (D) - T (C) + 13 (D , SC) e Ki so (..A.)
1

iv) The torsion of the algebraic mapping cone C(l) of the identity

chain map l:C ------+ C on a finite chain complex C in.A is given by

Proof: i) Given a chain complex C let be the chain complex

defined by

r C
r
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Given chain equivalences , g:O-------+E of finite

chain complexes in a chain map

h :

by

The algebraic mapping cone C(h) is a contractible finite chain complex

which fits into two short exact sequences of such complexes

i j
o C (f) ------...+) C (h) C (g) ----} 0

i' j'
C(h) C(-lo:O--O)

with

i

j (0 1) C(h)r C ( f) r ec (g) r ------t C (g) r '

i' :j, C(gf) E alC )C(h)ro r r r-l

f

= ( :

0 0 :)j •
-f 0

: C (h) r = 0 alCr_lalEral°r_lr

The morphisms j,j' are split by the morphisms

(:) : C(g)r

0

0

0

1

C(-lo)r

k

k'
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and

(: :J: C ( f) r ec (g) r -------+ C (h) r C(f)rffiC(g)r) o ,

0 0 1 0

0 1 0 0

1 0 0 0

0 f 0 1

T ( (i k)

T ( (i' k')

Applying the sum formula of Proposition 3.3 twice

T (C (h)) = T (C ( f») + T (C (g) + I (- ) r T ( (i k): C ( f) r ec (g) r C (h) r)
r=O

+ 6(C(f) ,C(g»

T (C (gf)) + T (C (-lD)) + 6 (C (gf) .c (-lD))
co

+ L (-) r T ( ( i' k'): C (g f) r ec (-1D) r ----'>C (h) r)
r=O

e (,A) •

Eliminating T(C(h»), substituting the values obtained above for

T((i k j ) , T((i' k'll and also

T(C(-lD» = E(Deven,Deven) - rIo(-)rE(Dr,Dr-l)

T (C (f) ,C (g) = 13 (D(lISC,E(lISD) ,

T(C(gf) ,C(-lD» = 6 (EffiSC,DffiSD) e

leads to the required expression for T (C (q f ) e (..A) •

ii) The algebraic mapping cone C(fffif') of the sum fEllf' :CffiC'----+DEllD'

of chain equivalences fits into a short exact sequence of contractible

finite chain complexes

i j
o C ( f) (fffif ' ) ------>,.? C (f I ) ------70

wi th
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1 0

0 0

0 1

0 0

C (f) r (felf') r

(: 1 0 :)0 0

C(falf')r = D elD'alC alC'
r r r-l r-l

j

i

Define a splitting morphism for j by

0

0
k

0

1

C(f') r D'alC' )0C(falf' ) r D alD'alC alC' ,
r r-l r r r-l r-l

with

T ( (i k)

1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

C(f)ralC(f')r D illC alD 'illC ,
r r-l r r-l

C (felf ' ) r

= e

It is now immediate from the sum formula of Proposition 3.3 that

T(C(falf')) = T(C(f)) + T(C(f')) + S(DelSC,D'EIlSC')

+ I (_)r((C 1,D') e
r=O r- r

iii) Set E = 0 in the composition formula i).

iv) Set f = 1 : C = C , g = 1 : D = C E

composition formula i).

C in the

[]
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The reduced torsion of a chain equivalence f:C -----+0 of

finite chain complexes in A is defined by

ilf) iIClf)) E RisolA)
I

that is the reduction of the absolute torsion, IC If)) E Ki s O (Jl) of the

algebraic mapping cone C(f).

Example For {based f.g. free A-modules} the automorphism

component i(f) EKI(A) of the reduced torsion is just the torsion

of a chain equivalence f:C----+O in the sense of Whitehead [24] and

Milnor [11].

[]

Proposition 4.3 i) The reduced torsion function

is logarithmic and additive.

ii) The reduced torsion of an isomorphism is the reduction

of the absolute torsion ,(f) = L (-)r,lf:C ) e that is
r=O . r r

iii) The reduced torsion of a chain equivalence of

contractible finite chain complexes is the difference of the reduced

torsions of C and 0

i (0)

Proof: i) Immediate from the formulae of Proposition 4.2, since all the

sign terms vanish on passing to the reduced torsion group Kiso(A).

ii) Define an isomorphism of contractible finite chain complexes

lef : Clf) Cll:O ---+0)

and apply Proposition 3.2.

iii) Apply the logarithmic property of , given by i) to the composite

f : C 0 D

(up to chain homotopy).

[]
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The class of a finite chain complex C in A is the element

of the isomorphism class group of defined by
00

[C] = I (-lr[Cr] = [Ce ve n] - [Codd] e KO(AI
r=O

a chain homotopy invariant of C.

Example For .A = {based fog. free A-modules} the class of a finite

chain complex C is just the Euler characteristic of C
00

[C] = XICI = I 1-lrrankAICrl e KalAl =
r=O

[]

A finite chain complex C in A is round if

[C] = a e KO(AI

In particular, a contractible finite chain complex is round.

[]

Let trIA) be the additive category of round finite chain

complexes in A and chain homotopy classes of chain maps, a full

subcategory of the derived category ef(AI.

Proposition 4.4 il The torsion function

. iso
L : i so lb UV I -----+K l l.A)

is logarithmic, that is L (gfl = L (f ) + L (gl

iiI The torsion function is not additive in

general, with the torsion of a sum f$f' given by

L(f$f'l = L(f) + t I f ") - 6(C,C'1 + 6(D,D'1 e Kiso(ftl1

iiil The torsion of an isomorphism f:C---+D of round finite chain

complexes agrees with the previous definition

L(fl = I (-)rL(f:C I e Kiso(AI
r=O r r 1
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iv) The torsion of a chain equivalence f:C----+ D of contractible

finite chain complexes is the difference of the torsions of C and D

T(f) = T(D) - T(C) e Kiso(A)
1

v) The torsion of a chain equivalence f:C----+D of round finite chai

complexes which fits into a short exact sequence

° C D -----..+> E
f g

---7°

is related to the torsion of the contractible finite chain complex E

by the formula
00

T (f) = T (E) + I (-) r T ( (f h) : C GlE D )
r=O r r r

with {h:E __D I r .... O} splitting morphisms for
r r {g:D -+E Ir 9 0 } .r r

Proof: i) For round C,D,E the sign term y(C,D,E) in the composition

formula of Proposition 4.2 i) is given by

y(C,D,E) = S(E,SC) - S(D,SC) - S(E,SD) e Kiso(A)

ii) By the sum formula of Proposition 4.2 ii)

T (fGlf ' ) T(C(fGlf'» - S(DGlD' ,SCGlSC')

T (C ( f ) ) + T (C ( f ' » - S (DGlD ' ,SCGlSC ' )
00

+ S(DGlSC,D'GlSC') + I
r=O

T(C(f» + T(C(f')') S(D,SC) S (D' ,SC')

- S(C,C') + S(D,D')

(by Proposition 3.4)

= T ( f) + T (f ') - S (C r C ') + S (D, D ') e K i so U1.)
1

iii) Given an isomorphism f:C----4D of round finite chain complexes

in A define an isomorphism of contractible finite chain complexes

f' = lGlf : C' = C(f)

By Proposition 3.2

T(D') - T(C') I (-)rT(f';C'-------+D')
r=O r r

L' (-) r T (lGlf:D GlC 1----4 D GlD 1)r r- r r-
r=O
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By the logarithmic property of torsion proved in i)

T(f) ,(f) - ,(lD)

(,(C') - 6(D,SC)) - (,(D') - 6(D,SD))

,(C') - ,(D')

Y (-) r, (f:C ---'>D ) E KiSO(jl)
r=O r r

iv) Immediate from the logarithmic property of , applied to the

composite o-c noting that, (C--+O) -, (C) E

v) Apply the sum formula of Proposition 3.3 to the short exact sequence

of contractible finite chain complexes

with

i
o ----?> C (lc) -----+) C (f)

j
E ----+) 0

to obtain

j (g 0) C (f) r

,(C (f) )

+ 6(C(lC),E)

(3(C,SC) + ,(E) + I (_)r(,«f h):CrtBEr----tD r) + e:(Cr_l,E r))
r=O

+ 6 (CtBSC,E) E Kiso(A)
1

It follows that

r ( f) , (C ( f) ) 6 (D, SC)

,(E) + I (_)r,(f + 6(C,E)
r=O

co

+ «(3(SC,E) - (3(E,SC) + I (_)rE:(C
r_ 1,Er))

E Kiso(A)
r=O

By Proposition 3.4 iii)
co

(3 (SC, E) - (3 (E, SC) + I (-) r s( Cr -1' E r)
r=O

e:(Codd,Eeven) - e:(Ceven,Eodd)

o E Ki s o un (since C, E are round).1
[ ]



226

An element x e KO(JU is even if

E(X,y) = 0 e

for every ye KO (J\.). The even elements of KO (Jl.) define a subgroup,

the kernel of the adjoint map of the sign form of Proposition 2.2

isoKO (A) (KO (JU , Kl (..A) )

[M] dM,N))

Example For A= {based f.g. free A-modules} the isomorphism

KO (A) ----+ [M] - [N] f--------7. rankA (M) - rankA (N)

sends the subgroup of even elements in KO(A) to the subgroup LZ of

even integers.

[]

A finite chain complex C in It is even if the class [C] c KO (R)

is even. In particular, a round finite complex is even, since oe KO(JI.)

is an even element.

Let be the additive category of even finite chain

complexes in A and chain homotopy classes of chain maps. Thus is

a full subcategory of and is a full subcategory of

The torsion of a chain equivalence f:C of even finite

chain complexes in..A is defined in exactly the same way as for round

complexes, by the formula

T ( f) = T (C ( f)) - f3 (D , SC) e K i so (Jl.)
1

Proposition 4.5 The torsion function

has all the properties stated for T: iso C"r (Jt)) LR) in

Proposition 4.4, in particular the logarithmic property.

Proof: The proof of Proposition 4.4 depended on the sign properties

of round complexes which are the same for even complexes.

[]
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Given an object A of .A and an integer n)-O define the

elementary contractible finite chain complex in A

A(n,n+l)
1

... ----l>0 ...

concentrated in degrees n,n+l. For any finite chain complex C in Jl

the inclusion

------7>C$A(n,n+l)

is a chain equivalence such that

n
T(C(i)) = T(C(lC)) + (-) (E(Cn_l,A) - E(Cn,A) + dCn+l,A))

E i mt c :KOUl.) l\lIKO(A) Kt s o (A))

and such that for round finite C

T (i)

Working exactly as in Whitehead [24] (the special case

A= {based f.g. free A-modules}) it can be shown that the reduced
. .,

t o r s i o n T(f) = T(C(f)) EK
I

(Jl) of a cha i n cqu i v a Lenc e of

finite chain complexes in A is such that T(f) = 0 if and only if

there exist elementary complexes A.(m.,m.+l) (I"; i""p), B.(n.,n.+l)
l l l J J J

(1 such that the chain equivalence

P
fGlO : C' = CGl I A. (m. ,m.+l)

i=l l l l

q

DGl I B, (n . r n ' +1 )
j=l J J J

is chain homotopic to an isomorphism f' :C' D' such that

T(f' :C' = 0 E i<iso UUr r 1

There does not appear to be a corresponding interpretation of the

vanishing r I f ) =0 of the absolute torsion T(f) .EKtso(A,) of a chain

equivalence f:C-----+D of round finite chain complexes, except in the

trivial case when the classes [Cr], [Dr] E KO(A) (r ;>0) are all even

and the sign terms vanish.
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§5. Canonical structures

The isomorphism torsion group is too large (and

insufficiently functorial) for practical applications, as compared to

the automorphism torsion group = K
l
(A). We shall now investigate

structures on an additive category which ensure that the natural map

is a canonically split injection, with a splitting

map Kl(J\.) allowing an automorphism torsion component

l
a u t

8 Kl (A) to be split off from any isomorphism torsion 18

A canonical structure <P on an additive category Jlis a

collection of isomorphisms {<PM,N:M---+N}, one for each ordered pair

(M,N) of isomorphic objects in $, such that

1 : M----?M

<PN,P<PM,N : M N ----+) P

<PM61M, ,N61N' = <PM, N61<PM • ,N' : M61M' ----)0) N61N t

i) '"'t'M,M

<PM,Pii)

iii)

M N1

Example Let A= {based f.g. free A-modules}, assuming (as always) that

A is such that f.g. free A-modules have well defined rank. Based f.g.

free A-modules M,N are isomorphic if and only if they have the same

rank, n say, in which case there is defined a canonical isomorphism
n n
L a x 1---7- Lay
r=l r r r=l r r

The collection <P = {<PM,N} defines a canonical structure on A
[]

Proposition 5.1 A canonical structure <P on an additive category
isodetermines a spli ttinq of the natural map K

l
(A) Kl (A)

so that

Proof: Tr i vial.

[J

In fact, canonical stable isomorphisms are sufficient

A isoto split Kl ( ) -----)oK l (A), as follows.
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A stable isomorphism between objects M,N in an additive

category A
[f] : M ) N

is an equivalence class of isomorphisms under the

equivalence relation

(f:MlIlX-----7NlIlX) (g:MlIlY if the automorphism

fllll y lN lIl -1g ffilx
h MlIlXlIlY >NlIlXlIlY X > NffiYffiX ) MlIlYlIlX

lMlIl
Y

) MlIlXlIlY

is simple, that is T(h) 0 e K l (A) .

Proposition 5.2 Stable isomorphisms are the morphisms of a categOry

Jls, with the same objects as.A..

Proof: The composite of the stable isomorphisms

if] [g] : N P

is the stable isomorphism

[g] [f] [e]

represented by the isomorphism

fffil y IN lIl gllllx
MlIlXlIlY ) NffiXlIlY X >NlIlYlIlX PlIlYlIlXe )

IplIl
Y '> PlIlXlIlY

[]

f6lf'

f"

Although the stable category AS is not additive it is

possible to define the sum of stable isomorphisms if] :M---+N,

[f'] :M'----+N' to be the stable isomorphism

f f ] \9[ f '] =' [ f " ] : MlIlM' )0 NffiN '

represented by the isomorphism

IMlIl G
M
, 1Il1x,

MlIlM' 6lX6lX ' ------'------)-) MffiX6lM '6lX ' N6lX6lN' 6lX '

IN\9 6l1x ,
__________ N\9N'6lXlIlX I •
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[

i s omo r ph i sm [f] :l\1--N
The torsion of a stable

automorphism [f]:l\1

is defined by

rT ([fJ) =

LT ( [fJ) = T (f :l\1E1iX e

using any representative isomorphism f. In both cases

T ( [g J [0) = T ( [f]) + T ( Tg J ) T ( [f] Eli [f '] ) T([f]) + T([flJ)

A canonical stable structure [¢J on an additive category

is a collection of stable isomorphisms {[¢ J :M N}, one for eachM,N
ordered pair (M,N) of stably isomorphic objects in JI., such that

i) [¢M,l\1J

ii) [¢M, p]

[lM J :

[¢N,pJ [¢M/N] : M N P I

:iii) [¢l\1E1lM I , NEIlN I J = [¢M, N1Ell [¢l\1 I , N' ]

Thus [¢J is a canonical stru6ture on the stable category AS. An actual

canonical structure ¢ onA determines a canonical stable structure [¢J

on J{ with

:

for any objects M,N,X inA such that l\1E1lX is isomorphic to NEliX.

so

Proposition 5.3 A canonical stable structure [¢J on an additive
n isocategory .n determines a splitting of the natural map K1 (.A.) Kl (A)

(,}\.) ; [¢N,l\1J [f]

that = Kl(A)EIl?

Proof: Trivial.

[J

An additive category A which is equipped with a sufficiently

additive "Eilenberg swindle" has a canonical stable structure, as

follows.

A flasque structure {L,O,p} on an additive category J\
consists of

i) an object LM for each object M of A,
ii) an isomorphism 0M:MEliLM ----tLM for each object M oLA I

iii) an isomorphism PM,N: for each pair of

objects l\1,N inA, such that
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-1
PM,N

--------.,.)l:Mffil:N l: (MffiN) .

MffiNffil:(MffiN)

lMffi
ll:M\
o ) GHl:N

----------7) MEIHMffiNffil:N

The terminology derives from Karoubi [7,p.147].

An additive category admits a structure {l:,a} satisfying i)

and ii) (but not necessarily iii) if and only if KO(J\) = 0, or

equivalently if each object M is stably isomorphic to O. The isomorphisms

aM :Mffil:M----40l:M represent stable isomorphisms [aM}:M

Example If Jl is an additive category with countable ditect sums then

KO(A) = 0 by the Eilenberg swindle (cf. Swan [Zl,p.66]) , which

is incorporated in the flasque structure {l:,a,p} defined on $ by

i l l:P Ip = PffiPffiPffi ...
1

ii) ap : Pffil:P

iii) pP , Q : l: (PffiQ) -------+ );Pffi l:Q ;

( (xl' Y1) , (x Z' Y2) , ... )I ) ((x1 ' x2 ' ... ) , (y l' Y2' ... ) )

In particular, A = {projective A-modules} is an additive category with

countable direct sums, for any ring A.

[]

Remark In the above example l: can be extended to an exact endofunctor

l: : such that a defines a natural equivalence of functors

a : lJtffil: :

by defining l:(f:P Q) to be

l:f: l:P-----+l:Q; (xl,x2, ...

It follows that K*(A) = O. A flasque category in the sense of Karoubi [7]

is in particular an additive category A for which there exists an exact

endofunctor such that is naturally equivalent to I. Such

structures were considered in connection with formal delo9ping procedures

abstracting the Bott periodicity theorem. IT the lower algebraic K-theory

examples below the structures {l:,a,p} are such that l: does not

in general extend to morphisms, bnd the flasque structure only guarantees

Kb(A) = 0 for the additive categories A in question.

[]
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Proposition 5.4 A flasque structure {Z,o,p} on an additive category

determines a canonical stable structure [¢] on A by

so that the natural map Kl(R) splits and =

Proof: The stable isomorphism [¢M,N] is represented by the

isomorphism

>

________

The conditions i) [¢M,M] = [1M] , ii) [¢M,P] = [¢N,P] [¢M,N] for a

canonical stable structure [¢] are clear from the definition of the

stable category AS (Proposition 5.1). As for the additivity condition

iii) = this follows on observing that the

isomorphism

f Z

______________...."., I iIlZN '

is such that there is defined a commutative diagram of isomorphisms

in Jt

Thus [¢l is a canonical stable structure on A, and Proposition 5.3

applies.

[]
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Flasque structures arise naturally in lower algebraic

K-theory, as follows.

Given a ring A let J:. (Al, 'P. (A) (i) 1) be the additive
1 1 .

categories defined by Pedersen [12). The objects of (A) are
1

A-modules

M l:. M(J)

with each M(J) a f.g. free A-module. The morphisms of (Al are the
1

A-module morphisms

f = I . f(J,Kl
J

M I . M(J) ----*)N = l: . N(Kl

which are bounded in the sense that there exists an integer s a such

that

f (J ,K) a M(J)_N (K) if J = (j 1 ' j 2' ..• , j i)' K = (k l' k 2' ... , k i 1

are such that max{ I j -k III r i} > sr r

.. 2
proJectlons P = P

:P. (Al
1

is the idempotent completion of (A), with objects
1

M-----+M in t: (A), and morphisms
1

(M,p) the

f : (M,p) ---401 (N,ql

defined by morphisms f in i: (A) such that qfp = f :
1

Also, let rotA) = {Lg'. free A-modules}, and let :Po (A) be the

idempotent completion of to(A), so that up to natural equivalence

FO(A) = {f.g. projective A-modules} .

The main result of [12J is that there are natural identifications

(i ;:>0)

with K_ i (Al (i ;:>1) the lower algebraic K-groups of Bass [IJ.
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iExample The bounded -graded A-module category (A)

a flasque structure {I,o,p}, with

(i admits

o -1,0

jl-l

I M(k,j2,···,j·)
k=O 1

-1

.I M(k,j2,···,ji) if jl
k=J 1+l

This flasque structure (for which I am indebted to Chuck Weibel)

determines by Proposition 5.4 a canonical stable structure [¢]

and hence a direct sum decomposition

(A)) = (A))ffi?

The automorphism torsion component T (C) e Kal
u t U:. (A)) = Kl . (A) of the

1 -1

isomorphism torsion T(C) e (A)) of a contractible finite chain

complex C in (A) is an absolute version of the reduced torsion

invariant 'T(C) c Kl - i (A) (= Kl- i (A) for i > 1) obtained by Pedersen [13].

In particular, for i = 1 the splitting map is given explicitly by

(A)) )' (C l (A)) = Ko (A) ;

s-l s-li M(j)) n f-l( I N(j))] - [ I M(j)]
j=-oo j=O j=O

-1
with s 0 a bound for f such that

s
I M(j+k)

k=-s
(j e zz )
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The flasque structure isomorphisms are such that

0M(.L = Y rM(j), and has bound s = 1, so that the
J=O j=O

. h i . ( iso 1-' . O' aut .t: (A)) K (A)i somo r p i srn t.o r s i on TOM) c K l (J-l (A)) has i rnaqe i n Kl ""1 = 0 •

[]

Given a filtered additive category .A. letf;';. (A) (i 90) be the
. 1

filtered additive category of objects in A defined by

Pedersen and Weibel [15], with t:o(Jl) =.A, and let :Yi (JU be the

idempotent completion (A). By the main result of [15] there are
1

natural identifications of algebraic K-groups

Kn (:Pi (J1.)) = Kn- i CPo CA.)) for n, i 0

K CR.) ) for n? 1
n 1

Kn- i (Jl.) for n-i? 1

with the higher K-groups defined using the split exact structure, and

the lower K-groups K . (f-lo(A)) (j 1) as defined by Karoubi [7].
-J

iExample The bounded -graded category};. (A) (i admits a flasque
1

structure {r,a,p}, defined exactly as in the previous Example, which

is the special case JL= {f.g. free A-modules}. The splitting map for

in the case i = 1 is given by

T (f:M _N)

with p + the projection
N

K
O

(PO (A) )

-1 s-l
[ L M(j),f P +f] - [ L M(j),l]
j=-s N j=O

p +
N

N L N(j) ---+1 N
j=-co

L x(j) L x(j)
j=-co j=O

and s >,:. 0 a bound for f-l:N M,

s
f-l(N(j))<; L M(j+k)

k=-s
(j

the most significant one,

has image 0 e (Jt)) •

since b. ( ") '70 ("" ( 0) )""1 Jt =.E>l bi-l Jt.

The case i = 1 is

for i

[]

A more detailed account of the applications of the

algebraic theory of torsion to lower K-theory will appear elsewhere.
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BquiYlrilDI Moore SpIces
by

Justin R. Smith-

Introduction.

This paper studies the foUowing problem. originally proposed by Steenrod in 1960:

Given a group 11, a right Ill-module M and an integer n> I, does there exist a

topological space Xwith the properties:

I. 11 (X)=lI;
I

2. HlX) z O. htO. n;

3.Ho(X) - I;

4. Hn(X) = M?

where X is the universal covering space of X. equipped with the usual n-action. The

space X. if it exists, is called an equivariant Moore space of type fM, »: 11) or just a

spaceof type (M.n: 11). A triple (M. n: 11) for which such a space exists will be said to be

topologically realizable.

Section 1 of the present paper develops an obstruction theory for the existence of
equivariant Moore spaces and proves that:

Theorem: let (M. n: 11) be a triple as described above and suppose that the

n+2-dimensional homological k-invariJlnl of the chain como/or K+(M, n)@z.. i$

nonzero. Then there aoesat erist a topological space, X. wilh the property
that 11 (X) -11, H.(X; Ill) - 0.0 ( i <n, or i-n+1, n+2. H (X;211) - M. In particular, notIn

equivllriant Moore splice of type (M. n:11) erists: 0

Remarks: I. K+(M.n) is the quotient of the chain complex of a K(M.n) by the

O-dimensional chain module and Z. is a Ill-projective resolution of I. The tensor

product in the hypothesis is over I and equipped with the diagonal n-action.

2. The statement about the homological k-invariant of yz[+(M,n)®Z. is equivalent to

the statement that the evaluation map Hn+2(y;Hn+iY» -t HomZ'I(HO+2(Y)' HO+2(Y)) is not

surjective.
- Tbe author wu partiatly supported by NSF Grant·MCS8I-I66....
AMS (MOS) Subject Classification (1980): Primary Secondary 18G55.
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Sections 2 and 3 of the present paper develop an algorithm for the computation of
this homological k-invariant and show that:

Theorem: The hypotheses of the theorem IIbove lire slitisfied if

TI=Zl2Z Ea Zl2Z lon generllton s lind t) lind M is the ZTI-module whose

underlying IIbelilin group ZEaZEaZ with

multipliclltion by

s lind t IIcting viII right

the mlltrices.

o

o

o

o -1

lind

-1

-1

o

o

-1

o

-1 respectively.

o

The first counterexample to the Steenrod conjecture was due to Gunnar Carlsson in
[2). The present counterexample has the advantage that the Z-rank of the module is

minimlll and the fundamental group is the smallest possible - Peter Kahn (in
unpublished work) proved that any module whose underlying abelian group is lEaZ is

topologically realizable. On the positive side of the Steenrod conjecture we have:

Theorem: let M be II ZTI-module of homologiclll dimension k lIod suppose

thllt M/p.M· Mp ·0 for 1111 primes p < 1 + kl2. Then there er/st equivllrillnr

Moore splices of type (M, n; TIl, where n is IIny integer >k. 0

Here Mp denotes the p-torsion submodule of M.

The Steenrod problem has been studied before by Frank Quinn,James Arnold,Peter
Kahn, and Gunnar Carlsson.

Frank Quinn developed an obstruction theory to putting a suitable group action on a
pre-existing (non equrvariant) Moore space. The main drawback to his theory is that the

obstructions (and even the obstruction groups) do not seem to be readily computable--
see /14J.

James Arnold. in /19), developed a form of homological algebra based upon
permutlltion modules rather than projective modules and used it to prove that aU
modules over a cyclic group are topologica1Jy realizable. Peter Kahn developed an
obstruction theory to the existence of equivariant Moore spaces for I-torsion free

modules. When coupled with the results of Kiyoshi Igusa (see /10) and /11)) it implies
that the ZGL..(Z)-module Z.. (where the group acts by matra multiplication) is not
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topologically realizable in any dimension. Unfortunately the results of Igusa don't
provide for an easy computation of the obstruction.

The work of Gunnar Carlsson (which resulted in the first counterexample) hinged
upon an argument involving cohomology operations that doesn't appear to generalize
beyond the examples given in his paper (see (2)). Carlsson approached the problem from
the point of view of group actions on CW complexes and the induced actions on homology.
The present paper was originally written in 1980 after Carlsson's result.

It was felt that Carlsson's result laid the Steenrod problem to rest but in recent years
there has been renewed interest in the approach of the present paper. This is due to
connections between the Steenrod problem and the theory of transformation groups.
The present paper develops an obstruction theory for equivariant Moore spaces that is
completely different from all of the theories discussed above and which appears to be
much more tractable from a computational point of view. It also turns out that the
obstruction theory presented here generalizes to an obstruction theory to topologicaUy
realizing chain complexes that have nonvanishing homology in more than one
dimension. Such an obstruction theory provides a first obstruction to imposing a
group-action upon a space (e.g., a manifold). Certainly, if no group-action exists on a
CW-compler homotopy-equivalent to the desired space then it can't exist on the desired
space either. Also, if one can demonstrate the existence of some desired group-action on
a CW-compler homotopy equivalent to a manifold one can explore the (surgery-theoretic)
problem of smoothing the action (for instance) to get a similar action on the manifold.

Section 3 of this paper gives an explicit formula for the obstruction for aU
modules whose underlying abelian group is Z3. This formula can be readily generalized

to aliI-free modules.

I am indebted to Sylvain Cappell and Andrew Ranicki for their encouragement.

Ii 1 The Obstruction Theory

In this section we will describe the obstructions to the existence of equivariant
Moore spaces. Essentially they will turn out to be obstructions to adjoining terms to a
partial Postnikov tower in such a way that the first non-vanishing homology module
above the one we want to realize, is annihilated.

Definition 1.1: Let M be a right Z1T-module and n be an integer) 1. The equivariant

Eilenberg-MacLane space K...(M, n) is defined to be a space homotopy-equivalent to

(K,(M,n) x K(1T,l))l1T where:

a. the second factor is the universal cover of a K(1T, 1);

b. the cartesian product above is equipped with the diagonal n-action, 0
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Remarks: 1. Note that K..(M. n) has the following properties:

i. 1T
1
(K..(M,n» = 1T;

ii.1T
j
(K..(M,n)) = 0, i.. I, n;

iii. 11 (K (Mn)) =M, as ZlI-modules, i.e. the action of the fundamental group on 11
n .. n

coincides with the action of 1T on M.

2. In the definition of K'I(M,n) above we could have used the cellular bar construction

of Milgram for K(M,n) instead of the semi-simplicial complex of Eilenberg and MacLane --
see 1131.

Let X be a topological space with fundamental group 11 and consider a map inducing

an isomorphism of fundamental groups:

1.2: x.1. K..(M,n)

The homotopy class of this map defines a cohomology class [f) in Hn(X;M) and it is

well-known that the map f.:Hn(X;ZlI)-> M is the image of If) under the evaluation map:

Hn(X;M) .e.. Homz..(Hn(X;ZlI), M)

-- i.e. If) is just the element of HD(X;M) given by f-(Il, where lEHD(K(M,n);M) is an element

whose image under the evaluation map is the identity map of M -- see [18, chapter 8).

Furthermore the map f is the classifying map for a fibration over Xwith fiber a K(M,n-I).
If E is the total space of this fibration its homology fits into the Serre exact sequence of a
fibration:

... - Hn(K(M,n-1))-> Hn(E;ZlI)-> Hn(X;Z1T).!X, Hn_I(K(M,n-l))

-> Hn_ I(E;ZlI)- Hn_ I(X;ZlI)-> 0

where the map 0( can be regarded as coinciding with I, or elf) since it is essentially the

pullback of the transgression homomorphism for the universal fibration over K(M,n) --
which can be regarded as the identity map of M.

Lemma I.,]: Let Hn_J(X;ZlI) = O. Then there erist« a K(M,n-I)-fiIJration over X

with total space E such that H (E;ZlI) - H I (E;Z1T) - 0 if and onl'Y if M - H (X;Z1T)n n- n

and there erists 0 map f:X-> K (M,n) inducing an isomorphism of 11, ond on
.. I

isomorphism in homology in dimension n. A map f with those properties
erists if and only if the evaluation map with local coefficients in M --
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Proof: Most of this follows Immediately from the Serre exact sequence above. We

need only prove the last statement about the evaluation map. Let A denote Homz./M,M),

regarded as a ring. From the remarks following 1.1 it is clear that a map f:X ---+ K.(M,nl

inducing an isomorphism in homology in dimension n represents a cohomology class
[f] € Ho(X;M) whose image under the evaluation map 1S an automorphism or M, and

conversely, the existence of such a cohomology class implies the existence of the map.

Since the evaluation map HO(X;M) -+ Homz.(M,M) is naturalwith respect to changes of

coefficients it follows that it is a homomorphism of A-modules (where A acts on the right

by changes of coefficients in the cohomology, and by composition in the

Hom-group). Since A is generated, as a module over itself, by any automorphism of M it

follows that an automorphism is in the image of the evaluation map' if and only if that
map is surjective. 0

lemma 1. -1: A topological reaiization for the triple (M,n; IT) exists if and only

if there erists Ii sequence of splices (X j ) such thlit:

1. XI is Ii K(M, nl-fibration over Ii Khi,l l;

2. Xj+. is Ii K(Nj,n+i)-fibrlilion over Xj with Nj = Hn)Xj;ZlT) and whose

cnsrscterisuc class is a cohomology class of Hn+j(Xj;Nj) whose imllge

under the evaluation map is an automorphism of Nj .

Kemarks: 1. It is clear from lemma 1.3 that X. I can't exist unless the evaluation.-
map Ho+j(X.;N.) ---+ Homz (N.,N.) is surjective. Consequently the itb obstruction to the

1 1 • • •

existence of a topological realization of the triple (M,n;lT) is defined if and only if the

previous i-I obstructions vanish.

2. Since the evaluation map for integralcohomology is well-known to be surjective
it is easy to see why all of the obstructions in the theory presented here vanish if 11 is the
trivial group.

Proof: The if part of the statement follows from 1.3 which implies that

Ho(X j ; ZlT) = Z;

Hj(Xj ; ZlI) - 0 if 0 < j <n;

Ho(Xj; ZlT) = M;
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H.(X.;2n) = 0 if n ( j ( n-i,
I I

The Xj form a convergent sequence of fibrations whose limit will be a suitable

equivariant Moore space.
The only i/ part of the argument is a consequence of the existence and uniqueness

of equivariant Postnikov towers -- see (I J. 0

The remainder of this section will be spent developing algebraic criteria for the
surjectivity 0/ the evaluation map -- since the results above show that the
equivariant Moore space can be constructed if this map is surjective. Essentially we wilJ
show that it is possible to define obstructions to the surjectivity of the evaluation map
-- these will turn out to be closely related to the homoJogiclll.k-111vllrJllntsof chain
complexes defined by Heller in [81.

Oe/inition 1.5: Let C. be a projective Ill-chain complexwith the following properties:

i. Hj(C.) =0, l( n;

ii. Hu(C.) = M;

iii. Hj(C.) = 0, n ( i ( n+k;

iv. Hu+1:(C. ) = N.

Let P, be a projective resolution for M. Then there exists a unique chain-homotopy

class of chain maps c:c. -+[ up. inducing an isomorphism in homology in dimension n.

Let ij(c) denote the algebraic mapping cone of c. Wehave the exact sequence:

o -+ LOP. -+ ij(c) -+ [c. -+ 0

and Hj(ij(c» 0 for i ( n+k+ I and HO+1:+ .(ij(c» = N so that there exists a map

ij(c)-+[ 0+1:.,0., where 0. is a projective resolution of N. By composition there is a chain
,n ,0.1:.1 . . I: 1

map L p. -+ L 0. def1D1ng a class xEExtz'l + (M,N). This will be called the

homologiclll.k-invllrilint 0/ C. in dimensjonn.k. 0

Remar.ks: 1. It is not hard to see that this definition agrees with that of Heller in
(8}: the pair ([-nc., [-nij(c» can be regarded as a O-truncated segregatedpair as in

86 of [8J -- see 83 of that paper also; C. is regarded as a triangular complex such that

T.,j-O if »o.

2. It is also clear that if C. is the (cellular or singular) chain complex of a connected

topological space and n-O, the homological k-invariant defined above agrees with the
topologjcal.k-jnvllrJllntof the topological space.
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Definition 1. 6: Let f.C, - D, be a chain map of chain complexes. Then is defined

to be [-ltL(f) -- the desuspension of the algebraic mapping cone. 0

Remark: We have the usual short exact sequence of chain complexes:

o - [-In. - - C, - O. Let C, be a chain complex such that

Ho((,.) = Z;

Hn((,.) = M;

Hj ( (,.) - O. n <i <n-k:

Hn+t ((,. ) = H

where M and H are Z1l-modules. nand k are positive integers and n > 1.

There exists a unique chain-homotopy class of chain maps fo:(,.-1.. inducing an

isomorphism of Ho.Where 1.. is some projective resolution of lover 111. Then =0

and the canonical projection 0) C, induces homology isomorphisms in all higher

dimensions. If P, is a projective resolution of M then there exists a unique

chain-homotopy class of chain maps - [np. inducing an isomorphism of

homology in dimension n.

Proposition 1.7' Under the conditions discussed above the following diagram
commutes, with all horizontal and vertical sequences exact:

Where e and 0 are the evaluation maps, respectively, of C, and If

c = t( IH). then the evaluation map of (,. is surjective if and only if c = O.

Furthermore, 'A(c) is the homological k-invariant of in dimension n-k.

The complex V. is the algebraic mapping cone of the composite [-11.. c

fip., where a-fo and 'A is induced by the canonical inc/usion [fip. c V•.
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.HemarJ:s: 1. The element c defined above is just the homological k-invariant of C.
in dimension n-k -- the simple definition given in 1.5 doesn't apply here because C. has
homology in dimension O. See [81 for the general definition of homological k-invariants.

2. When C. is the chain complex of Xt in 1.4 the element c will be the obstruction to

the existence of Xt +1 and the k th obstruction to the existence of the corresponding

equivariant Moore space. In order to prove the nonexistence of a given equivariant

Moore space it clearly suffices to show that A(c) '" 0 at some stage of the construction.

This will form the basis of the proof of the main results stated in the introduction since

A(c) turns out to be more readily computable than c itself.

Proof: The diagram in the statement is the result of applying HD+li:(>;H) to the
following commutative -eract diagram of chain complexes (where, as usual, Z. is a

projective resolution of 2):

o

oo o

1
[-Iz. ---40

1 1
o

1 t 1
o c. --"> c.

l 1
o

where:
1. The middle row and the right column are the canonical exact sequences for

and respectively;

2. C. is the composite of the canonical projections and

0) C. and V' is defined to be its kernel.

The existence and exactness of the remaining maps in the diagram now follows by a

straightforward diagram chase. The fact that = Hom
Z1f(H,H)

follows from

the fact that the homology of vanishes below dimension n-k. That e and [) are the

evaluation maps followsfrom the naturality of evaluation maps with respect to maps of

chain complexes. That A(c) is the n-k-dimensional homological k-invariant of (3:(fo)

folllows from the definition. It is also not hard to see that where g is the
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It was noted above that the elements A(C) are easier to calculate than the

obstructions themselves. The A(C) do, however, occur in a natural geometric setting that

will be described now.

Definition 1.8: Let (M, n: 1T) be a triple as in 1.1. A split topological realization 01

(M, n: 1T) is a space X of type (M, n; 1T) such that the characteristic map C:X-oI(:(1T,l)

(inducing an isomorphism of fundamental groups) is split by a map s:K(1T,l)-o X(i.e. c-s

is homotopic to the identity). 0
Kemarks: 1. Note that in the split case the first k-invarlant of the space X must

vanish. The condition that X be split is stronger than the vanishing of the first
k-Invariant. however. It essentially implies that there is no interaction between the

fundamental group and the homotopy groups above 1T .
2

2. Since the splitting map S:K(1T,l)-. Xk must lift to X
k+1 in each stage of the

construction it follows that the classifying element of the fibration used to construct Xt>1

comes from the re/st/ve cohomology group l);H) -- since the relative chain

complex is essentially ll(fo) (in the setting of 1.7) -- it follows that the obstructions of the

existence of a split equivariant Moore space are the images of the nonspli/obstructions
under A

The geometric significance of the split case is connected with Steenrod's original

definition of an equivariant Moore space as a CW-compler acted upon by a group, 1T, such

that its equivariant homology had prescribed properties (so, for instance, the equivariant
Moore space was generally simply connected and corresponded to the universal
coverof an equivariant Moore space in our sense).

Proposition: A triple (M, n; 1T) has a split topological realization (in the sense

of the present paper) if and only if it is realizable (in Steenrod's sense) by a
.r.r-compleI that hilS a Iirea point.

Proof: Suppose (M, n: 1T) has a split realization X, in our sense. Then there exists a

n-equlvariant map Z:K(1T,1 )-0)( whose mapping cone is a pointed n-compler realizing

(M. n: 1T) in Steenrod's sense.

The converse follows by taking a Steenrod realization and taking the topological

product with K(1T.I) and defining the group action diagonally. The group 1T acts on the



247

resulting space freely so we can take the quotient to get a realization in our sense. The
existence of the fized point in the original space implies that the final space will be

split (it will contain a copy of l({,I,I)= [(,I.I Jxf'ired point/n). 0

Suppose we are at the beginning of the process of constructing an equivariant Moore
space of type (M, n; 11), in the non split case. Then XI will be the total space of a

l((M,n)-fibration over K(1I,o. The results of V. K. A. M. Gugenheim in (7) imply that the

(equlvarlantl chain-complex of XI wil1 be a twLUed tensor product of the chain

complex for a l((M,n) by that of [(11,1) (we can use the description of these

chain-complexes that appears in (4)). Since in the stable range (all dimensions <2n, in this
case) a twisted tensor product is the same as an ordinllry tensor product foHowed by a
twisted direct sum it foHows that:

Proposition I. 9: Under the hypotheses of I. -{ and 1.7 (with n>2, k = 2. and C.
the chain comp/er of XI) the obstruction, c3, to the eristence of X3 is an

element of H3(V.; M/2M) that maps under A to the n+k-dimensional

homological k-invarianJ of l(+(M,n)®l..

Hemarks: I. This result has the interesting consequence that, if the first
obstruction c2 is nonvanishing in the split case it doesn't vanish in the general case,

i.e., one can't "cancel out" the first obstruction by introducing a non-trivial topological
k-invariant in the lowest dimension.

Phrased in the terms of Steenrod's original formulation of the problem this says that
if the first obstruction to introducing an appropriate n-action to a pointed complex is

nonvanishing, then letting the basepoint move freely won't simplify matters.

B.

The "homological" obstructions -- coming from the homological
k-invariants of the equivariant Eilenberg-MacLane spaces;
The "topological" obstructions -- defined when the homological
obstructions vanish and coming from the rightmost colume of 1.7. They
derive from the effects of cohomology operations on the first topological
k-invariant and vanish identicallyin the split case.

C. The "multiplicative" obstructions -- derived from the fact that fibrations
correspond to twisted tensor products rather than twisted direct sums.
This obstruction is explored in 1181 and is shown to be nonvanishing in
general.

2. In the non-split case there will turn out to be threeessentiaHy different sources
of obstruction:

A.

3. l(+(M,n) denotes the quotient of K(M,n) by the subcomplex of O-dimensional

elements. See 1.7for definitions of V. and A.
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Proof: This follows from the fact that, in the stable range (i.e. dimensions n through

2n-1), k:hr,ll@tK(M,n)=Khr,llEl\Khr,ll@IC+(M,n), (where t is the restriction of t to the

stable range), and by direct computation of in this setting (see the discussion

preceding 1.7). 0

At this point we are in a position to state sufficient conditions for the existence of
equivariant Moore spaces. We will make use of the results involving the homology of
Eilenberg-MacLane spaces in [51 and [31.

We begin with the following well-known result (which can be proved directly using
the Hurewicz homomorphism):

Corollary 1.10: If M is aliT-module ofhomological dimensions.2, there erists

a space of type(M, n: iT) for any n- l. 0

Kemar./{: Using the obstruction theory described above, this follows from the fact

that Hn+I(K(M,n);Z) = 0 for all n>l and all abelian groups M -- see [5, §201.

It follows that the first nontrivial obstruction is c2 E Extz'/(M,Hn+2(K(M,n);Z).

Since it is proved in (5, §§21, 221 that:

H'!(K(M,2); Z) = f(M);

Hn+2(K(M,n); I) =MI2M, if n >2.

(where f(M) is the Whitehead functor).

Corollary 1.11: let M be a liT-module of homological dimension s 3 sao

suppose that EItZ/(M.r(M)) - O. Then there erists an equivarfant Moore space

of type(M, 2; iT). 0

Theorem 1.12: let M be a liT-module of homological dimension k and

suppose Mp (the p-tors/oa suomoaute)» M/peM = 0 for a11 primes p < 1 + kl2.

Then there erist equivarfant Moore spaces of type (M, n: n). where n is any

uueger: k.

Proof: This follows immediately from the results on the homology of

Eilenberg-MacLane spaces in the stable range in [31. Those results imply that the

homology of a "(M,n) in dimension n-k is a sum of copies of Mp and M/peM for primes p
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such that 2(p-l) s k where k (D. 0

I 2 rll. PiJ'lt Boaoloaic:a1 t-IDvariut oIa ClaaiA-COapleJ:.

In this section we will develope methods for computing the homological k-invariants
of a chain complex. We will make extensive use of the perturbation theory of
DGA-algebras. This theory was developed by H. Cartan in unpublished work and later
elaborated by V.K.A.M. Gugenheim (see (71).

Defioitioo 2.1: Let f:e - D. g:D- Cbe maps of chain-compleIes. Then:

1. if f maps each C1 to D1+t then f will be called a mIP of deKree k;

2. if f is a map of degree k then dC is defined to be dD°C+(_l)k+·fodc' The map f is

defined to be a cb.io m.p if it is of degree 0 and dc-O.

3. if f and i, above, are botb cb.io m.ps and:

a. rog-l D, and gor..dq" where q, is some map of degree +1;and

b. foq,-O. q,og..O, and q,2=0:

then the triple (r, g, q,) is called a comrscuoa of C ooto D. The map f is called

the projectioo of the contraction. and g is called the iojection. 0

Remlrks: 1. Since dc has the special meaning given above, we will follow

Gugenheim in (7) in using d-f to denote the composite.

2. We will also use the convention that if f:C.-D1, are maps, and

a@b € C.®C2 (where a is a homogenous element), then

(f0g)(a®b)-(_l)dea(l)odea(l)f(a)0g(b). This convention simplifies some of the common

expressions in homological algebra. For instance the differential. d@1 of the tensor

product C®D is just dc®1t 1®dD.

3. It is not difficult to see that the definition of a chain-map given above coincides
with the usual definition.

4. The definition of a contraction of chain compleres given here is slightly stronger
than the original definition due to Eilenberg and MacLane in (41. since they don't require
the chain-homotopy to be self-Iooibillting. The present definition is due to Weishu
Shih in (t6). Its use in the present paper is justified by the fact that it enables us to use
the following lemma, which is central to perturbation theory in differential algebra:

I.emmll Z.Z (Perturbation Lea.a): I.et tr, g, (I):C-D be II contrecuo» or Ch8fO

compleres with differeotills dc lind dD' respectively. Suppose C is equipped
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JVith second differeDti61 d' 6nd 6n incre6sing filtrltion (FIC) such th6t:

1. t-d'-dc 10JVers filtration degree by 6t le6st 1;

2. ,Ind dc preserve the filtration;
3. t(FoC)-O.

Then there erists I second differentill d" on D 6nd I contrsouon
(C',g·.'·):{C,d·) ...... (D,d"). The contrlction (Cg',,') is defined by:

1. C'-f·O + t.Too·');

2. g·-Too·g;

3. ,'-Too";

JVhereToo- l +l oo(,·t)1 lind the differentill d", on D, is giyen by d"-d+fotoToo·g.
I-I

(]

./lemlrks: 1. The summation above has i going from 1 to infinity. Note that this
"infinite series" actually reduces to a finite sum when evaluated on elements of C
because of the conditions on the filtration of C. Throughout the remainder of this section

we will use the notation Too-(I-,·tt l . This is sior« thIn just I notl/ionll

ooavention-» the condition of the filtration of Cimplies that Too·O-,·t>-lc'

2. This lemma first appeared in (7), although it was used implicitlyin (161.

Oefinition 2..1: If M and N are Zw-modules, F is a free Zw-module with preferred

basis (YI) and f:M...... N is a homomorphism of abelian groups that doesn't necessarily

preserve the action of 1l then the P-ertension of C, denoted 1 :M0 p...... N0 P (with
F Z Z

dillgOD61 w-action) is defined to be the I-linear map for which

1F(m0(Yjev))-C(mev-l)ev0(Yjev) Cor aU mEM and vEw. 0

./le1J16rks: 1. This construction will be used as a way to convert 1J1IPS into
module homo1J1orphisms -- it is not difficult to see that IF is a Zn-module

homomorphism. The construction was motivated by the Borel Construction for

making a group action free (i.e. take the product with a space upon which the group acts
freely and give the product the dilgon61 action).

2. The P-eltension of f clearly depends upon the preferred basis for P that was used

in its construction. If f is already a module homomorphism 1F-f01.
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3. The definition above can clearly be generalized to the case where M. N. and F are
chllin compleres. In this case bases for the chain modules of F must be defined in each
dimension. If f was originlllly II chllin mliP its F-eltension will IIIso be a chain map if
the differen/illl on Pis iden/iclIJJy sera

lemmll 2..f (The Module LelBma): let C lind D be chllin compleres lind let
(f. g. D be II l-contrllc/ion fie. the mllps involved srea': necessllril}

module homomorphisms). let 1.. be II free resolution of Z over Zu lind

suppose some preferred basis hilS been chosen in ellch dimension. Define:

1. f - {z·O - 00dzH)/ I;

2. i
3. ;p - (l -

4. d'-(d
D Z Z Z

5. c' - (dc)z ... 10dz;

Hemllrk: Notice that when the composite "i00dz) is evaluated on a0b€<:.0z. the

dimension of the first factor is lorveredby I and that of the second factor is nisedby
1.

Proof: This is a straightforward application of the Perturbation Lemma to the

contraction (f.g 0.01... where the differentials of <:'01.. and 0.01.. are taken to

be (dc)z and (dD)z' respectively. The "perturbation", t, is I®dz • which evaluates to

(-I )dla(l)a0dz(b) on a0b. by the convention regarding evaluation of maps on tensor

products. The filtration degree of such an element is defined to be the dimension of b. 0

Let <:. be a chain complex over Zu and suppose its lowest dimensional non-vanishing

homology module is Ho (in dimension n), Furthermore suppose the nert non-vanishing

homology module is Ho+t (in dimension n+k) with k 2 1. Let n. be a Zu-chain complex

with:

1. Dj =O. i <n;

2. Do - Ho (as a Zu-module):

3. Dj = O. n <i <n-k:

4. 0. is Z-chain homotopy equivalent to <:..

(to simplify the discussion somewhat we'n assume that the boundary

homomorphisms of 0. commute with the action of n, although this isn't necessary).
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The theory of chain-complexes over a PID (1 in this case) guarantees the existence of

such a n. and a contraction (see theorem 5.1.15 on p. 164 of (9)):

2.5: (f, g, ql):C.-+n,

over 1. If z" is a free I1I-resolution of 1 with preferred bases for its chain modules

chosen (so f , g , and il can be defined as in 2.3) then 2.4 implies the existence of a
z z z

contraction over 111 -- (f,g (n.®z",d')where f,g, and are defined as in 2.4.

Corol1l1ry 2.6: Under the conditions in the discussion strove, the first
non-trivial homological k-invariant of c.®z" is given by the cocycJe:

where p:Do+t ®Zo -+Hn+t is the projection of the cycle module to the homologJ'

module.

Neml/rks: 1. We may consider this cocycle as being defined in either Homz..(Ho®z",

Ho+t) which defines an element of Eltz..t+I (Hn.Ho+t) or Homz..(z", Homz(Ho,Ho+t»'which
gives rise to the isomorphic group Ht+ I (1I,Homz(Ho,Ho+t»-- see 1171.

2. By the remarks following 1.4 and 1.7 it follows that, if C. '"[(M,n) with Ma I-free

I1I-module then c.®z" is the (equivarlantl chain complex of [ ..(M,n) and the homological

k-invariant in question is the first obstruction to the existence of an equivariant Moore
space of type (M,n;1I).

3. Note that this cocycle vuisbes if any of the I-homomorphisms f, g. or ql is also

Z1f-linel/F, in the dimension range of the formula.

4. It should be kept in mind that the boundary map in the resolution, Ho®z", of Ho

is nOII®dz -- it is (lz)o'O®dzHRz)o (it is not difficult to see that Ho®z", with this

differential, is slill a resolution of Ho -- at least up to dimension n+k). This twisted

differential coincides with I®dz if and only if f is I1I-linear, i.e. f z m f®1 in dimension n.

Proof: Throughout this argument the term characteristic map of a chain complex
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will refer to the canonical map (up to a chain homotopy) from a chain complex to a
projective resolution of its lowest dimensional homology module, i.e. if the lowest
dimensional nonvanlshlng homology module of C. is in dimension n and has a projective

resolution p. then the characteristic map of C. is a chain map c......[ •.

We will prove that the cocycle in the statement of the theorem represents the first

homological k-invariant of D".(D.® L; d'), which is chain homotopy equivalent to c.®l..z

First note that D" can be regarded as the direct sum D"=Ho®l.EBD', where DO has no

nonvanishlng chain modules below dimension n-k. This is not necessarily a direct sum
decomposition of clJlin cOJlJpleres. In fact, by the description of d' in 204 it follows
that:

I. D'®l. is a chain subcompleI of D";

2, The boundary of Ho®l. may contain components in DO®l..

This follows from the eristence of a corresponding direct sum decomposition of
clJlin cOJlJpleres when the unperturbed differential is used, and the fact the
perturbation terms in d' lOFer the dimension of the l.-factor and uise that of the

D.-factor. Let dB denote "the portion of the boundary of Ho®l. that lies in DO, i.e. the

composite Ho0Z.-0 D"..... D" -0 DO. where the leftmost map is the inclusion and the
d'

rightmost map is the projection.

It is not hard to see that there is a chain homotopy equivalence h:l(c) .....! DO (recall

that I(c) is the algebraic mapping cone of c). where c:D" ..... Ho®l. is the projection, which

is also the clJlrlc/eris/ic DJIP. The map h can be described on the various direct
summands of I(c) as follows (where D" is regarded as the direct sum Hn®l.EBDO):

1. hi !D' = 1: .....

2. hi !Ho®Z. -0:

3. hlHn®Zj-(-l)I+ldB:Hn®l.cUc) D'.

where in the last statement dB is regarded as a map from Hn®ZI to DOl_I -

The conclusion now follows from the fact that the component of d' that maps

to Do+t®Zo is the cocycle given in the statement of this theorem. 0
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Definition 2.7: Let n and k be integers 1 1, let E-(f,g.,,):c'- n. be a 2-contraction of

211-chain compleres and let II .....ll (11. The c-symlJol
I t+1

of the elements II •...• • for the contuction E. lind in dimension n, is denoteo
I t+ 1

(.(E; lll.···.llt) and is defined to be the element of given by:

where ex is defined inductively by ex - ,,-(ex -ll -I) and ex -g.o
t ii-I t+2-i 0

Remllrks: 1. By abuse of notation we have used the symlJol for ll. to denote the
I

homomorphism of C. or n. induced by u,
I

2. Note that, due to the self- and mutual annihilating properties of f. g, and ". the

c-symbol will YIIDish if any of the llj is equal to the identity element

3. The definition above will be extended to the case where the IJ. are arbitrary
I

elements of the group-ring 211. This is done by simply defining it to be Z-linelr in

each argument, IJ..
I

Definition 2.8: Let 1.. be a free resolution of 2 over 211 and suppose preferred basis

elements have been chosen in each dimension. If is a preferred basis element its

1J0undlry tree ",ith respect to 1.. is defined to be a tree whose nodes are labelled

with triples (k.A.b)as follows:

1. k is an integer. called the dimension of the node;
2. A(Z1l is called its multiplier;

3. b is a preferred basis element of called the IJlseof the node.

The boundary tree of a is constructed inductively as follows:

1. There is one node of dimension t labelled with (t.O.a);
2. Given a node. n, of dimension i with label U.'X,b). suppose the boundary of b is

equal to AtO. where the are preferred Dlsis elements. Then

there is one descendlnt of n for each term of that linear combination and

these descendant nodes are labelled respectively. Each node of

dimension i<tis joined to a uniquenode of dimension i+1.
3. The process described above terminates in nodes of dimension O. 0
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Rem6rks: This is simply a way or keeping track or all tbe terms tbat arise from
taking boundaries or elements and then taking boundaries or tbe individual terms or tbe
linear combinations that arise. 'fhis notational device will turn out to be indispensible in
performing elplicit computations.

Definition 2.9: 1. A tr6ck through a boundary tree is defined to be a path tbat starts
at the node of highest dimension and proceeds to a node of dimension 0 without ever
covering a given edge more than once.

2. A track will be called essenti61 if tbe number I(Z1I never occurs as a multiplier.

Otherwise it will be called inessenli61

3. Aboundary tree that bas no inessential tracks will be called reduced. 0

Rem6rks: 1. Since a track isn't allowed to double back on itself. dimension is clearly
a monotone decreasing function or distance along a track.

2. Given an arbitrary boundary tree it is clearly possible to reduce it. i.e. to find a
subtree containing all or the essential tracks or the original tree and not containing any
inessential tracks. Simply delete from tbe original tree any subtree wbose root bas a

multiplier of 1.

3. Given a track. T. its multiplier sequence is defined to be the sequence or
multipliers encountered in traversing the track from the root to the end. This sequence is
assumed to begin at one dimension below the top dimension. If T is a track in the

boundary tree or a€It. as in 2.8. then the mUltiplier sequence is denoted (Tt_1··..,ToJ·

Our main result is the following:

Theorem 2.10: let ..... n. be 6 Z -contrsctioa of Z1I-ch8in complezes

such thaI:
I. The 10JYest-dimensionalnonv8nishinl homololY module of C. is Hn in

dimension n, mait is Z-torsion free;

2. The aert nonv6nishin, homololY module of C. is Ho+t in dimension

n-k:

let Z. be 6 free resolution of Z over Z1I JYith preferred basis elemen/s

chosen in e6ch dimension 6nd JYith the property th6t the 6ulment6tion
Zo-+Z m6ps preferred b8Sis elements to 1. Then the first homoiolic8J

k-inv6ri8nt of C.flll.. is 6n elemen/ of Ht+l(1I.Homz(Ho.Hn+t}} .. EItz.t I (Hn.Hn+t )
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represented by 1/ cocrc/« tbllt ml/ps II preferred bl/sis eJement to

JYbere Ibe sum is IlIken over IIJJ essenlillJ Irllcks in II boundllry tre« of b
JYitb respect to 1...

Remarks: 1. The condition involving the augmentation homomorphism of 1.. won't
prove to be very restrictive.

2. Let 1.. be the rigbt bar resomtto» of Z with the symbols h.,/..".V as preferred

basis elements (where i is any positive integer and the ps run over all elements of n).

Then it isn't hard to see that a reduced boundllry treefor [I-' 1...11-' Jis:
I t+1

n-i.o. (I-' I...llJ J)--(k,lJ ,llJ l...IlJtU-- ...--(O,I-'I,mI hi t+1 I

so that the first homological k-invariant is a cocycle whose value on [I-' 1•. .11-' ] is
I t+1

p·'o(E;I-'I ,···,I-'h J)€Homz(Do,Ho+t) where Do-Ho and p:Do+t -- Do+t/CJ>o+t+ J - Ho+t' is the

projection.

Proof: First note that the defintions of the two quantities equated in the statement
of the theorem never make use of the self-annihilating property of the boundary
homomorphism dz. Thus. in principle, it is possible to define the terms in the theorem

with dz an IIrbitrllry sequence of bomomorpbisms, di:Zi--Zi_ l . We will.

consequently. separate the proof of the theorem into two cases:

Cale I: We assume that the boundary homomorphisms dzhave the property that

dz(b)=[mibil-'i if bi is a preferred basis element. where \liEn. mj€Z. (In case II the

coefficients of the biwill be arbitrary elements a[ Zn).

Define:

I. B1 to be the subtree of the boundary tree of b spanned by all the nodes of

dimension zi;

2. The enda[ a track. T. to be the base a[ its lowest-dimensional node. denoted
e(T). See 2.8 for a definition of the base of a node in a boundary tree.

3. Ai(Tt....,!i) (where each T(mjvj for some mj€Z.vi€n) to be (Xt+I_.. ri· ...-r, where

(Xi is defined as in 2.7 using \lrvi-I and T is some track in Bi;
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Hemlrks: 1. Note that IJx@b). where xEDn• is equal to g(x)@b if b is a preferred

basis element -- see 2.3.

2. Wewilllctull1ygive an inductive proof of the fol1o.",ing statement:

CI"im: Under the hypotheses of the theorem

LAj(Tt ....,TI)(x)@e(T)er(..r
t

c VI(x@b)

(where b is a preferred basis element and the sum is over all tracks in 81)

for III x E On Ind 111/1 1 i < k+ 1, where T. denotes the element VE1T
I

whenever Tj is of the form mv m« mEl.

Hemlrks: 1. Since the c-symbol vanishes identiclilyon tracks that IIren'l
essen/ill/(and this doesn't depend upon dz being self-annihilating) the sum above can be

regarded as a sum over essentilll tracks.

2. Proving the claim above proves the theorem in Case I because. wben i-I we

simply take the boundary dz one more time and take rz and apply the llugIDentlltion.

whicbmaps all preferred basis elements to 1 (by hypothesis).

Proof of cillim: First we will verify the claim in tbe case where i-k. Suppose

where mjEZ. bj are preferred basis elements of 1.., and Then Vt(x@b)

- @dz)(g(x)@b) (see remark 1 preceding the claim) .. ..

(see 2.3) - LAt(Tt)@e(T)T
t
(where the sum is over all T£8t). The

last equality is a consequence of the definition of a boundary tree (2.8) which implies
that the ends of tracks in 8t are in a 1-1 correspondence with the bi"

Now we will assume the inductive hypothesis and assume the claim is true in

dimensions 1 L Note that VI_ I(x0b).. By hypothesis VI(x@b) ..

LAI(Tt ....,TI)@e(T)Tf..T
t.

The inductive definition of a boundary tree implies that

O@dz)LAj(Tt.··.,TI)@e(T)l\··.Tt
(summed over all TEBI) .. LAI(Tt....•TI)@e(T)TI-/rj"..Tt

(summed over aU TE8j_ I--see 2.8) and evaluating on this gives
AlA IAA"'- AA

(I) Lq)(AI(T......,T.)T - ...T. -) T. T....T @e(T)TI_1 T....T.. I t I-I I-I I tIt
(summed over all T£81_1)
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m1" " I" I" " "Then ,(AI.(Tt....•TI)T - ...1 -)1 1 ...1I-I t I-I l-I i t
" -I" -I" " " " -I" ",(0: TI·...Tt1 ...1 )1 1 ...1 "',(0: 1 )1 TI·...Tt '" 0: 1 TI...Tt '"t+I-1 t I-I i-I I t t+I-1 I-I I-I t+2-1 i-I

AI_ I(1t •...,TI_I)/m. Substituting this into formula (Hgives

(I) LAI_I(Tt.···,Tl-I )@e(T)Ti_ITc·Tt
(summed over all TEBi-I)

which proves the induction step and. by the remarks following the claims, also
proves the theorem in case I. case I I follows from case I by noting that each of the terms
in the formula

(2) L G; (B;To,...,Tt)(I) .(_I)D+tp·r
T D z Z z

(summed over all TEB)

is line6r in the boundary maps in the following sense:

1. Suppose d, d', d" are sequences of homomorphisms ZI-Zi-I that are identical

except that, in dimension j drd'td"r Then the value of the right-hand side of equation

(2) calculated using dzad (in all dimensions) will be the sum of the values obatined using

d' and d".

2. The same is true of the left hand side ifwe define the boundary trees of d. d', d"
to have the same underlying tree structure (with the possibility of many of the
multipliers begin 0).

Since. in each dimension, we can decompose the boundary homomorphism (dz)1 into

linear combinations of homomorphisms that satisfy the conditions of case I, it follows that
the theorem is true in all cases. 0

We will now give a second enmple of how to calculate and use boundary trees
(recall that the first example used the bar resolution of 1 and appeared immediately

after the sll/lemenlof the theorem). This second enmple will be more important than
the first since it will be used extensively in the next section.

We will consider the case where 1.. is the 6ruenber6 Resolution of lover 111.

Suppose the group 11 has the presentation <11•...,1.; rl ....•r t ) (we are only assuming that the

presentation is finite to simplify the discussion), Then theorem 10.9 on p.271 of (lS)
implies the existence of a free resolution of lover 111with chain modules generated by

the symbols:

{Rit ...Rill, in dimension 2j, and (Rit...RijXil+ Il, in dimension 2j+ I
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where the R-symbols are in a 1-1 correspondence with a set of free 6enerators
for the relation sU/)6roup -- this is the normal closure of the relations (rl) in the

free group generated by the I j • They may be obtained by compuung II

Reidemeister-Schreier system of generators. The X-symbols are in a 1-1 correspondence
with the generators (Ij)'

In order to define the boundary of an element it is necessary to recall the notion of a
For Derivative or free derivative:

These are symbols (O'c. j ) that operate on the words in the (I j ) via the following

rules:

I. C./C., = ..;
II

2. (lw IW2)/C. j = (tNt/c. j +wte(tN2/C.j

where w I and w2 are arbitrary words in the I j -- see 16,i21 as a general reference.

The formula

was proved in 16, pS)l). Wewill need another version of this formula though. Let-
be the anti-involution on the group ring of the free group that maps all group elements to
their inverses. If w is a word in the free group then

w--1 = L(}II-/C.je ( I j -1), and taking - of both sides gives

w-l - L( I j - -1) e( (}II-/C./, which implies

Theaare similar to the FOI derivatives -- they satisfy the following relations (which
I

are sufficient to define them):

2.12: 9Ij .. 6
j
, ;

I I I

Statement 2.11 above and the definition of the boundary maps for the Gruenberg
resolution on p.271 of USI imply that the boundary maps are given by:
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where (.]1( denotes the image in 11( under the homomorphism IF.--11f defined by

the presentation for 11 given above. where F. is the free group on the symbols (It>­
Theorem 2.1O. coupled with the descriptions of the boundary maps in the Gruenberg
Resolution immediately implies:

Corol16ry 2.13: t/naer the hypotheses of theorem 2.10, if 1( h6S 6

preseot6tioo <x"...x.; r"....rt ) theo the first homoloKic6l k-ioY6ri60t of c.®z. is
60 elemeot of Ht+I(1(,HomzeHn.Hn+t »represeoted by 6 COCh6io 00 the Grueoberg

Resolutioo ofl correspoodiog to the preseot6tioo 6boYe, 6SfolloJYs:

l. if k=2m then the Y61ue of the cocycle 00 Rit­..RiaaXiaa+1 is

p'[(n(E;lxiaa. 1]1(,(91(riaa)]1(····. 19m(ril )]1(' II iaa• I

2. if k-zm-t then the Y6lue of the cocy'ele 00 Rh···Rim is P·[(n(E;lql(rim)]1(....•

19m(ril )]1(' IIj.lw);

JYhere p:Doot ­­ Doot/d( Dootol)­Hoot is the projectioo. 0

Rem6rks: l. In the summations above all of the hvary iodepeod60tly so that

they are m -fold summations.

2. Note that we have replaced I:lje 1]1( by II ji]1(' This is permissible because the

c­symbols in question are multilinear and they vanish if any of their arguments is equal
to l.

Wewill conclude this section with an erample, Suppose 1( is the group 112lmZl21

presented by <s.t: s2. t2. (ts)2>. Then the Reidemeister­Schreier theory implies that the
relation subgroup or the free group on s and t is generated by the following words:

Corollary 2.13 implies that the first homological k­invariant of c.®z. in the case

where k­2 is a cochain whose value on RIT is p., (E;t,IOs2]..s) (since (is2 is clearly 0).
n s t

The O­symbol. is easliy calculated using 2.12 ­­ for instance os2 ­ 1 + s, and we may drop
•the I­term.
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13 Tile lir.t lloaololica1 t-invariant of an Bquivariant Bilenbera-MacLane
Space.

In this section we will use the results of the preceding section to compute the first
homological k-invariant of an equivariant Eilenberg-MacLane space. This computation,

coupled with the results of section 1will imply the eristenee of a triple (M, n; 11) where

M=Z3 and 1I=ZI2ZfIJZI2Z, for which the corresponding equivariant Moore space doesn't

exist,

The methods of this section will be generally applicable to any triple (Z3, n; 11),

where 11 is any group acting on Z3, although the final calculation at the end of the section

will be performed with 1I-ZI2ZfIJZI2Z using the presentation given at the end of section

2 with s and t acting via right multiplication by:

o

to
o

o

1 - -1

lind -1

-1

o

o

-1

0'

-1 respec/ively.

o

We begin by constructing a contraction of DGA-algebras (a,b,G):A(Z3,2)-- Pb,y,z),

where P(I,y,Z) is the divided polynooJlill IIlgebn -- the Z-subalgebra of Ob,y,zJ

generated by the elements (1.(I)-l i / iI, 1.<y)=yi/jl, "
t(Z)=Zk/kU

for all values of i, j, and
I I

k, and A(Z3,n)is the n-fold bar construction 5°(Z[Z3)) -- see [4, § 14].

The DGA-algebra P(I,y,z) is the chain-compler that will be used for D. in the

application of 2.11. The n-actlon on P(I,y,Z)can be regarded as being induced by that on

UI,y.z) (where I, y, and Zare regarded as generating the module Z3 and the action on the

powers of these elements is defined so that the group 11 acts via IIlgebrll

We begin with the following application of the Perturbation Lemma in the preceding

section:

Corollary 3.1: Let (f,g,cp):C--D be II contraction of OGA-algebns. Then

(5(f), a(g),Cl): a(C)-- a(D) is a contrscuoa of OGA -Hopf algebras, where Cl =
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Kem6rks: This is a straightforward consequence of the Perturbation Lemma, where

is the homotopy for B(C) defined using only the tensor lJound6ryand the simp/ki61

lJound6ry is regarded as a perturlJ.tion -- see (4).

The construction of the contraction (a,b,G) will involve several steps. We will
initially construct a contraction from A(Z3,l) onto A(I,y,z) (the erterior 6/,elJU).

We begin with the contraction

(p,q,8):A(Z,l)-A (I)

where A(I) is the exterior algebra over Z on one generator I. The maps are defined

by:

1. p«nll.. - 0 is k>l;

p«n]) =M;

2. q(I) = II J;

3. Q [nll.. =0 if n l = 1;

Q [nll.. - Lllljlnl·.Int ] if n l>l, where the summation has j

going from 1 to n l - 1.

Q (nll... - - LIII-jlnl..b\;J if n l <0, where the summation

has j going from 1 to I nil.

(See [5. p.95])

We now take the bar construction of this and use 3.1 to get the contraction:

J..J: (p.q,0):A(Z,2)- P(I)-B(A (I»,

where, by abuse of notation we are denoting B(p) and B(q) by p and q, respectively

(we won't be using the original definitions of p and q any longer). The chain-homotopy °
is defined by E>-(I-0'-d.)-1-0' (by 2.3) where e' is defined by 0'[aI2u]--[Qa)12u] +

(-1 )dla(a)[Q-p(a)1
20'(u»).

Kemllrk: The perturbation term (I-e'-dat l will not be significant here because we

will only apply 0' to elements of dimension 1 3. In fact we can just assume that 0([a)) -
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because the elements we will work with won't even have a 12"

In the case of Z3we have

(i runs from 1 to 3 in the tensor product), where P(1,y,l) = and we

have numbered the copies of Z for the sake of definiteness.

The maps are defined by: P-P.®P2®P3 and q-Q.®Q2®q3' where

(Pi,Qi.el):A(ZI'2)-'P(*), with *-1 if i-I, Y if i-2, and z if i-3, and the contractions are as

defined in the statements following 3.3.

e":®.3A(Zi'Z)-, ®.3A(Zi,ZHs defined by

e"(U®V®W).e (U)®V®W - (_UUa(U)q 'p unes (V)®W-
• •• 2

(_I)dI.(U)+dl.(V) q 'p (U)® q 'p (W)
•• 2 2 3'

Now we will develop a contraction

This will be done in two stages using the results of chapter I of 15J. First we will
construct a contraction

The maps involved will only be discussed in the dimension range of interest (Le.
dimensions 1 3):

=0 unless Aor Bis 1;

f.((l®B)) = l®lBJ. f.UA®m -(AJ®I;

R.O®IB)). U®BJ,

t UA®B)) - 0 if either Aor Bare 1;
•

, UA®B)). U®BIA®IJ, otherwise;
•

where A€A(Z.,l),

Remarks: The statement about, follows directly from the formula given at the
•
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bottom of p. 53 of (5J for q) and the definitions of the face and degeneracy operators on

the bar construction of (-'J. Recall that the formula for q) in (5J is only sensitive to the

simplicial dimension of an element of the bar construction -- and A0B has simplicial

dimension 1 (whateverthe dimensions of A and Bmight be).

Now we define

in erllctly the slime wlly(Iet A€A(Z .l ), B€A(Z ,0 in the formula above). The
2 3

two contractions are combined to give where 1=00f2)o£1' g=gl,00g2), and

t g.' 0 0 f /f.:

3..5: 1. f«A.0A20A3]) = 0 unless two out of the three terms lire 1 in which

css« 1«...0AI0...])..(AIJ, i- 1,2, or 3;

2. g«Ai)) = (AIJ, i= 1.2, or3:

3. 0 if two out of the three terms lire 1; otlJerrile

tUA.0A20A3J)-U0A20A31 AI0101] if all three terms ere» I;

t«10A20A3))= 11010A3110A201J. IVhereAI€A(ZI,n i= 1,2, or 3. 0

In the last step we will define a contraction (O 3A(Z ,In, and we
2 I

ABA
will compose the three contractions to get (a,b,G). The contraction (R.;),2) will be defined

by applying 3.1 to the contraction (-,s,h A(Z3,O-0 3A(Z .I), As with the contractions
I I

above, this contraction will be built in two steps:

(r.,s.,t ): A(Z ,0- A(Z ,00 A(Z ,0
I • 2 3 I 2 3

(r2,s2-S): A(Z2 1)- A(Z2,1 )O A(Z3,1 )

Wewill use triples (u,v,w) to denote elements of Z3 and, abusing the notation a little,

triples with the first term equal to 0 will denote elements of Z2.

Definition 3.6: A 1 "i-dimensional element of A(Z3,2) that is a linear combination of

basis elements, each of which contains at least two IIdjllcent II-symbols, will be called
special
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Rem6rks: For instance, [(1,0,0)1,0,2,3)1,(0,1,1)] is special and (0,0,0)12(1,2,3») isn't.

In fact it isn't hard to see that the only non-special 4-dimensional canonical basis
elements of A(Z',2) are of the form (ul2vl, with u, vEZ3.

The following result will enable us to eliminate some terms in the final formula:

Proposition .1.7: The m6p, a, in the contr6ction(a,b,G):A(Z',2)-Pb,y,z) m6ps 611

specJ41elements to O.

Proo/': The map a is the compositeof:
i:A(Z3,2)-B 3MZ ,0)

, I

l:B(18l
13A(ZI,l))

-18l t'A(Zj,2)

,'A(Zj,2)- P(I,y,z)

The composite loR is already described in theorem 6.1 of 15). Using the formula

presented in the statement of that theorem we get:
loR(((ul'vl'w,)I,(u 2,v2,w2))) -1(u"O,O)I,(u2,O,O»)18l118l1 + 118l(O,v"O)I,(O,v2,O»)18l1 + 1

e (O,O,wl)I,(O,O,w2)]

This is mapped to 0 byP since PI maps all terms of A(Z.,2)of the form (IllY) to zero,
J

with I,y€ZI (the point is that such elements are suspensions of elements of A(ZI'l) of

dimension>1). A similar argument is used in the higher dimensionalcases. 0

Rem6rks: Specialelements may be ignored in the formula for a chain homotopy, G,
since they will have at le6S1 onel,-term in them even lII'ler the boundary is takenUn a
bar construction).

Recall that triples (u,v,w)with u-O denote elements of Z EBZ . The results of the
2 3

first chapter of [5)imply that:
.1.8: 1. -([(u,v,w))) =HU,O,O))18l118l1+ 118l1<a,v,OnI8l1+118l118l 1<a,O,w));

-(I(ul'v "w I )1(u2,v2'w2))) l(ul'0,O)I(u2,O,OHI8l1 1811 +

+ [(u"O,O»)18l118l1(O,O,w2)) +

118l1(O,vI,O)l(O,v2,O)]18l1 + 1I8lI(O,v1'0)]18l1(0,O,w2)] +

118l118l((O,O,wl)l(O,0,w2») (see theorem 6.1 in 15/),'

2. s(((u,0,0)]18l1 1810 = [(u,O,O)];

sO I8l I(O,v,O)]I8ll) = ({O,v,O));
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s(101 0(O.O.w)))=((O,O,W));

§(((u,O,O})0((O,v,O))0[(O,O,w)J)-

s(((u,O,O»)®1e I)·s( 1®(O,v,OH® I)as(1®1®(O,O,w))),

the • denotes the shu//el product in A(Z3,1)

(see /.(, p.7-f/);

3. - t l +

products it JYill
elements. 0

Note thllt since sl involves shu//el

mllp specilll elements to specilll

Since always increases the number of bars in a canonical basis element of A(Z3.1)

it follows that t can be disregarded in dimension 2 (since this gives rise to in
I

dimension 3 and that is going to be plugged into a, which annihilates special elements),

In dimension I
tl(((u.v,w)))- (O,v,w)I.(u,O,O»)

(O,O,w)II(O'v,O))

and, using the expression r1(((u,v,w)J)= (u,O,O))01+10(0,v,wH, we get t(((u,v,w)))-
ABA

(O,v,w)ll(u,O,OH + (O,O,wll.(O,v,OH in dimension 1. All of this implies that is

defined by:

3.9: 1. R is given by 3.8 (eJcept thllt the terms in the

right-hInd side Ire enclosed in brllckets),-
2. is IS given in .J.8;

3. in dimension 2 mllps Hu,v,w)) to ((O,v,wll.(u,O,O)) -

((O,O,W)I1(O,v,O));

4. In dimension 3, is specil/l 0

Now we are in a position to combine 3.9, 3.5, and 3.3 to get a formula for (ab.G),
Fl"" AFl"'A Fl"where a-p-r oR , b_:.ogoq, and G-';+:.o'oR+ :.ogoenopR

3.10: 1. a(((u,v,w)J) - ueI +vey +wez € P(I,y,Z);

a«((u.,vI'wI)1 I(u2,v2'w2))) - 0;
a(((uI,vI,wI)II(u2,v2,w2lll(u3,v3.w3))) =0;
a(((uI,vI,wI)12(u2.v2,w2)J) = Ulu2e12(I) + Vlv2e12(y) + W1w2e1 2(Z) +
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u,v2. xy+u,w2. n +v,w2·yz;
2. b(u.l+v.y+w.z) = u.((I,O,O)) +v.[(O,I,O)) +w.[(O,o,l)J;

3. G([(u,v,w))) = - ((O,v,w)I,(u,O,O») - ((O,O,w)I,(O,v,O))

e ([(O,v,O))) + E> ([(O,O,W)));
2 3

4. G([(U"V"W, )1,(u2,v2'W2))) [(O,V2,O)12(u"O,O))
+[(O,O,w2)12(O,v"O)) + special terms. 0

+ 0 ([(u,O,O))) +,

Kemarks: Note that a is Zn-linear in dimension 2 so that the differential on the

resolution of M®Z. is uotJVisted-- see remark 4 folowing 2.6. Since a is oot Zn-linear

io dimeosioo4., the obstruction isn't trivial/yO.

Wewill conclude this section by performing a concrete calculation in the case where
n-ZI2Z(J)Zl2Z using the presentation <s, t; S2, t2, (ts)2> given at the end of section 2 with

s and t identified with:

o

o

o

o -1

i -1 0 0

and -1 0 -1 respectively.

L
-1 0

The eIample at the end of section 2 implies that the first homological k-invariant of
A(Z',3)®z., where 1.. is the Gruenberg resolution of Z over Zn corresponding to the

presentation given above, is a cocycle whose value on the preferred basis element R,T

(where r ,=s2) is ',(E;t,s,s) € Homz(Z3, Z'I2Z'), where E=B(a,b,G):A(Z',3)-B (P{I,y,z)).

Sincewe will be in the stable range (Le, the top dimension is 5.which is <2xthe bottom

dimension of 3), we can assume B(6)--G and we get:

This lends itself to a straightforward computation:

(1 0 0 1 -1 0 o

o o -1 -G-

o 0 -1 0
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8.([(-1,0,0))) .. 10,0,0)1(-1,0,0)),

-1(0,0,-01(-1,0,0» + 8 ([(-1,0,0))) + 8 ([(0,0,-0)),
I 3

-(0,-1,0)10,0,0)) + 8 (((O,-l,om
2

Ilemlrk: We have deleted all terms containing <0,0,0) and written the main terms
in a form suggestive or matrix notation. The ith row or the formula is derived from the ith

row or the identity matrix and will give rise to the ith row or the result 0-1,2,3).
Continuing, we get:

« -1,0,0)0,0,0»,

-s-+ -Ie -l.1,O)I( 1,0,0»)+[( l,O,O)I(1,0,0»)+« l,-l,O)I(-1,1,0»,

, -10,0,01(-1,0,0»+«-1,0,-010,0,1))

0, 0,

-G-+ ((O,l,O)1
2
( 1,0,0» -t-+ I( 1,0,1)12(0.1 ,1))

1(0,0.1 )12( -1,0,0)) 1(0,0,-1)12(0,-1,-1))

-a-+

0 0 0
r" 0

0 0 0 0 0

0 0 -t-+ 0 0 -1 -p-+ a 0 1

0 0 0 0 -1 0 0

Ilemlrks: 1. Note that the first application or Gmakes use or the formula in line 3
or 3.10 and the second makes use or the formula in line 4.

2. The map p is just reduction mod 2.

Our computations show that:

o

o

o

o

o

0 0
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A straightforward calculation shows that this is not a coboundary, i.e.:
1. the boundary of R.T is R.(t-l), so the value of any coboundary on R1T is

(t-Oesome cochain on R.€Z2'

2. If a cochain takes the value

A B C1

FIM= D E
I

G H ]1
on R. (here all the letters are 0 or 1 and we are working mod 2), then the

coboundary is teMet-M (recall that t acts upon the Hom-group by conjugation and
c·=t). This is

A+E+H

B+D+H

G+H

A+B+D

A+E+G

G+H

A+B+D+E+F

A+B+C+G+H+]+F

G+H

so that all entries on the third row must be the same.
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Triviality of the Involution on SKI for Periodic Groups
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Let n be a periodic group or, more generally, a finite group with every

p-Sylow subgroup either cyclic, or, for p = 2, a dihedral,quaternionic,

or semidihedral group. In §1 of this note we show that the involution

on SKI (Ll n ) is trivial. The proof uses the results of Oliver (3), (4),

wn ere he cal c u 1ate s SKI (Ll n ) i: Ll In § 2 wed e r i ve some con seq u e n c e s

for the groups Hn (Ll
2;Wh(n)),

whicn have applications in surgery theory

(cf. (7, Prop. 4.1)) and the theory of semi free group actions {5, Prop.

3) .
By Wall (9) the involution is also trivial on Wh(n)/SK 1 (Ll n).

The question remains whether it is trivial on Wh (rr) for n periodic

(see the Re@ark in §2).

For examples of finite groups with non-trivial involution on SKI

see (11, proof of I'h e o r e m 4.S)and (10, Props. 24 and 25).

Involution on SKI for Periodic Groups

§1. The involution on SKI (Ll n ) ,

For any group rr the involution on the group ring Ll n defined by

x H x-I, x £ tr , induces by conjugate transpose on GL (Ll n ) an in-

volution on Wh (n) and, for finite n , on SKI (Ll n) and SKI (Ll n)(p)'

Lemma. Fix a prime p and let n be a finite group such that the involution

on SKI (Ll n')(p) is trivial for every p-hyperelementary subgroup n c: n ,

then the involution is trivial on SKI (Ll n )(p)'

Proof. This follows iQmediately from the Dress induction isomorphism

SKI (Llrr)(p)
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of Oliver (4, p • 302), where the limit is taken with r e s p e ct to inclu­

sion and conjugation (which commute with the involution) among p-il)-

elementary (hence p­hyperelementary) subgroups TI'C TI.

Theorem 1. Let TI be a finite group whose 2­Sylow subgroup is cyclic,

dihedral, or semidihedral. Then the involution on

is trivial.

Proof. First reduction. It is not difficult to show that the hypothesis

on TI is satisfied by every subgroup of TI. Hence by the Lemma it suffices

to prove the result when TI is 2­hyperelementary.

Second reduction. It is also not difficult to show that the Z­Sylow

subgroup TI Z has a normal abelian subgroup with cyclic quotient. Hence,..
by (4, Prop. 9 (ii») we have SKI (ZlZTI) = (I in the exact sequence

o 0,

action
= xt(g)

where C.Q,1 eLZ TI) denotes the kernel of the natural surjection (see ( 3,

p , 184)

Thus we need only show that the involution is trivial on (LZ TI )(Z)O

Third reduction. SKI (LZ TI ) = (I if TI
2
is cyclic by (3, Theorem Z)

so finally we are reduced to proving that the involution is trivial on

C.Q,1 (LZ TI )(Z) if TI is Z­hyperelementary and TI Z is dihedral, q u a t e r n t o n i c ,

or semidihedral.

To begin the proof we have TI LZ
n
><1 TI Z with n odd. Write

"{ n­l} r I }LZ n = l,x, •.. ,x and Aut(LZ
n)

t a 1 a < n, (a,n) = 1 . The
-1of TI Z on LZ n is given by a homomorphism t:TI

2
+ Aut(LZ

n)
with gxg

for g E TIzo Thus LZ(LZn><lTIZ) = LZ(LZJ (TIZ)t lS a t wt s t e d group ring w t t n

involution defined by

xg I + xg
-1t(g )­1

x g

Now fix din. Let S = e ZTI i/ d
d

in the extension of by the d t h

is a 2­group, we have (d,t(g)) = 1

an automorphism t
g

of LZs
d,

and g 1+

and let LZs
d
denote the ring of integers

roots of unity. Since n is odd and TI 2

for g E TI 2. Hence sd 1+ S defines

t g defines an action of "'ITZ on ZL<;;d'
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Let denote the corresponding twisted group ring, with multi­

plication given by Ctg';' Ctlg l = Ctt
g(Ct1)ggl

for a,Ct l E and g,gl E TT 2·

The involution on LZ sd (1f
2
) t is defined by

Ctgl­+ Ctg

where a is the ordinary complex conjugate of Ct E C ¢.
Setting prd(xmg) = for xmE ZZn defines the natural projection

One checks easily that pr
d

commutes with the involution. Hence the

duced homomorphism

commutes with the involution on these groups. Therefore

in­

commutes with the involution, which leaves each summand on the right

in va r i an t . But a c cor din g to (4, Pro p • 11) if TT 2 is d i h e d r a L, qua t ern ion i c,

or semidihedral, then ct1(ZZsd(TT 2)t)(2) is either 0 or ZZ2' which have

only the trivial involution. Hence the involution on the direct sum is

t r i v i a 1. Sin c e L pr d* (­2 ) i sin j e c t i v e (i ndee d, bi j e c t i ve) by (4, p , 328) ,
din

it follows that the involution on ct l (ZZ(ZZn ><l TT )(2)

is trivial. This completes the proof of Theorem 1.

Ct 1 (LZ TJ ) (2)

Remark. A. Bak has an unpublished proof that the involution is trivial

on ct l (ZZTT) for finite group TT, a general result he conjectured and

proved a special case of in (0).

Theorem 2. Let TT be a finite group whose p­Sylow subgroups are cyclic

or, for p = 2, dihedral, or semidihedral (e.g. v periodic).

Then the involution on SK
1(LZTT)

is trivial.

Proof. SKI (ZZ TT ) (p) = 0 for p > 2 by (3, Theorem 2). So SKI (ZZ TT )

SKI ,ZZ iT) (2) and the­ resu.lt follows by Theorem 1.
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Wall has shown (9, p , 617) (see also (2, Corol. 6.10)) that for a

finite group 1T the involution T>-------4- T is trivial on Wh' (1T) _ Wh(1T)/

SKI (72 1T ). Hence setting h( T) = T - T for T E Wh( 1T) defines a homomorph-

ism

h: (721T).

From now on assume 1T satisfies the hypothesis of Theoren 2.

Remark. Although the involution will then be trivial on both Wh(1T)/

SKI (721T ) and SKI (721T ), it does not follow that it is trivial on Wh(1T).

(For example, it night take (1,0) to (1,1) in 72x 72
2,)

Question: Is it,

if 1T is periodic?

By Theorem 2 we have h SKI (721T ) = 0, so there is a unique tlOmo-

m0 r phi sm h: Wh' (1T) -+ SKI (72 1T ) fa c tor i n g h = h ' 0 v , wher e v: Wh ( 1T)-+ Wh' ( 1T )

is the natural projection.

It follows from Oliver (3, T'he o r e m 2) and (4, 'I'h e o r e m 6) that
- kSKI (721T) = 72

2,
where k is the number of conjugacy classes of odd cyclic

subgroups C C 1T such that (i) the 2-Sylow subgroup of trre centralizer
-1 -1

of C is nonabelian and (ii) there is no g E 1T with gxg = x for all

x E C. Combining this with Wall's result (9, Theorems 1.2 and 6.1)(see

also (8, §§6 and 7)) that SK
1(721T)=

tor(Wh(1T)), and Bass' theorem (1)

on the rank of Wh(1T), yields Wh(1T)': 72k x 72r- q, where (using (6, Chap.
- 2

13)) q is the number of conjugacy classes of cyclic subgroups of n,

and r is the number of conjugacy classes of unordered pairs {x,x- 1},

x E 1T.

Let m be the 722 rank of im(h) = image of h in SKI (721T) =
m min(k,r-q) since im(h) = im(h') and we may interpret h': 72r- q

For an abelian group G with involution g set

f s + (-1) ng I g € G}

These are elementary 2-groups.

Note
k

-+ 72
2,

Theorem 3. Ii 1T is a finite group whose p-Sylow subgroups are cyclic

or, for p = 2, dihedral, or semidihedral, then
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(i) H
n ( SK

1(7l n»:
for all n

for II ill

= '77 k
2
- m+ r - q

LL for n

Proof. (i) This is immediate since a o -0 for o£

( i i) nodd. Re call t hat T T + h ( T) with h ( T) £ SKI (7l rr ) >f 0 r

T e: Wh(Tr). Hence T = -T implies 2T h(T) e SKI (7ln ) = tor(wh(nn, whence

T e SKI (7ln ). Conversely, T e SKI (7ln ) implies T = -T as above, so

Hn(Wh(n» ={ T = -"T} /h-"T} = SK
1
( 7l n ) / im(h) -

(ii) n even. Choose a basis 0 1"" 'am"" 'Ok for SKI (7ln) as a

vector space over 712 such that 0l •... om is a basis for the subspace

im(h'). Then by induction on r-q find a basis T'l .... 'T' ••.• ,T'
m r-q

for Wh'(n) as a free7lmodule such that h'(T' i) = 0i for i = 1, ..• ,m

and h'(T'm+1) ... = h'(T ) = O. Finally. pick T. £ v- 1 ( T ' . ) C When),r-q' 1 1

so that h(T i) h'(T'i)' i = 1 •...• r-q. Let <x
1
•••. ,x

s
> denote the

subgroup generated by xl •..• ' x s' Then, since T = "T + h I r ) for T c When)

and h t r ) 0 if T £ SKI (7ln ). we get

l r "T}

{T + "T}

<0 1 .•••• ok' 2 1"" 2 , 1 ' ...•
. 0 m+ r-g

<2T 1+01,···,2T +0 ,2T 1 •••.• 2, >m m m+ r-q

<Tm+1'····Tr_ q>
x

2<T 1, ••. ,T
m-i- r-q

x

From 3(ii) we derive some consequences which do not

depend on the unknown m, but only on the reasily computed r, q, and k.

Corollary. If n is a periodic group. then
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(i) the Herbrand quotient IHO(Wh(n»1 2r- q

IH
1(Wh(TT»1

(i i) for n odd, Hn(Wh(TT» 0 only if k ;;; r-q

(iii) for n even, Hn(Wh(TT» 0 if and only if Wh(TT) 0

Proof: (i) follows trivially, (ii) follows from m ;;; r-q, and (iii)

because m ;;; k also, so k-m+r-q = 0 <=> k = r-q = 0 <=> When) = O.
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THE INVOLUTION IN THE

ALGEBRAIC K-THEORY OF SPACES

Wolrad Vogell

The primary purpose of this paper is to study the canonical involution on the

algebraic K-theory of spaces functor A(X). From a technical point of view the main

result is that several ways of defining such an involution lead in fact to the same

result.

The secondary purpose is to establish that the involution on A(X) relates nicely

to involutions on related functors, specifically the algebraic K-theory of rings, and

concordance spaces. Technically this follows simply by comparing the latter involu-

tions to suitable models of the involution on A(X). In particular there results the

expected fact that the involution on concordance spaces corresponds to the involution

on the algebraic K-theory of rings.

This is certainly a desirable result, and indeed several applications of it have

already been published, cf , [2], [3], [5]. For example, it is possible to obtain some

numerical information on the homotopy type of the diffeomorphism groups of some mani-

folds.

Aside from this technical result, the study of the involution on A(X) also has

some interest of its own. We obtain another proof of the theorem that stable homotopy

splits off the algebraic K-theory of spaceso

Here is a summary of the contents of the paper.

In § I a concept of equivariant Spanier-Whitehead duality is discussed. Here the

word 'equivariant' refers to the homotopy theory of spaces over a fixed space.

Using this concept of duality a model for A(X) is developed which lends itself

to a natural definition of an involution. Namely, on the level of the categories of

spaces used to define A(X) the involution corresponds to the transition from a space

over X to its equivariant Spanier-Whitehead dual.

It will be convenient later on to have a different description of duality avail-

able. Namely, instead of considering spaces over a fixed space one can equivalently

use simplicial sets with an action of a simplicial group. The translation into this

framework is given in the second part of § 1.

The concept of Spanier-Whitehead duality that we need is a version of Ranicki

duality for simplicial groups. Its relation to the usual concept of equivariant

Spanier-Whitehead duality is briefly discussed in the appendix to § I, cf. also [20].

In § 2 it is described how an involution on A(X) may be defined in various ways.

It is shown that these definitions lead to the same involution up to homotopy (cf.

cor. 2010., and the remark after prop. 2.5.).
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Using the 'manifold model' [18], the relation of A(X) with the concordance space

functor is described, and it is shown that the involutions on both functors corre­

spond to each other.

Using the model of A(X) developed in § 1, the involution is compared with that

on the algebraic K­theory of rings (cf. prop. 2. II.).

In § 3 the description of A(X) obtained in § I is adapted to give another proof

of the splitting theorem: The canonical map 0°OS
oo(X+)

­­> A(X) from the stable homo­

topy of X to the algebraic K­theory splits up to homotopy. In fact, a very direct

description of a splitting map A(X) ­­­> 0°OS
oo(X+)

is given.

A summary of the contents of paragraphs I and 2 has been published in [15].

I wish to thank F. Waldhausen and M. Bokstedt for numerous helpful discussions.

§ I. Duality in equivariant homotopy theory

In this paragraph we discuss a concept of Spanier­Whitehead duality appropriate

in equivariant homotopy theory, meaning the homotopy theory of spaces (= simplicial

sets) parametrized by a simplicial set X. The motivation for this is that A(X), the

algebraic K-theory of X may be defined in terms of certain categories of simplicial

sets over X, cf. [16]. Actually we consider two equivalent formulations of this dual­

ity, one involving simplicial sets over X, the other one employing simplicial sets

with an action of the loop group of X. Both versions are used in § 2.

We introduce some language and notations. If X is a connected simplicial set

let R(X) denote the category of retractive simplicial sets over X, i.e. an object is

a triple (Y,r,s) consisting of a simplicial set Y, a retraction r:Y + X, and a section

s of r. A morphism from (Y,r,s) to (Y',r',s') is a map f:Y + Y' such that r'f = rand

fs = s'. An h-equivalence is a morphism in R(X) which is a weak homotopy equivalence.

Let hR(X) denote the category of h­equivalences; Rf(X) is the subcategory of R(X) of

those objects (Y,r,s) satisfying that Y­s(X) contains only finitely many non­degener­

ate simplices. The category is the category of homotopy finite objects, i.e"it

is the full subcategory of R(X) of those objects which can be related to an object of

Rf(X) by a finite chain of h­equivalences" Let be the intersection of hR(X)

and and similarly with hRf(X). We will be interested in certain subcategories

of hR(X): let denote the connected component of hR(X) containing the objects

U --> X

k

Indeed, all such objects are in the same connected component of hR(X), regardless of

the attaching maps.

There is an external pairing
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R(X) x R(X') -----> R(XxX')

(Y , Y') yxy'U XxY'U YXX'XxX'

This pairing is natural in X and X', and associative up to canonical isomorphism. The

properties of this pairing may be conveniently summarized by saying that it defines

a bi-exact functor in the sense of [19]. It also preserves finiteness (resp. finite­

ness up to homotopy), where these terms are defined with regard to the categories

Rf(X) (r e sp ,

Notation: For typographical reasons we shall simply write Y " Y' instead of YX"X,Y'

if there is no risk of confusion. A special case of this pairing is given by the

fibrewise suspension over X, defined as

n
S *"x y ,

where Sn denotes a pointed simplicial set representing the n­sphere.

We can now give the fundamental

Definition: A(X)

The maps in the direct system are given by I:X in the £­variable, and by wedge with

an £­sphere in the k­variable; "+" denotes Quillen's construction to abelianize the

fundamental group.

To define the concept of Spanier­Whitehead duality in the context of retractive

spaces, we fix a d­spherical fibration s over X, (ioe. fibre(ls[ + IXI) Sd) with a

given section. Let Th(s) denote an object of R(XxX) satisfying

(i) Th(O XxX is in the same component of hR(XxX) as the object

+
­<­ X x X

(ii)

(iii)

where the maps in the push­out are given by the diagonal map, and

the section of s;

Th(s) + XxX is a (Kan) fibration;

There 1S a map + Th(s) covering the flip map XxX + XxX and such

that L 2 = identity.

Such a space will be called a Thom space of s. Note that Th(s)/X2 is essentially the

Thorn space of s in the usual sense.

We will also need the suspensions of Th(s). Since these are not automatically Kan

fibrations again, we use the following modification. There is a functorial way of

turning a map A + B of simplicial sets into a Kan fibration. This can be done by

using a relative version of Kan's functor EX
oo

, cf. [6]. We continue to denote this

functor Exooo Define

L
n

00 n
Ex (I: 2(L».

X
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Of course, there always exists a Thorn space in this sense: e,g. choose :

Ex
oo(X2 It will however be convenient later on not to be restricted to one

choice of a Thorn space,

Spanier-Whitehead duality is defined with respect to a chosen space

Let (Y,r,s) (resp. Y' ,r',s') be an object of R(X). An n-duality map is a map in R(Xxx)

satisfying that the induced map

C>
U

( [ ]) n-q ( [H
q

Y' 11
1
X ------'> H y 111

Z 1-1---------;> u *(t ) / z

X])

is an isomorphism for all q , Here is a class mapping

to a generator of [n
1
X] ) :e [llr] under the canonical map,

where denotes the universal covering, p: is the canonical projection,

and h{]' denotes the right [1l1x2]-module X] with 111 X
2_action

given by
-1 2

x , (g .h ) : h xg, (g, h) E ( 11
1
X) , X E [1l

1
X ] •

Similarly we require that au' gives an isomorphism, where u' is the composition

of u with the flip map YAY' y'AY

It turns out that this definition gives the correct notion of duality in the context of

manifolds and for the purpose of K-theory.

Before stating some elementary facts about duality, we have to mention a tech-

nical point. Since in our definition of Thorn spaces we insisted on the Kan condition

we cannot just identify Th
n
+ ! with the suspension of These spaces are of

course homotopy equivalent, but it is desirable to have a specific homotopy equiva-

lences such that the following diagrams commute.

n+l
---:> S

The vertical arrows are the natural inclusions induced from the map Y + Ex=(Y),
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The reason for considering the maps gn which permute the suspension coordinates is to

ensure compatibility with certain constructions to be performed later on. The exist­

ence of the maps f n (resp. gn) follows from the Kan condition on

Lemma 101. Let u: Y AY' be an n­duality mapo Then

u': Y' AY(i)

(ii)

is also an n­duality map, where

u'(y' Ay) = Ln_d(u(YAY')),

1
2:
t
u : 2:X(Y) AY' (S *AX Y) AY'

Thn_d+ 1(0 and

2: r u : Y ALX(Y')

are (n+l)­duality mapso
[]

•. R
fib

(X) x R(X)

We now want to investigate the dependence of duality on the spherical fibration

Let Rfib(X) denote the subcategory of those objects of R(X) satisfying that the

structural retraction is a fibration. There an operation

-------> R(X)

, Y) f­­­­­:> • Y .­ UY X 0

X

We list some of its properties:

(i) If Y E Rfib(X), then is (up to a dimension shift)

the fibrewise join over X of and Y.

(ii) If Y E Rf(X), and X) is finite, then .y E Rf(X).

(iii) ­: hR(X) ­­> hR(X) is an exact functor in the sense of [16].

(iv) The operation is compatible with the external pairing:

• Y) A (n • Y, ) "" n) • (Y AY, ), where

E Rfib(X), Y,Y' E R(X)o

(v) If = X x Sr, then • Y = the r­fold fibrewise suspension over XO

There is a kind of Thorn isomorphism in this setting.

Let be a d­spherical fibration (d > 2) over X as before, Y an object of Rhf(X)

satisfying that 1l.Y, i=O,l. Let t E be a Thorn class
1

Lemma 102 0 There are isomorphisms for all q > °
t U a

t n b •
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Proof: Without loss of generality assume that Y E Rf(X). Then one can find a filtra­

tion YO =X C YI c ... C Yk =Y, such that Y/Yi­ 1 ex X v V Si. Now by property (iii)

above, is an exact functor. So by a five­lemma argument one immediately reduces

to the case that Y =X v SO =X+' But in this case the assertion of the lemma is

obvious.
CI

CI

If is a Thom space of and n is another spherical fibration (with a section),

then by properties (iii) and (iv) above, (n As) • Th(O is a Thom space of n

(£=xxSo); in shorthand notation (n x c) ·Th(O =Th(n '0.

Corollary 1.3. Let u: YAY' be an n­duality map with respect to and

let n be a d'­spherical fibration (orientable and with a section). Then the map

(n A£) <u : n'Y A Y' (nAE) • Thn_d(O = Thn_d_d,(n'O

is an (n+d')­duality map with respect to n

Proof: We have a commutative diagram

Hq (n'Y,X;Z[TI 1 Xl)
n­q+d'

xl)> H (Y' X'Z[TI
" 1

j-
H
q_d,

(Y,X;Z[TI
j
xl)

n­q+d'
xl)> H (Y' X'Z[TI

" I

where the vertical map on the left is the isomorphism of lemma 1.2., and the horizon­

tal maps are given by slant product with a Thom class of (resp. n • By assump­

tion the lower of these maps is an isomorphism, hence so is the upper one. Inter­

changing the roles of homology and cohomology gives another commutative diagram for

which the same argument applies.

Let be as before. Define a category in which an object is given

by a triple (Y,Y',u), where Y (resp. Y') is an object of subject to the tech­

nical condition that the inclusion of X in Y (resp. Y') induces an isomorphism on TIo
and TIl' and u: YAY' is an n­duality map.

A morphism (Y,Y',u) (Z,Z',v) is a pair of morphisms in (X)

f: Y Z, f' : Z' Y'

such that the diagram

Y A Z' f A id
> Z Z'A

id Af' I I v

v v

YAY' > Th
n_d

(0
u

commutes.
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A morphism (f,f') in is called an h-equivalence if f and f' are h-equiva-

lences o The subcategory of h-equivalences will be denoted

The category does not essentially depend on the particular choice of

the space Namely, suppose Th' is another model for the Thorn space of in

the sense defined aboveo The conditions on such a space imply that there is a fibre

homotopy equivalence Th'

Lemma 1.40 A fibre homotopy equivalence a: ---> induces a functor

a: which is a homotopy equivalence.

Proof: It is clear that a induces such a functor. To see that this functor is a homo-

topy equivalence choose an inverse of a, a': ---> This defines a func-

tor a' in the other direction. Let g: A 1+ be a homotopy over X from

a'a to ido Define an endofunctor f of by

(Y,Y',u)1f------'> (Y XA* I+,Y', go(u XA* i d ) •

There are two natural transformations

id --------'> f <:------

These provide the required homotopy a'a id, cf. [11]. Similarly, aa' id. c

In view of this lemma the choice of the Thorn space does not really mattero In

the following we will always aSSume that a definite choice of has been made. To

simplify the notation we will usually write instead of the more precise

whenever there is no danger of confusion.

By lemma 1.1. there are two suspension functors

L£: ---> -r (X), (y,y',u) f-> (LXY,Y',L£U), resp.

Lr: ----> VRtl (X), (y,y',u) f-> (Y,LXY' ,LrU)

Stably the category does not depend on the spherical fibration Namely,

in view of cor. 1.3.

(Y, Y, ,u) 1----> ( .Y,Y' , AE) • u )

defines a functor

:
n+d

-------:> (X),

where E =X x SO is the trivial spherical f i bra t i.on ,

Lemma 1050 The functor induces a weak homotopy equivalence

lim (X)

L£

Proof: First assume that X is finite up to homotopy. Then we can find an inverse n

of such that • n X x Sr. Multiplication with n defines a functor
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n n+r
(resp. ------> (X»

The composite (resp. is the

hVRn(X) ----_> hVRn+r(X)
E: E:

same up to homotopy as the r-fold suspension

o

(cf. property (v) of the operation .). The general case of the lemma follows by a

direct limit argument.

Remark: There is an analogous assertion with L£ replaced by Lr throughout.

Since L£Lr = LrL£ it makes sense to talk about the limit

lim hVRn(X) o

-+ E:

L£,L r

We have

Proposition 1,6, The forgetful functor

o

(X) ----------> lim (X)

LX

(Y, Y' , u )

is a weak homotopy equivalence.

f------:> Y

Proof: This will be proved below after prop, 1,15. o

Remark: By imposing a condition on the homotopy type as in the definition of the

categories one defines categories i.e. an object is a triple

(Y,Y',u), where Y (resp. Y') has the homotopy type of a wedge of X and k spheres of

dimension £ (resp. m). (The spherical fibration is suppressed in the notation of

these categories),

The map 0 restricts to a weak homotopy equivalence

0:

£,m

--------:> lim •
£ o

A different setting for the duality just described is provided by using simplic-

ial sets with a group action instead of retractive simplicial sets, The group in

question is the loop group of X, cf. [7]. This setting is sometimes more convenient

to work in. We have to give a few definitions first,

Let G be a simplicial group, U(G) is the category of pointed simplicial sets

with right (simplicial) G-action. Uf(G) is the subcategory of those G-sets which are

free (in the pointed sense, i.e, xg =x implies g = 1 or x =*) and finitely generated

over G, i.e. they are generated as a G-set by finitely many simplices, An h-equiva-

lence is a G-map which is a weak homotopy equivalence of the underlying simplicial

sets, hU(G) is the subcategory of h-equivalences, Uhf (G) is the subcategory of U(G)

of those G-sets which are related to objects of Uf(G) by a finite chain of homotopy
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equivalences; hUhf(G) := Uhf(G) n hU(G).

Let M and M' denote objects of U(G). An n-duality map is a pointed right

(GxG)-map

u: M A M'

satisfying that it induces an isomorphism of Z[TIoG]-modules

au: (M') > (M)

z 1-1-----:> u *(tl / z , 0:::q::n ,

o

a class mapping to a generator of

under the canonical map, where Go denotes the iden-

denotes the [R G2 J-module z: [R G] with R G2_
o 0 0

[11 G]'
o
-1

= b xa,x.(a,b)action given by

n <X> n
where tEHGxG(Ex (S [RoG]') is

n '" nHGxG (Ex (8
o

tity component of G, and

Here we consider n
S AG+ as a right simplicial (GxG)-set via -I

(xAg)'(h,k)=xAk gh,

is defined as the composite

00 n
Ex (S AG ).

+
where u'

xESn, g,h,kEG. This induces a GXG-action on

Similarly we ask that au' is an isomorphism,

,f::::j u 00 n L n 00 n
M AM --> MAM' --> Ex (8 AG) --> Ex (S AG+)

and the map L is induced by g .
n

G G G * *G G
By definition H*(M;A) = H*(Mx E,*x E;A), HG(M;A) = H (Mx E,*x E;A),

where E is a universal G-bundle, and A is a KoG-module.

Ex'" denotes the functor of [6] which turns a simplicial set into a Kan simplicial set.

Note that in case that M and M' are finite (up to homotopy) the second condition on

a duality map is implied by the first, and vice versa.

o

"" nWe call M' an n-dual of M if there exists an n-duality map u: M AM' --> Ex (8 AG+).

k n-k noon
Example 1. 7. The map ]..I: (8 AG+) A (8 AG+) -> S AG+ -> Ex (8 AG+) induced from

the map G x G -> G, (g,h) h-Ig is an n-duality map.

Just as in the case of retractive spaces, duality is compatible with suspension.

The rigorous statement is as follows. Choose sequences an and bn of homotopy equiva-

lences such that the following diagrams commute.

SI
a

Ex""(Sn+1 AS I
b

Ex00 (Sn+ I00 n n
AG+)

00 n n
AG+)AEx (S AG+) ---> Ex (S AG+) --->

r r r I
SI s" AG "" Sn+! s" AG I "" SnASI AG+ "" n+JA > AG AS -> -> S AG++ + +

Here the vertical arrows denote the canonical inclusions. The maps an,bn exist by

the Kan condition on Exoo(Sn+! AG+).
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We now can state the analogue of lemma 1.1.

Lemma 1.80 Let u: M AM' --> Exoo(Sn AG+) be an n--dua l i t y map; L : E';;: (Sn AG+)_>
00 n _I n

Ex (S AG+) denotes the inversion map induced by g r-> g • Then

(i)

(ii)

00 n I

u': M A M--> Ex (S AG+), m' Ami--> Lnu(mAm)

is an n-duality map;

I id loon a +1
EJ!,(u): (S AM) AM' S AEx (S AG+) __n., Exoo(Sn AG+)

and

E (u): MA(SI AM')
roo n+ I

Ex (5 AG+)

are (n+I)-duality maps 0

"" u Aid 00 nibn
--> (M AM') A s' ---> Ex (S AG+) AS -->

o

n-q
----> H

G
(M).

We want to give a function space description of duality now, analogous to that

of [14]. Let denote the simplicial set of pointed right G-equivariant maps from

M to Exoo(SnAG+). G acts freely (pointed) from the left on this function space.

Convert this to a right action using g g-I is a Kan simplicial set, since

Exoo(Sn AG+) satisfies the Kan condition.

The evaluation map

induces a map

Cl : H
G
(F

G
n
(M) )

e q

Let M E Uf(G) be of G-dimension k.

Lemma 1.90 The map Cle is an isomorphism in the range O;;q ;;2(n-k) - I.

Frooi: By induction. The assertion is trivially true in the case M = *. For M G+
n( 0 n n "we have FG M) = Map*(S ,S AG+) = S AG+, and the evaLuat i.on map

G+ A Sn AG Sn AG AG --> Sn AG is a special case of the map of example 1.70'+ + + +
So Cle is an isomorphism in that case o Since M was supposed to be finite, it has a

G-skeleton filtration * = MO C MI Co •• C = M, such that we have cofibration

sequences

M
i_ 1

M
i
--» V AG+,

Cl

Cl e some finite index set. The general case then follows by a five lemma argument and

the fact that the canonical map Sn-i AG --> AG ) is (2(n-i) -I)-connected.
+ + 0

00 n
Corollary 1010. Let M be an object of Uf(G). Suppose that u: M AM' --> Ex (S AG+)

is an n-duality map. Let n > dim M. Then the map

M' ---->

adjoint to u is (2(n-dim M) - I)-connected.
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Froof: There is a commutative diagram

which implies another one

By assumption au is an isomorphism for all q; ae is an isomorphism in a certain

range by lemma 1,9. Hence so is D

Remark: If M is finite up to homotopy only, define dim M to be the least of all di­

mensions of finite G­sets which can be related to M by finite chains of homotopy

equivalences. Then the assertion of the corollary also holds in this case.

00 n
Suppose that we are given two n­duality maps u: M A M' ­­­> Ex (S AG+) (resp.

v: NAN' ­­­> Exoo(SnAG )). Let f: M­­> N denote a morphism in U(G). If there
+

exists a morphism f': N' ­­> M' such that the following diagram commutes up to homo­

topy

M A N'

id 1\ f ' 1
M 1\ M'

then f' will be called an n-dual of fo

Suppose that M (resp. N') is homotopy equivalent to a G­set of G­dimension at most k

(resp. n). Let n > 2k+l. Further suppose that M' satisfies the Kan condition.

Lemma 1,11, In this situation there exists an n­dual of f.

Proof: The condition on a dual map f': N' ­­> M' is equivalent to asking if there

exists an arrow N' ­­> M' such that the following diagram commutes up to homotopy.

M'

t
I
I

A
u

A A
where u (resp. v) denotes the adjoint of u (resp, v).

First assume that N' is n­dimensional (not just up to homotopy). By cor. 1.10. the

map is (2(n­k) ­ I)­connected. Hence, since M' is Kan, one can construct a lifting
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o

up to homotopy as indicated by the broken arrow. Furthermore, this lifting is unique

up to homotopy. In the general case, where N' is only homotopy equivalent to an n­

dimensional G­set, one can still find a Kan simplicial set N, and an n­dimensional

G­set N such that N' > > N< < N.

Now one first finds a map N ­­> M'; this extends to N ­­> M' by the Kan condition

on M'. Restricting this map to N' gives the desired map.

w: N U CM A M'
f

Our next goal is to show that for every object of Uhf (G) there exists an n­dual

if n is sufficiently large. To show this we need the following technical lemma.

Lemma 1.12. Let M f_> N ­­g­> N U CM be a cofibration sequence of objects of
f

Uhf(G). (CM denotes the cone on M.) Let M' (resp. N') denote an n­dual of M (resp. N),

and let f': N' ­­> M' denote an n­dual of f. Then there exists an (n+l)­duality map

U CN' ­­­> Exoo(Sn+] AG+).
f'

Proof: Let u: M AM' ­­­> Exoo(Sn AG+) (re sp , v: NAN' ­­­> Exoo(SnAG) denote an

n­duality map. The map w is constructed as follows o

Let a denote the composite

l:(MAN') _)1_> (l:MAN') v (MAl:N') (id Af',f A­id)

>l:(MAN') _a_> (l:MAM') v (N Al:N')

where )1 denotes the comultiplication, and ­id is a homotopy inverse. By definition

of f' the following composite map is nullhomotopic:

(l:9, u, l:r v)

Hence the map (l:9,u,l:rv) may be extended to a map

;: (l:MAM') A (NAl:N') U Cl:(MAN') __> Exoo(Sn+l AG+).
a

The left­hand side is isomorphic to ((N U CM) A (M'
f

U CN'»/N AM'.
f'

Let w denote the composite

N U CM A M'
f

U CN' --» ((N U CM) A(M'
f' f

w 00 n+ 1
U CN'»/N AM' ­­­> Ex (S AG+).
f'

By construction of w the following diagrams commute up to homotopy.

N U CM M' h Aid > l:M M'A A

:d Ag'1 1l:l!,U
'1/

U CM AM' UCN'
w Ex00 (Sn+ 1 AG)N >

f f'

N M' UCN' id Ah' > N l:N'A A

g Aid 1 f' 1l: v
r

N UCM 1\ M' UCN' w ExOO(Sn+] AG+)>
f f'
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Here h: N U CM ---> M (resp. h': M' U CN' ---> N') denotes the canonical map in
f f'

the cofibre sequence of f (resp. f').

These diagrams imply the following commutative diagram of (co-)homology groups.

HG(N') ----> HG(M') ----> HG(M' U CN') ----> HGO:N') ----> HG(L:M')q q q f' q q

laz law lazr v lazru'Iv

'1/ '1/

----> (ZM) ----> CM) > ------->

(p = n+l-q).

Since by assumption u and v are duality maps, all the vertical arrows except possibly

aware isomorphisms. Hence by the five lemma so is aw' as was to be shown.

Proposition 1.13, Let M be an object of Uhf(G). There exists an n-dual of M, if n

is sufficiently large.

Proof: We say that an object N of Uhf (G) is obtained from M by attaching of a k-cell

if N is isomorphic to the pushout of the following diagram of pointed G-maps

G+ >------>

where d6k denotes the boundary of the k-simplex, and the map on the right is the

natural inclusion.

Since M is finite up to homotopy one can find a Kan simplicial set M, and a finite

G-set Msuch that M) > M< < M
00 n

Suppose we have found an n-duality map M A M' ---> Ex (S AG+). Then we may extend

this to a map M AM' ---> Exoo(Sn AG+), since the inclusion MA M' ---> MA M' is a

homotopy equivalence, and because Exoo(Sn AG+) satisfies the Kan condition. This ex-

tended map is clearly also an n-duality map. Restricting this map to the subspace

M A M' finally gives a duality map for M. This argument shows that there is no loss

of generality in assuming M to be finite.

Now any finite object of U(G) may be obtained from the base point by attaching of a

finite number of cells. Hence an n-dual of M can be constructed inductively, the

inductive step being provided by lemma 1,12. o

Define a category VUn(G) in which an object is a triple (M,M',u), where M and M'

are objects of Uhf(G), and u: M AM' -----> Exoo(Sn AG+) is an n-duality map. We add

the technical condition that 1T
i
M = 1T

i
M' = 0, i =0, I. A morphism from (M,M' ,u) to

(N,N',v) is a pair of morphisms in U(G), f: M --> N, and f': N' --> M' such that the

following diagram commutes

N' AM id Af
> N' A N

f' Aid 1 Iv
v

M' 00 n
A M > Ex (S AG)

u
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A morphism (f,f') is called an h-equivalence if both f and f' are h-equivalences.

By lemma 1,8. there are two suspension functors L£ (resp. L
r
) : VUn(G) ---> VUn+I(G)

given by suspending M (resp. M').

We are now going to compare the two settings for duality. Let X denote a con-

nected simplicial set, and let G be its loop group in the sense of [7J. Let E

be a universal G-bundle. There is an adjoint functor pair (cf. [16]):

el>X: hR(x) > hU(G)

(Y, r, s) > Y xXE/E

'¥G: hU(G) > hR(X)

Mt--------> (MxGE :t *xGE).

a co n
Let E: again denote the trivial fibration X x S , The spaces '¥GZ (Ex (S 1\G+)) can be

used as Thorn spaces Thn(s) in the sense defined above,

Here G+ is considered as an object of U(G xG).

Define a functor

(Y,Y',u) 11-----------:> (el>x(Y),el>X(Y'),u'),

where u' is the composite

00 noon
el> Z'¥ Z (Ex (S I\G)) -> Ex (S I\G+) •
X G +

Similarly,

____> hVRn(x)
s

-> '¥ z(Ex"'(Sn I\G ) = Thn(s)).
G +

Proposition 1.140 Del> and D'¥ are mutually inverse homotopy equivalences.

Proof: We first remark that Dc!> and D'¥ are not adjoint. Let f: -->

be given by (Y,Y',u) -> ('¥c!>(Y),Y,u), where u: ,¥c!>(Y) 1\ Y' __> ,¥c!>(Y I\Y') '¥c!>(u) >

n'¥(Ex"'(Sn I\G+)) -> (Ex"'(Sn I\G+)) and c!> (rc sp , If) is short for el>X (re sp , '¥G),

Similarly, f' is the corresponding endofunctor of hVRn(X) defined by a conditionc
on Y'. There is a natural transformation from the identity to f, and another one

from f' to the identity. Since D,¥' Dc!> = f'f, the composite D'¥ • Dc!>

topic to the identity; similarly with the other composition,

is therefore homo-

o

This proposition shows that both settings for duality are actually equivalent. In

the next proposition it is shown that the choice of duality data is in fact a "con-

tractible choice".
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Proposition 10150 The forgetful functor

E lim hVUnCG)..,.
L£,L r

CM,M' ,u) M

is a weak homotopy equivalenceo

Proof: To prove the assertion we need a stronger finiteness condition on the objects

of hVUnCG). We adapt an argument of [19] to show that this condition may be assumed

without loss of generality.

Let hVUnCG), denote the full subcategory of hVUnCG) of those objects CM,M',u)

which satisfy that M' is actually finite, not just finite up to homotopy.

The inclusion hVUnCG), C hVUnCG) is a homotopy equivalence. To see this we introduce

two further subcategories o Namely, let hVUnCG)K denote the full subcategory con-an
sisting of those objects which satisfy that Cthe underlying simplicial set of) M' is

a Kan simplicial set; let hVUnCG)" be the full subcategory of those objects of

hVUnCG) which lie in either hVUnCG)' or hVUnCG)K • The inclusion hVUnCG)" C hVUnCG)an
is a homotopy equivalence. This may be seen from the existence of the functor Exoo•

Ex
oo

extends to a functor hVUnCG) -> hVUnCG)Kan' There is a natural transformation

Ex
oo
--> Id, given by the canonical map M' --> ExooM'. This shows that hVUnCG)Kan C

hVUnCG) is a homotopy equivalenceo By the same argument hVUnCG)" C hVUnCG) is a homo-

topy equivalence.

The next step is to show that the inclusion i: hVUnCG), ---> hVUnCG)" is a homo-

topy equivalence.

We use Quillen's theorem A, cf. [10]. So we have to show that the right fibre

CM,M' ,u)/i over any object CM,M' ,u) of hDUnCG)" is contractible.

It suffices to prove that any finite diagram V ---> CM,M',u)/i in the fibre is con-

tractible o

Let Cfi,fi): (M,M',u) --> CMi,Mi,ui) represent such a diagram. If M' is already fi-

nite there is nothing to prove since the diagram then has an obvious initial object.

So assume M' is Kan. Since M' is also finite up to homotopy, one can find a diagram

M ) > M< < M', where Mis finite and Mis obtained from Mby filling horns.

Since the Mi are all finite, one can find another subset of Mcontaining the images

fi(Mi) of all the simplicial sets Mi and which can be obtained from M by filling fi-

nitely many CG)-horns o Hence is itself finite Cas a G-set).
f';,j

Since M' is a Kan set one can find a retraction M --> M'. This gives a map q: M-M'.

R:J U co n
Define a duality map u as the composite MAM --> MAM' ---> Ex (S AG+). Then the ob-

ject (id,q): (M,M' ,u) --> CM,f:i',\}'» of the fibre is an initial object for

the diagram Vo Hence the diagram is contractibe, whence i is a homotopy equivalence.

This in turn implies that the inclusion hVUnCG), C hVUnCG) is a homotopy equivalence.

We are now reduced to proving that the restriction of the map E of the proposition
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lim hVUn(G), is a homotopy equivalence.
-+

Again we use theorem A of Quillen. Let N be an object of lim hUhf(G). We have to

show that the right fibre N/s is contractible. Let V: I --> N/s be a finite diagram

in the fibre. V is represented by (Mi,Mi,ui:Mi AMi ---> Exoo(Sn AG+); a i: N Mi)iEI.

By proposition 1.13. there exists an m-dual of N for some large m. We may assume that

n is large, and in particular that there exists an n-dual of N. Let v: NAN' --->
00 n

Ex (S AG+) denote an n -dua l i t y map with N' EUhf(G). Assume that N' is a Kan set.

Consider the following diagram

M!
1

where

1

A
v denotes the adjoint of v,

A
u.
1

and b.
1

b.
1

is the composite

*a.
1

A *Here u i is the adjoint of u
i

and a
i
is induced from ai'

Let n > 2 max {dim Mi, dim N}, Further assume that dim Mi n. By coro, 1,10. the
A

map v is (2 (n-dim N) - I)-connected, hence by assumption on n it is at least n-con-

nected,

Since dim Mi < n, and N' was assumed to be Kan, by obstruction theory therefore there

exist liftings up to homotopy c
i:

Mi --> N' of b
i
as indicated by the broken arrow

in the diagram. For each i choose a specific homotopy hi: M
i

x --> such that

h. 1M! x 0 = and h. IM x 1 = b.
11 1 11 1 A

The map b
i
is at least n-connected since a: is a homotopy equivalence and u

i
is n-con-

nected, Since Mi and N' have no G-homology in dimensions >n, and by the Hurewicz

theorem, c i is therefore a homotopy equivalence,

Let N§ denote the pushout of the following diagram

N' "" .llci .ll M! x 0 > .ll x 1
1 1

There is a map N§ ---> given by on N', and hi on Mi x Further there

is a commutative diagram

M!
1

where d.: M! = x 1 --> x n I --> N§, and is some extension of O§ (which
1 1 1 1

exists by the Kan condition on
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where the second arrow is a homotopy equivalence and N is obtained from
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U d. C Exoo(N§) factors as
i 1 1

- "" 00 §Yd i (M;) N Ex (N ),
1

U d. (M!) by
i 1 1_

attaching of finitely many G-cells. Now this union is a finite G-set. Therefore N is

also finite, The map

f.:
1 1

d.
1

is a homotopy equivalence, since its composition with N "" > Exoo(N§) is one.

A 00 § noon
Let v denote the composite N --> Ex (N ) --> FG(N) and let v: NAN --> Ex (S AG+)

denote the adjoint of this map, By construction; is an n-duality map. The object

(N,N,;) of bOUn(G) , maps to the diagram (Mi,Mi,ui,a i) by (ai,f i). Hence

((N,N,;); id: N -> N) is a cone point for the diagram D.
This proves that any finite diagram 1n N/E is nullhomotopic, as was to be shown.

o
Remark: Just as in the case of the categories R(X) (resp. DRn(x» certain sub-

E

categories (resp. of U(G) (respo DUn(G» may be defined. By restric-

tion to a connected component one obtains from proposition 1.15. another homotopy

equivalence

lim hDU£,m(G)
->- k
£,m

-------:> lim hUk (G),

£
o

Proof of prop, 1,6,: There is a commutative diagram

D<I>

<I> is a homotopy equivalence because it has an adjoint, D<I> is a homotopy equivalence

by prop, 1.14.; £ becomes a homotopy equivalence after passing to the limit by

prop. 1.15., therefore so does 0, as was to be shown,
o

As a corollary to proposition 1.6. and 1,15, one obtains the following descriptions

of A(X).

CoroUary 1, 16,

A(X) "" Z x Ilim 1+
->-

k,£,m

""Z x Ilim hVU£,m(G)1+
->- k

k,£,m

(G G(X», o
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Appendix

In this appendix we first prove that the categories are covariantly func­

torial in X. Then we use this result to compare the concept of Spanier­Whitehead

duality developed in this paragraph wi t h other concepts of duality.

Let t:i denote a d­spherical fibration (with a section), i = 1,2 0 Let f: t:1 -> t:2
be a map covering f: XI -> X2; f induces a map X2 Ux t:) -> X2 Ux t:2 ' and henceI 2
a map f: Th(t: I) -> Th(t: 2)·

I 2

Proposition 10170 In this situation there is a functor

f*: (XI) (X2)
I 2

given by (Yj , Y; , u I) 1----> (Y
j

U X2' Y' U X2';;I)
XI

I
XI

where u l
denotes the composite

(YI
U X2) 1\ (Y; U X2) = (YI 1\ Y; ) U x2 -> Thn_d (t:]) U X

2 -> Th
n_d

(t:2)X XI 2 2
X2

2
I XI I

the last map being induced by L

Froof: The fact which requires proof is that u
l
indeed defines an n­duality mapo

Let Gi 1TI Xi' i=I,2. We have to show that the map

u l: Hq(Y; U X2,X2; Z[G2)
XI

given by slant prcduct with a certain class t in

isomorphism for all q n .

is an

Let C* = C*(yl,XI) (resp. c*(y;,X1» denote the chain complex of the universal

cover of the pair (Yj,X j ) (resp. y;,Xj»o Define D* = HOWZ[G
j)

(Cn_*, Z[GI)o The chain

complexes , and D* consist of free Z[Gj)­modules of finite rank o There is a

(degree 0) map --> D*, given by c' -> z/c', where c' , and z is a cocycle

in HOmz[GlxGj)(Cn«YI,Xj) x (Y;,Xj»;Z[G I) representing the image under uj of the

class t in Hn(YIAYi,XIXXl; ZliG
1
] ) . Using this map define a map of double complexes

where F* denotes a free Z[GI)­resolution of the GI­module Z[G
2
J. There a spectral

sequences associated to these double complexes which are given by

=>

and



295

:>

By assumption u
l
is an n-duality map, therefore induces an isomorphism

E1 E,l Hence we obtain an isomorphism of the abutments as was to be shown.p,q p,q
o

The proposition has the following immediate consequence. Given an n-duality map

u: YAY' ---> Thn_d(g) in the induced map

u: Y/X A Y' /X --> Th
n_d

(E) /X2
"" s'' A X ---:> s"

+

is an ordinary n-duality map.

Indeed, this is the special case XI = X, X2
= * of the proposition,

The concept of duality is closely linked with some sort of finiteness condition,

The definition of duality used in this paper requires that the cofibre of the in-

clusion X -> Y is finite (at least up to homotopy)o In view of this the concept of

duality defined here might be called 'cofibre-wise' duality.

A different finiteness condition would be to ask that the fibre of the retraction

Y -> X be finite. The ensuing concept of duality would accordingly have to be called

'fibre-wise' duality, In the theory of 'fibre-wise'Spanier-Whitehead duality one

starts with a space Y over X, satisfying that the structural map Y -> X is a fibration

with fibre homotopy equivalent to a finite complex, The Spanier-Whitehead dual is then

defined by taking the ordinary dual of each fibre, cr. [8], [9], [20].

In contrast with prop, 1,17, it turns out that this kind of duality depends contra-

variantly on the base space, Moreover, one has an 'operation' of 'fibre-wise' duality

on 'cofibre-wise' duality. This is induced from the action of the category Rfib(X)

on R(X), cf. the definition after lemma 1.1,

The concepts of cofibre-wise duality and of fibre-wise duality are different in

general: Even if both kinds of duals are defined, they may not coincide. As an example

consider the case where X is a compact n-dimensional manifold with boundary a.
Let Y = Xx So. Y is a space over X via the projection. Under these circumstances

both concepts of duality are defined. A fibre-wise n-dual is given by Xx s" , whereas

a cofibre-wise n-dual is given by XUX , the double of
a

X as one may see from the

geometric description of duality given below in lemma 2.8.
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§ 2. The canonical involution in the algebraic K-theory of spaces

One of the reasons for studying algebraic K-theory is that it gives information

about the concordance spaces (or synonymously: pseudo-isotopy spaces) of manifolds.

Reacall the definition. Let X be a compact manifold with boundary ax. Let C(X)

Aut(X x [0,1] reI X x a u ax x [0,1]), where Aut( ••• ) denotes CAT-automorphisms of X.

There is a canonical involution C(X) ----> C(X) given by

d f) ; (id x r) 0 f 0 (id x r) 0 ((f IX x I ) -1 x i.d) ,

where r: [0,1] --> [0, I] denotes the reflection at the midpoint. This involution on

C(X) gives (after localizing away from 2) a splitting up to homotopy into the two

eigenspaces of

where C(X)s (respo C(X)a) denotes the symmetric (resp. anti-symmetric) part of C(X).

The interest in this splitting comes from the fact that the factors have a meaning of

their own, and can be treated with different methods, cf o [4].

There is a stabilization map

I: C(X) ------> C(X x I)

given by product with the interval (or rather a technical modification of this, be-

cause of the condition of standard behaviour at the boundary). The stable concordance

space of X is defined as C(X) ; lim C(X xlk)o By [4], C(X) is a homotopy functoro
- + -

k
It is this space that can be related to the algebraic K-theory of X. Following [18],

we shall describe this relationshipo Let X denote a compact manifold of dimension d

with boundary ax; I denotes the interval [a,b]. A partition is a triple (M,F,N),

where M is a compact codimension zero submanifold of X Xl, N is the closure of the

complement of M, and F ; M n No F is to be standard in a neighborhood of ax XI, ioe o

there exists a number tEl such that F equals X xt in this neighborhoodo

Let P(X) denote the simplicial set in which a p-simplex is a (CAT-) locally trivial

family of partitions parametrized by the p-simplex Let H(X) denote the simplicial

subset of P(X) defined by the condition that M is an h-cobordism relo boundary be-

tween X xO and F. H(X) is called the h-cobordism-space of Xo

Proposition 201 0 H(X) is a classifying space for C(X)o

Proof: To prove this, we construct a free action of the simplicial group C(X) on some

contractible space E(X) such that the orbit space is the component of H(X) containing

the trivial cobordismo Let E(X) denote the space (;simplicial set) of embeddings

X x [0,1] ----> X x [a,b] restricting to the identity on X x a , This is a space of

collars and hence is contractible. C(X) acts on E(X) by compositionof maps , E(X) may

also be viewed as the space of trivial h-cobordisms together with a given trivializa-

tion. The action of C(X) then just changes the trivialization o Hence the orbit space
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is indeed the a-component of H(X), as was to be shown, o

There is an obvious involution on the space H(X), given ty turning a partition upside

down, One may ask what is the relation between the involutions on C(X) and H(X).

Froposition 2.2, The involutions on C(X) and on H(X) BC(X) agree up to homotopy.

Froof: Define a map C(X) --> E(X) by a(f(x,t/2», where a: X x [0,1] -->

X x [a,b] is the canonical linear isomorphism, Similarly, let ¢: C(X) --> f(X) take f

to (x,t) a(G(f)(x,t/2). There is a natural map p: f(X) ---> H(X), defined

by forgetting the product structure of a collar:

f: XX[O,I] -> Xx[a,b] (im(f)",,) •

Let G': H(X) ---> H(X) denote the involution on H(X). We obtain a pull-back diagram

C(X)

"E(X)
p

Clearly the involution on C(X) can be described by interchanging the corners of the

diagram and applying the involution G' on H(X), In view of prop, 2,1, the diagram is

also homotopy cartesian. This proves the proposition because from the diagram one

obtains homotopy equivalences

<"" QH(x)

which are compatible with the involutions if the middle term is given the involution

defined by

(f,w: 1-> H(X),g) 1---> (g, G' owor,f), r: I --> I the reflection map.

o

On the simplicial set of partitions P(X) define a partial ordering by letting

(M,F,N) < (M',F',N') if firstly M is contained in M', and secondly the maps

F' --> M' - (M -F) <--- F

are homotopy equivalences. This defines a simplicial partially ordered set, and hence

a simplicial category which will be denoted hP(X), We have a particular partition

given by attaching k trivial m-handles to X x [a,a'l in such a way that the complemen-

tary (d-m)-handles are trivially attached to X x [b,b'], a <a' <b' <b , Let

be the connected component of hP(X) containing this particular partition, (t d-m).

An (anti-)involution on hP(X) is defined by the contravariant functor

T': hP(X) ---> hP(X), (M,F,N) (N*,F*,M*),

where M* (resp , N*) is the image of M (re sp , N) under the map id x r: X x I -> X x L,

It restricts to a contravariant functor
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In [18] it is proved that the categories approximate A(X)o To fit these

approximations together one needs a stabilization process. There are two ways to

stabilize a partition (M,F,N), namely taking the lower (respo upper) part to its

product with an interval. These disagree because of the condition of standard behav­

iour near the boundary. We have to consider a technical modification of the various

spaces of partitions. We fix some standard choices, Let X' c lnt X be a submanifold

of X such that Cl(X ­X') is a collar on ax. Similarly, let J denote an interval con­

taining two subintervals J' ,J" such that J' c Int J, J" c Int J I, further let [a', b ']

be a symmetric subinterval of I.

Let be the simplicial subset of P(X) of those partitions satisfying that

F c X x [a' , b "l ; F n (X ­ X') x I (X - X ') X a' •

The inclusion c P(X) (resp, c hP(X)) is a homotopy equivalence, Define

the lower stabilization as the map

0Q,: x J)

which takes the lower part of a partition (M,F,N) to

MxJ' UXx[a,a'lxJcXxlxJ,

The upper part of a partition is mapped by 0Q, to the fibrewise suspension of N con­

sidered as a space over X,

The upper stabilization is the map

----:> xJ)

defined by

MI­>MxJ' UX'x[a,b']xCl(J'­J") UXx[a,a']xJcXxlxJ,

The involution T' does not restrict to a map ­­> (because of the stand­

ard behaviour near the boundary). So a slight modification of T' is necessary.

Choose a map j: P(X) ­­> homotopy inverse to the natural inclusion

i: ­­> P(X), Letting T = jT'i define a map T: ­­> (respo a contra­

variant functor T: ­­> and one verifies

Lerrona 2,3, (i) T is an involution up to homotopy, i ;e , T
2

"" id;

(ii) ouT"" T0Q, (iii) Tau"" oQ,T • 0

Now consider the limit lim hP(X xJQ,+m­d) where the maps in the direct system are
->- -

Q, m
given by 0Q, (resp. au), u;ing a mapping cylinder argument, T can be defined as a map

lim xJQ,+m­d)
->-

Q"m

and from lemma 2.3. we have

____.........,> lim x JQ,+m­d)
->-

Q"m
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T is a weak involution in the sense that the restriction of T2 to any

o

compactum is homotopic to the restriction of the identity; in particular, T induces

an involution on homotopy groups.

In [18] it is proved that a connected component of A(X) can be obtained by performing

the + construction on the space

I lim
->-

k,£,m

Hence lemma 2.4. provides a weak involution on A(X), We continue to denote this in­

volution with the letter T.

The relation between algebraic K­theory and concordance spaces may be described

by a certain commutative diagram

lim
->-
£,m

lim
->-
£,m

> lim p£' m(X x J£+m­d)
->- -'-k

k,£,m j
> lim hp£,m(X x J£+m­d)

->- -'-k
k, £,m

where ••• ) denotes the intersection of H(•. ,) with £('0')' is the simplicial

subcategory of h£(o •• ) with •• ) as simplicial set of objects. The vertical maps of

the diagram are the natural inclusions, and the horizontal maps are given by the iden­

tification of .!i.( .. o) (r e sp , h.!i.(oo.» with p£,m(,oo) (r e sp , hp£,m(ooo»o In [18] it
--0 --0

is shown that after performing the + construction the diagram is homotopy cartesian

1n a range of dimensions. Further the term in the lower left corner is contractible,

Each of the terms in the diagram has a description 1n terms of spaces of partitions,

Further the operation of turning a partition upside down gives an involution on each

of these spaceso The vertical maps in the diagram are compatible with the involution

by definition of the involution on the categories h£(X), resp. h.!i.(X). The horizontal

maps are given by the canonical map from a member of a direct system to its limit o

They are compatible with the involution because the involution is defined on each of

the spaces in the direct system.

Our next goal will be to relate the involution T to another one defined in a

quite different manner, We return to the setting of I. The description of A(X)

given there (in particular cor, 10140) provides a natural involution on A(X) in a

straightforward way. The details are as follows,

Let X be a simplicial set, ­­> X an (orientable) d­spherical fibration (with a

section); is a Thom space of in the sense of § I. Let Pn denote the self map

of Sn given by the following permutation of factors:

­ s ' A Sl s ' '" 51 51 A A 51 =I 2 A ••• A n ­­­> nAn­I 000 I
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Define a contravariant functor

------.;> (X)

> (u»,s,n

TI;,n:

(Y,Y',u) 1-1----

"" d P d I\L d
where TI;,n(u): Y' I\Y --> Y I\Y' -..2:'......> Sn- I\Th(!;) n- > Sn- I\Th(!;) = Th

n_d(!;).

By lemma 1.1. this is a duality map again. Clearly, id. The map L in this de-
s,n

finition ensures that 'I;,n is a map over X XX, and the map Pn- d is introduced to

guarantee compatibility with the suspension functors. Indeed, one easily verifies that

(i) l:, = T l:
I;,n l;,n+1 r ' (ii)

Therefore one has a well-defined functor

TI;: lim

l:""l:r

--------'> lim (X) op ,

l:""l:r

and in particular T restricts to a functor

TI;: lim --------'> lim •

"',m
By cor. 1.16. the categories approximate A(X). So one finally obtains an

involution TI; on A(X) depending on the spherical fibration 1;. By prop. 1.17.

this involution is natural for maps of pairs (X,I;) --> (X',I;'), where I; --> 1;'

covers X --> X'.

We now want to investigate the dependence of the involution on the spherical fi-

bration 1;.

Recall from § I that there is an operation of (spherical) fibrations on spaces over X,

given by (Y,I;) r--> I; ·Y. Let 1;': A(X) --> A(X) denote the map induced from this

operation. Let 1;-1 denote an inverse of 1;; C is the trivial spherical fibration

X XSo --> X.

Proposition 2.5. The following diagram commutes up to homotopy:

T
C

Proof: We prove that the right triangle commutes up to homotopy. The proof for the

other triangle is entirely analogous. By cor. 1.3. there are maps (resp. ¢I;):

---> given by

(Y, Y' ,u) (I; 'Y,Y',(l;l\c) 'u)

(r-e sp , (Y, Y' ,u) f-----:> (Y, I; • Y' , (c 1\ I;) • u ) ) 0
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Let ---> hRhf(X) denote the forgetful functor (Y,Y',u) r---> Y. There is

a commutative diagram

0 T 0
(X) <__s_ hVRn(X) S hVRn(X) S----> ---->

S S

II
<-0--- hVR?+d(X) ----> hVRn+d(X) -->

Restricting to the connected components of 'spherical objects', and passing to the

limit gives homotopy equivalences Os (re sp , by prop. 1.6. together with lemma 1.5.,

and also (resp. by lemma 1,5. The upper row of the diagram represents the in-

volution T
s

on A(X), the lower row represents This proves the proposition. 0

Of course, an involution on A(X) can also be defined using simplicial sets with

group action, It is induced by the contravariant functor, also denoted Tn'

R1 U 00 n
Tn(u): M' 1\ M ---> M I\M' --> Ex (S I\G+)

where

(M,M' ,u) (M' ,M, Tn(u»,

EX"'(p
n '" n-----> Ex (S 1\ G+),

One easily verifies that the functors and are equivariant respect to this

involution. By prop. 1.14. this involution is therefore the same, up to homotopy, as

the involution T
S
defined just before,

In the following it will be convenient to have a slightly different description

of the categories available. Namely, instead of working with simplicial sets

one could as well use spaces having the homotopy type of CW complexes and continuous

maps throughout to define the categories Geometric realization induces a

functor ---> which is a weak homotopy equivalence.

In the following the symbol will have either of these two meanings depending

on whether X is a simplicial set or a topological space.

To compare the involution defined on hi(X) with that defined on one has

to relate both categories. Now is a category while hi(X) is a simplicial cate-

gory. So to compare both one has to make a simplicial category as well,

Let denote the category with objects locally trivial p-parameter families

Y,Y' of objects of hRhf(X) together with a p-parameter family of n-duality maps

similarly, morphisms are given by p-parameter families of morphisms of

(Here Y I\Y' denotes a p-parameter version of the fibrewise smash product over X,
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namely

y xp
Y' x y' U y x x x x X .)

The categories assemble to a simplicial category which is denoted

Forgetting part of the structure we also have a simplicial category •

Identifying with • the total degeneracy map gives an inclusion

---> •• and we have

Lemma 2,6, The inclusion ----> is a weak homotopy equivalence,

Proof: Indeed. this follows from the fact that the maps ----> are

weak homotopy equivalences for all k. o

Now let X denote a compact (orientable) manifold of dimension d, There is a map

---> hR(X), given by (M,F,N) r----> M, where M is considered as a space over

X x a, We want to lift this to a map --> (X), (for suitable I; and n ) in such a

way that it is compatible with the involution on both terms. To do so one associates

to a partition (M,F,N) a duality map as follows. Let M' = M-F, N' = N-F, The

inclusion

i: M' x N'

induces a map over X x X

----------:> (X x[a,b])2 - diagonal

defined above,

J" : M' 1\ N' --> «X x [a b])2 U X2, - X2 x [a,b] x b UX2 x a x [a.b]

diagonal).

If (M.F.N) is a p-parameter family of partitions, one replaces the product M' x N' by

the fibre product M' x N'. and M' 1\ N' by the p-parameter version of the smash-product

Let Z denote the target of the map j, Z is an object of R(X2) by the obvious

projection map, and the inclusion given by

X x X--->XxaxXxb---> Z,

Let I; denote the tangent microbundle of X (resp, an Rn-bundle to which it corresponds

by the Kister-Mazur theorem), Let 1;+ denote the fibrewise one-point-compactification

of 1;, 1;+ is an orientable d-spherical fibration with a section, Convert the map

Z ---> X2 into a fibration z' ---> X2,

Lemma 2,7, Z' --> X2 is a Thorn space of 1;+ in the sense of § I,

We first show that Z ---> X2 is in the same component of hR(X xX) as the ob-

ject X xX U
x

1;+, We represent 1;+ as follows, Let n denote a neighborhood of the diag-

onal in X xX which is an Rn-bundle; n ' is a smaller neighborhood satisfying the same

requirement, Then 1;+ = n Un_n'X' We have the following chain of homotopy equivalences
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diagonal of [a,b] x [a,b])

= X
2

U(X2 -T)') _ (X2 _T)x2 - (X2 -T) = X2 UT)-T)' T)

Now the inc Ius ion T) - T)' --> X2 is homotopic to the compos i te T) - T)' ..EE..> X X2,

as one sees from the diagram

where the left triangle is commutative, and the right triangle commutes up to homo-

topy since T) ..EE..> X is a homotopy equivalence o Therefore X2 UT)-T) , T) is in the same

connected component of hR(X2) as the object

pushout (X2 <-- X <-- T) - T)' --> T)

by (x,x',s,t) (x',x,r(t),r(s», where s,t E[a,b] and

reflection map. Clearly, L2 = id. It induces a map

same property. Therefore Z' has all properties required of

Define a map L: Z --> Z

r: [a,b] -> [a.b] is the

L ': Z' --> Z' with the

a Thorn space of
o

Lemma 208. The map j is a d-duality map.

Proof: Let t EHd+1«X x [a,b])2, (X x [a,b])2 -/I) be a Thorn class of the tangent micro-

bundle of X x [a,b]. The exact sequence of the triple «X x [a,b])2,Z,X2) identifies t

with a generator t' of Hd(Z,X2). There is a commutative diagram (q

H (N' ,X x b)
(1.
J

H (X x [a,b] -M. X x [a.b) -X x [a,b»
q

where (1j(z) = j*(t')fz. (All homology groups have Z[n1X] -coefficients.) The vertical

isomorphism on the right comes from the exact sequence of the triple (X x [a,b),M,X x a) ,

The bottom map Yt is the usual Alexander duality isomorphism. (One has to be a little

careful, since the assumptions of the duality theorem are not quite satisfied here,

e.g o X x [a,b) is not compact, and, more seriously, M is not contained in the interior

of X x [a,b). But in the special situation at hand this does not affect the result be-

cause the intersection of M with the boundary of X x [a,b) is homotopy equivalent
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to X.) Hence a. is an isomorphism as asserted.
J

The last two lemmas provide a map

d
f: hP(X) ------>

(M,F,N) (M' ,N',j)

which is compatible with the involutions T' (re sp , T), Of course, f restricts to a map

f: > (Hm =d).

We would like to stabilize this map with respect to dimension, In order to do so one

first has to replace the categories by Secondly, one modifies the

suspension maps on the catefories Namely, let

(X x J ' )

(Y,Y',u't-------> (YxJ' UYX()J,XX()J',Y' xJ',.,,),

and similarly with L
r
' (J, denotes some interval), We obtain a diagram

hP9"m(X)
-'-k

G9,!
VI

x J)

f

f I

where f' takes a partition (M,F,N) in xJ) to

(M' - F UxxJ X x J', N' - F UxxJ X x J ' •••• ), and

and X x J ....::'-> X x J I is given by some fixed isomorphism J ....::'-> J'. This diagram com-

mutes up to homotopy since there is a natural transformation Zrf ---> f,G9, which

is given by

MxJ' f-I--------> MxJ' U Xx[a,a'] xJ

N xJ' UN x aJ' X x aJ' f-I---> N xJ UNXCl(J-J') X x aJ'

There is a similar diagram with Gil, (resp, Zr) replaced by Gu (resp. Z2)'

Hence one obtains a map in the limit

f: lim
-+

k,9"m

-----:> lim
-+

k,2,m

which is well-defined up to homotopy, Standard mapping cylinder arguments now show

that f is compatible with the involutions up to weak homotopy, i,e, the restrictions

of Tf (resp, fT) to any compactum are homotopic,

Lemma 2,9, The map f is a weak homotopy equivalence,
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Proof: Composing f with the forgetful map

g: lim xJ,lC+m-d). ---> lim xJ,Hm-d).

k,2,m k,,Q,,m

o

gives (up to a minor modification) the map proved to be a homotopy equivalence in

[18, prop. 5.4.]. The map g is a homotopy equivalence by prop. 1.6. and lemma 2.6.

Hence f is also a homotopy equivalence, as was to be shown.

Corollary 2.10. The involutions defined by T and, on A(X) agree up to weak homotopy.

n

Our next goal is to show that the involution on A(X) gives upon 'linearization'

the usual involution on the K-theory of (group) rings. We first have to explain the

meaning of this statement. Let R be a ring. We define the K-theory of R to be

K(R) Z x BGl(R)+ ,

that is, we replace the class group by Z in order to make the analogy with A(X) more

transparent. Let R be equipped with an anti-involution R -> R. For a typical example

let R = Z[G], the group ring of a group G, and the anti-involution being defined by
I -t -I

g g- , g E G. There is an induced involution on Glk(R) given by A (A) , the

conjugate transpose inverse of A. This defines the usual involution on K(R).

There is a canonical map A(X) ---> K(R), called 'linearization', where R = z[n,X],

cf. [16]. In order to define this map we use a slightly different description of K(R).

Namely, let isoFk(R) denote the category of free (right) R-modules of rank k and

their isomorphisms. The canonical inclusion Glk(R) ---> isoFk(R) is an equivalent of

categories. This allows one to define

K(R) Z x [lim isoFk(R) 1+
k

The linearization map is induced by the functors

> isoFk(R)

G
M 11----------;> H,Q, (M) ,

k,2 0, G = G(X), the loop group of X.

Proposition 2.11. The linearization map A(X) --> K(Z[nIX]) is equivariant with

respect to the involution on both terms.

Proof: Let R = Z[njX] = Z[noG]. Let isoVFk(R) denote the category of triples

(A,A',u), where A and A' are free (right) R-modules of rank k, and u: A 0 A' --> R

is an R ® R <map defining a non-singular pairing. (R is a right RI9R -module by

letting r.(s t.) = t r' s , ) A morphism (A,A',u) --> (B,B',v) is a pair of isomorphisms

f: A-->B, f': B'-->A', suchthatu(f'@id) The category isoVFk(R)

has an involution defined by (A,A',u) (A',A,u). The canonical inclusion

Glk(R) --> isoVFk(R) is compatible with the involutions on both terms. Further there
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is a functor

--------> isoVFk(R)

(M M' ) r------'> (HG(M) HG(M'), ,u ,- 9,' m '
G

H9,+m(u».

o

The category isoVFk(R) was designed in exactly such a way as to make this map equiv-

ariant with respect to the involutions, Altogether we obtain a commutative diagram

-------'> isoVFk (R) <-------- Glk (R)

1
-------'> isoFk (R) < Glk (R),

The middle vertical map is an equivalence of categories; the vertical map on the left

becomes a homotopy equivalence after passing to the limit with respect to 9, and m by

prop, 1,13, Therefore the upper left arrow is an approximation to the linearization

map, We have seen above that the arrows in the upper row of the diagram preserve the

involution. This proves the proposition,

Remark: The linearization map considered above is actually a special case of a more

general natural transformation from the K-theory of spaces to the K-theory of sim-

plicial rings in the sense of [16], The K-theory of a simplicial ring R can be de-

fined from the category of free simplicial R-modules in a way formally quite similar

to the construction of A(X) from the category of free pointed simplicial G-sets, The

natural transformation is then given by the map A(X) --> K(Z[G]) (G=simplicial loop

group of X), which associates to a free pointed simplicial G-set M the simplicial

Z[G]-module t[M], the underlying simplicial abelian group of which is freely generated by the

non-basepoint elements of M. Now in the context of simplicial Z[G]-modules the con-

cept of duality can be defined in complete analogy to the 'non-linear' case, and

K(Z[G]) can be constructed from a larger category of Z[G]-modules by including dual-

ity data. This again leads to an involution on K(Z[G]), which by its very construction

is compatible with that on A(X) via the linearization map.

The composition of the linearization map A(X) --> K(Z[G]) with the map

K(Z[G]) --> K(Z[TTOG]) = K(Z[TTIX]) induced from the connected component map G --> TToG

is identical with the map of proposition 2, II.

§ 3. The splitting theorem

In this section we apply the concept of dnality developed in the previous sec-

tions to give another proof of the splitting theorem, [17], [18]:

Theorem: The canonical map ) --> A(X) is a coretraction up to weak homotopy,
+

The theorem will be proved by constructing a splitting map A(X) --> To

make the proof more transparent we give an informal preview of the argument,
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Recall the category hVRn(X) from § 10 We agree that duality is taken with re­

spect to the trivial spherical fibration E = X x SO if no spherical fibration is

mentioned explicitly. This eategory approximates A(X) in a sense which was made pre­

cise there. To define the splitting map, the eategory hVRn(x) will have to be re­

placed by a certain simplicial topological space. This is done in two steps. First

a simplicial set DRn(X)o is constructed together with a ehain of homotopy equivalences

----> hVRn(x) 0 < DRn(X).

where hVRn(X) 0 is a certain simplicial category combining both hVRn(x) and DRn(X)o 0

In a second step each simplex of DRn(X). is replaced by a certain contractible space.

This gives a simplicial topological space, which is denoted DRn(X), 0 It is on this

space that the splitting map is defined o

To show that the map constructed is a retraction up to homotopy we consider the

following diagram: (For simplicity let X *)

The lower horizontal arrow represents the inclusion QooSoo --> A(*) before the + con­

struction. It is shown that this arrow may be lifted as indicated by the broken arrow,

and further that the composite BL oo ­­­> QooSoo agrees up to homotopy with a map de­

scribed by Segal, [12]. Hence, after performing the + construction it gives a weak

homotopy equivalence.

To make precise the way these spaces approximate A(*) (resp. A(X)) one has to stabi­

lize them in various ways.

Finally let us mention that from the description of the splitting map given

here it is not clear how this map is related to the splittings constructed in [17]

and [18].

We start by the precise definitions now, Define a simplicial set R(X)o

by stipulating that a p­simplex be given by an object Y X x LIP of (X x LIP)

such that for each face inclusion a: lI
q

c LIP the following conditions are satisfied:

(0 a*Y:= a­I (lIq) is an object of x lI
q) , where a is the composite

Y __r_> X x LIP ­....E.E­> LIP ;

(ii) the following diagram eommutes

i d x (l.

id x (l.

>­­­­­­­­­­>

X x lI
q

>

sl
(l.*y >

rl
lI
qX x >
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(iii) a*Y >---> Y is a weak homotopy equivalence.

The face maps are given by the obvious restriction maps. This definition can be modi-

fied to include duality data. Concretely, let DR(X). denote the simplicial set a

p-simplex of which is given by a tuple (Y,Y',u), where Y and Y' are objects of

Rhf (X) p and

u: (Y Uxxt>P X) 1\ (Y' Uxxt>P X) > Thn (c )

is an n-duality map in R(X). (Hence, for each a: t>q c t>P the restriction of u to

Ya:= a*Y Uxxt>q X is also an n-duality map.)

The simplicial set DRn(X). and the category hVRn(x) described earlier can be

combined into a simplicial category hVRn(x) •• By definition the objects of hVRn(X)
p

are given by DRn(X) • Let (Y,Y',u) (respo (Z,Z',v» denote a simplex of DRn(X) •
p p

A morphism (Y,Y',u) ----> (Z,Z',v) in hVRn(x) is a pair of weak homotopy equivalences
p

f: Y ---> Z, f': Z' ---> Y' satisfying that the following diagrams commute

(i)

(ii) for each

f la*Y > a*Z

t
f

Z>

Y 1\ z'
a a

I
'1/

Y 1\Y'
a a

f 1\ id
a

u
a

a*Z' f'la*Z' a*Y'>

1
f'

1
z' > Y'

The simplicial category hVRn(X). contains both hVRn(X)

its simplicial set of objects.

Lemma 3.1. The inclusions

are weak homotopy equivalences.

Proof: Let s: hVRn(X) ---> hVRn(x) denote the degeneracy map; let d be the map in
m

the other direction given by restriction to the m-th vertex of t>m. Define a functor f

from hVRn(X) to itself by mapping (Y -R-> t>m, Y' t>m, ••• ) to
m
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denotes the m-th vertex of /',m).

1 m prZp- (v ) x/', __> /',m, ••• ).
m

functor g: hVRn(X) ---> hVRn(x) bym m
(Y x /',m --E-> /',m, Y' __> /',m).

. -I() m mby the inclusion p vm x /', ---> Y x /', ,

/',m. This proves that f is homotopic to the identity.

-] m prZ '
( () /', /',m Y' _p__> /',m ) (p vm x ---> , , .... Here vm
Similarly f' is the endofunctor of hVRn(X)m given by

Pm, p' m p m
(Y --> /', , Y --> /', , ... ) 1--> (Y --> /', ,

Clearly sd = f'f. Define another

(Y __> /',m, Y' __> /',m, ••• ) 1-->

There are natural transformations

resp. by the map Y (id,p) > Y x

By a similar argument the functor f' is homotopic to the identity. Since ds = id any-

way this proves that s is a homotopy equivalence. This is true for every m, so by the

realization lemma (cf. e.g. [16J) the right arrow in the lemma is a homotopy equiva-

lence.

To show that the left arrow is a homotopy equivalence we employ a variant of Quillen's

theorem A, [IOJ. Let i. denote the arrow in question. We show that the left fibre

i./((Z,Z',v);[mJ) over a fixed object in degree m contractible. Since DRn(X). is

a simplicial set the fibre will be a simplicial set, too, rather than a simplicial

category. A p-simplex of the fibre is given by

(a: l p l -> [m}; (Y,Y',u) EhVRn(X\, (a,a'): (Y,Y'u)""=:"'-> a*(Z,Z',v».

There is a simplicial subset F. of the fibre defined by the condition that Y' = a*Z',

and the structure map a*Z' -> Y' is the identity. In fact, F. is a deformation re-

tract of i./((Z,Z',v);[mJ). To see this let j: Fo --> io/((Z,Z',v);[m]) denote the

inclusion map. There is an obvious retraction

k: i./((Z,Z',v);[mJ) --> Fo

given by

(a; (Y,Y',u), (a,a'): (Y,Y') > (a*Z,a*Z'»

(a; (Y,a*Z'), (a,id): (Y,a*Z') > (a*Z,a*Z'».

We describe a simplicial homotopy from the identity map on i./«(Z,Z',v);[mJ) to the

composite jk by specifying a family of maps hq: i./«Z,Z',v);[mJ)p --->

i./«(Z,Z' ,v);[mJ)p+l ' q = O, ••• ,p.

Let x be a p-simplex of i./«(Z,Z',v);[mJ) as described above. Let T(a') denote the

mapping cylinder of the map a' : a*Z' --> Y'. There are canonical maps over
/',p x til S: T(a') --> Y' x /',1 and y: a*Z' x til --> T(a'). The map hq is defined to,
take the p-simplex x to the (p+ I) -s implex of i./«(Z,Z',v);[m]) given by

(ao : [p+IJ --> [m],(<p*(Y x/',l),<p*(T(a'»,u ),q q q q

(a ,a'): (<p*(Y x/',I),<p*(T(a'»,u ) ----> (ao )*(Z,Z',v»,
q q q q q q

where (i) <p : /',p+l __> /',p x/',I are the characteristic maps of the non-degenerate
q

(p+l)-simplices of /',px/',I, q = O,o •• ,p.
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a are the surjective maps [p+l] -> [p], q
q

-----:>

(iii) uq is the composite x I'> 1) A

(Y x I'> 1) A T(a' ) id AS> (Y x I'> 1)

qJ*(T(a'» »------:>
q

A (Y' XliI)

Cl

Y A Y' __u_:-- Th
n-d (E) ;

(jl* (Y X!ll)
qJ*(S x i.d )

I
(iv) a : q > qJ*(a*ZXlI ) (aa )*Z

q q q q

(ao )*(Z')
I qJ*(Y x id)

> qJ*(T(a'»ct' : =qJ*(Z'XlI) q
q q q q

One checks that the maps hq assemble to a simplicial homotopy from the identity map

on i./«Z,Z',v);[m]) to the map kj. Hence F. is a deformation retract of

i./«Z,Z',v);[m]). By an argument which is very similar, one proves that the canonical

map F. -> lim is a homotopy equivalence. Hence i./«Z,Z',v);[m]) is contractible, and

by .an application of theorem A we conclude that i. is a homotopy equivalence as

asserted.

Remark: The homotopy equivalences of the lemma restrict to homotopy equivalences of

the subcategories (resp. defined by restricting the homotopy

type of the spaces involved.

There is a (left) stabilization map

given by

Similarly, there is a right stabilization map, by suspending Y', and finally, in the

k-variable, one stabilizes by taking the wedge sum with an i-sphere (resp. m-sphere).

In view of this remark, the algebraic K-theory of X may now be described using the

simplicial sets in the following way:

A(X) "" Z x I m(x).1+
k,i,m Cl

Let us now specialize our arguments to the case X

be delt with afterwards.

point. The general case will

Recall that an n-duality map was defined to be a pointed map u: YAY' __> Sn

satisfying a certain non-singularity condition. It is also possible to describe this

duality by a certain map v: Sn --> YAY'. Namely, given the map u, define

w: YAY' A YAY'

by

(a Aa' Ab Ab') 1-----......-'> (u Ca x b ") Au(b Aa'» •

It is easy to check that this defines a 2n-duality pairing. Define v to be the dual
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of u with respect to the duality w. Equivalently, v is characterized by the condition

that the following diagram commutes up to homotopy

Sn v > Y 1\ Y'

(*) id*l lw*

Map(Sn,S2n) u*
> Map(Y 1\ Y' ,S2n)

Here Map(A,B) denotes the space of pointed maps from A to B, The vertical arrows in

the diagram are given by the adjoint of the identity (resp, the adjoint of w),

Let * denote the one-point space. We are going to construct a certain simplicial spaee

from the simplicial set DR(*). by including further duality data.

Let x be a O-simplex of DRn(*), which is represented by the n-duality map

u: Y 1\ Y' ---> Sn, Let E denote the space of pointed maps
x

""Sn > holim(Y 1\ Y' __w__>
+

2nMap (Y 1\ Y', S ) )

satisfying that the following diagram commutes

*w--->

1
Map(Y 1\ Y',S2n)-------->

Sn > holim(Y 1\ Y'

1 +

Map(Sn,S2n)

In other words, a point of E is given by a map v: Sn ---> Y 1\ Y' making diagram (*)
x

commute up to homotopy, together with a specific homotopy commutativity
n 2nh: S 1\Y 1\Y' 1\ [0, 1]+ ---> S between the maps

s" 1\ Y 1\ Y' v I\id > Y 1\ Y' 1\ Y 1\ Y' __w > S2n

and

The space Ex is the same up to homotopy as

I"P(fibre(Y I\Y' ---> Map(Y I\Y',S2n» ,

The map w* is (2n-I)-connected, Therefore, Ex is (n-I)-connected, Similarly, if x de-

notes a p-simplex of DRn(*)p represented by Y,Y' and the n-duality map

u: 1\ --> Sn, we let Ex denote the space of pointed maps

""holim(Y / 1\Y/6P _w__> Map (Y/ 1\Y' /I\P, S2n»
+

satisfying that

(i) the following diagram commutes
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Map(s", S2n)

------>

u*
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*_w__> Map (Y/I1P AY' /t:'p ,S2n»

I
,.,

Map(Y/I1P A Y'/l1p,S2n)(ii) the map s" AI1P __> holim(Y/I1P AY' /I1P w-->
+ +

:> Y/I1P AY' /I1P is a map in the category R(*), ioe Q for each face inclu-,
sion a: I1q c I1P there is a commutative diagram

Sn A I1
q

> Y A Y'

1
+ a

1
a

i d Aa

sn II I1P ---> Y/I1P IIY'/I1P+

Again Ex is an (n--I )-connected space, For

the spaces Ex for all x EDRn(*)p' In view

space DRn(*). , There is a canonical map

every p let DRn(*) be the disjoint union of
- p

of condition (ii) this defines a simplicial

This map is (n-I)-connected, since it is (n-I)-connected in each simplicial degree,

Of course, one can again restrict the homotopy type of the spaces involved in the con-

struction of these simplicial sets. Thus one obtains simplicial spaces

There are three stabilization maps, For example, stabilization with respect to £ is

given by

One therefore has a well-defined map

This map is a weak homotopy equivalence since by the above it is the limit of

(£+m-!)-connected maps, Hence one obtains still another description of A(*):

Proposition 3,30 A(*) Z x lim 1+

k,£,m
[]

We now give a description of the map n"'s'" --> A(*). By the theorem of Barratt-
+ cc oc

PriddY-Quillen-Segal, cf. [13], there is a weak homotopy equivalence BE", n S (0) ,

where E", denotes the infinite symmetric group, and n"'s"'(o) is the O-component of
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stable homotopy. We define a map ---> lim DRn (* ) , which induces the map

QooSoo ---> A(*) in view of the description of
n

A(*) afforded by cor. 3.2 •• We need a

suitable model of

Consider the following configuration space,

Let c,t,m = «(Rt)k - (fat) diagonal) x ((Rm)k - (fat) diagonal), (Recall that the fat
k

diagonal is defined by the condition that at least two vectors of a k-tuple of vec-

tors are identical,) This space is (min(t,m)-2)-connected. The symmetric group Lk
f ,t,m " "t,m "acts reely on C

k
via the dIagonal actIon, Let C

k
be the orbit space of thIS

t m t,m "action, It follows that the spaces Ck' approximate BLk• The space Ck contaIns as

a deformation retract the space defined by thickening the points of a configura-

tion in Ct,m to unit discs, one in Rt , the other one in Rm,
k

L ( t t, m Rm) b "" Dt,m (I d " d tet c = a.: D --> R , a.: D --> "EI e a pOInt In k' enotes an In ex se
1 1 1 t+ t+

of cardinality k.) To this point there can be associated a map S m= R m U {oo}
t+m . t m t+m

--> S of degree k as follows. Choose a fIxed degree 1 map f:(D xD ,3) --> S •

Define

1
f«a.

1 1

=

* otherwise,

" t,m t+m t+mTaking c to defInes a map Dk --> Q S (k)' The subscript 'k' on the right

refers to the component of degree k maps.

Lemma 3,4, The map induces a map

( l i m Dt,m)+ Qt+mst+m
-> k > (0)
k

which is (min(t,m)-2)-connected,

Proof: Consider the usual configuration space of k disjoint particles in Rt
, Denote

this space by the symbol There is a canonical diagonal map --> t, which

is (t-2)-connected. More generally one can define a map Dt --> Dt,m if m > t.k k =
t t tFurther there is a map Dk --> Q S (k) and a commutative diagram (m t)

that the upper horizontal map induces a weak homotopy equivalence
t t t t

Q S (k) --> Q S (0)' The vertical maps in the diagram are

Define a map

case that m > t The other case follows since Dt,m Dm,t
=' k -k

o
Let S(Dt,m) denote the singular complex of Dt,m

k k

It is proved in [12]

(1" t)+ .
Dk --->

k k
(t-2)-connected in the
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p-simplex of

sidered as a discrete
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( P £ £ I P m m)Let c = c.i: '" xD -> R , c.i; '" x D -> RiEl represent a

Consider the spaces S£ A 1+ (resp. Sm A 1+), where 1 is con-

topological space. There is an obvious duality pairing

u
c:

(S£ A 1+) A (Sm A 1+) __> SZ+m

which is induced by the map 1 xl -> SO which takes exactly the complement of the

diagonal to the base point of So, Associating to the configuration c the tuple con-

sisting of the spaces (SZ A I+) x ",P (resp. (Sm A I+) x ",p) and the canonical duality

of these spaces induced from uc defines the required map. We would like to lift this

map to the simplicial space DRZ+m(*). Let f; (DZ xDm,a) -> (SZ A Sm,*) be as be-

fore, and let

X A

(x) Ai As

* otherwise

(Again, SHm is regarded as RZ xRm U {ooJ.)

Let vc denote the composite of with the diagonal map

It is clear that Vc is a duality map and that Vc is dual to Uc in the sense defined

above, at least up to a sign depending on the parity of m. Since we eventually have

to pass to the limit with respect to £ and m anyway, we may assume m even without

essential loss of generality.

Next we have to define a certain homotopy

h : (SHm A"'P) A (S£ AI A"'P) A (SmAI A"'P) A[0,)] __> S2(Hm)
c + ++ ++ +

which is part of the data of a point in DRZ+m(*) ••

We proceed as follows. A point (c.i,ai) of a configuration c determines a map

c.i Xc.i: D£ xt,P xDm x",P -> R£+m and hence a map of degree I S£ ASm -i> S£+m.

Letting the radius of the disc D£ (resp. Dm) grow to infinity defines a canonical

homotopy between this map and the projection S£ ASm -> SHm. For each i E I

define

to be the

determined

projection on the first two factors, and on the other factors the homotopy

by just described. Define the map
1 1

, £+m p £ P m P [ ] £+m Hm
hc: S A"'+AS AI+A"'+AS A1+A"'+A 0,1 + ----> S AS

if i '*'
(x AS AX' Ai AS' AX" Aj AS" At) 1-->

J*
1hi (x AS AX' AS' AX" AS" At) if i = j.
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Compose the homotopy with some standard homotopy between the map

SQ. ASm ASQ. ASm > SQ. ASm ASQ. ASm

(x Ax' AyAy' ) 1----:> (x Ay' Ay AX')

and the identity map. Such a homotopy exists because of our assumption on the parity

of m. This defines the required homotopy hc •

Taking the configuration c to

(t)

Let Dk := lim By lemma 3.4. this is a classifying space for Ek• Let S(Dk) denote
Q.,m

the singular complex of Dk• Passing to the limit with respect to Q, and m in (t) hence

gives a map

BEk ----:> lim
Q" m

which, after passing to the limit in k and performing the + construction gives the

v :
c

u
c

We now describe a splitting of this map. Associate to any p-simp1ex (uc,vc,hc)
of the composite

This defines a map

resp.

Q, m Q,+m p Q,+m
DRk' (*)p ----> Map(S A/',+, S ) (k )

Q, m Q,+m • 9,+m
r: DRk' (*). ---> Map(S A/',+, S )(k)

(Again, Map("')(k) denotes the component of degree k maps).

Th . ., 1 ... f ,..,Q,+mSQ,+m '-- Map(sQ,+m, SQ+m.e s1mp11C1a space on the r1ght 1S the s1ngu1ar complex 0 " )

considered as a simplicial space in the natural way. Checking the restriction of r to

the subspace of immediately reveals that this is nothing else but

the map described above. Hence one obtains:

Lemma 3.5. There is a commutative diagram

r

> S'"j+ms'+m'k»)

9,+m Q,+m
------> sen S (k)L

Srm

)

•

where S«(lQ.+msQ,+rn). denotes the singular complex considered as a simplicial space, and

the vertical map on the right is the natural inclusion.
[J

After passing to the limit with respect to k,Q., and m and applying the + construction,

the map becomes a homotopy equivalence by lemma 3.4. The vertical arrow on the right



316

is a homotopy equivalence anyway, and the + construction does not change the terms

on the right. This proves that the map

I lim 1+ lim S(o=s=(k»' I o=s=(o)

k,£,m k

is a retraction up to weak homotopy, and hence the theorem of this paragraph in

the case X = * •

The modifications required for the general case are straightforward: To a duality

in DRn(X)
p

there is associated another duality in DRn(*)p' which is given by

y/xx",p) AY'(xxlIP) > Th (£)/X2 = s" A X __> s''
n +

(cf. prop, 1,17,). This defines a map DRn(X), --> DRn(*). , Define the simplicial

space DRn(X). as the pull-back of the following diagram,

1
DRn(X) •

Similarly define , Hence a p-simplex of DRn(X). (resp, consists

of a certain n-duality (resp. (£+m)-duality)

(Y UxxllP X) A (Y' UxxlIP X) ---> Thn(£)

over liP, together with a map Sn A Y/XXlIP A Y'/XXlIP, and additional data,

Associating to such a p-simplex the composite

defines a map

By the same argument as in the case X = * this map is shown to be a retraction up to

homotopy after passing to the limit with respect to k,£,m, and performing the

+ construction,

This ends the proof of the theorem. o
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ALGEBRAIC K-THEORY OF SPACES.

FriedheIm Waldhausen

This is an account of foundational material on the algebraic K-theory of spaces

functor X A(X)

The paper is in three parts which are entitled "Abstract K-theory", "A(X) " ,

and "Relation of A(X) to WhPL(X)", respectively.

The main result of the paper is in the second part. It says that several defi-

nitions of A(X) are in fact equivalent to each other, up to homotopy. The proof

uses most of the results of the first part. An introduction to this circle of ideas

can be obtained from looking at the sections entitled "Review of A(X)" and "Review

of algebraic K-theory" in the papers [17] and [18] (these two sections were written

with that purpose in mind).

The third part of the paper is devoted to an abstract version of the relation

of the A-functor to concordance theory. The content of the parametrized h-aobordism

theorem in the sense of Hatcher is that PL concordance theory, stabilized with re-

spect to dimension, can be re-expressed in terms of non-manifold data. A detailed

account of the translation is given elsewhere [16], in particular the relevant re-

sults of Hatcher's are (re-)proved there. The result of the translation (after a

dimension shift) is a functor WhPL(X) . It is shown here that there is a map

A(X) WhPL(X) and that the homotopy fibre of that map is a homology theory (i.e.,

that, as a functor of X, the homotopy fibre satisfies the excision property).

The first part of the paper, on which everything else depends, may perhaps look

a little frightening because of the abstract language that it uses throughout. This

is unfortunate, but there is no way out. It is not the purpose of the abstract lan-

guage to strive for great generality. The purpose is rather to simplify proofs, and

indeed to make some proofs understandable at all. The reader is invited to run the

following test: take theorem 2.2.1 (this is about the worst case), translate the

complete proof into not using the abstract language, and then try to communicate it

to somebody else.
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I. ABSTRACT K-THEORY.

1.1. Categories with cofibrations, and the language of filtered objects.

A category

object *, i.e.

C is called pointed if it is equipped with a distinguished zero

an object which is both initial and terminal.

A category with cOfibrations shall mean a pointed category C together with a

subcategory coC satisfying the axioms Cof - Cof 3 below. The feathered arrows

, will be used to denote the morphisms in coC. Informally the morphisms

in coC will simply be referred to as the cofibrations in C.

Cof I. The isomorphisms in Care cofibrations (in particular coC contains all

the objects of C).

Cof 2. For every A E C , the arrow * A is a cofibration.

Cof 3. Cofibrations admit cobase changes. This means the following two things.

If B is a cofibration, and A C any arrow, then firstly the pushout CUAB

exists in C , and secondly the canonical arrow C CUAB is a cofibration again.

Here is some more language. If A---B is a cofibration then BfA will denote

any representative of *UAB. We think of it as the quotient of B by A The

canonical map B BfA will be referred to as a quotient map. The double headed

arrows are reserved to denote quotient maps. (Note that it is neither

asked, nor asserted, that the quotient maps form a category, i.e. that the composite

of two quotient maps is always a quotient map again.)

Our usage of the term cofibration sequence conforms to the usage in homotopy

theory. It refers to a sequence A>---+B -BfA where B-BfA is the quotient

map associated to A>---+B.

Beware that we will also be using the term sequence of cofibrations which of

course refers to a sequence of the type AI >---->A2---- ... >-+An

The most important example of a category with cofibrations, for our purposes,

is that of the spaces having a given space X as a retract. We will denote this

category by R(X) . As a technical point, there will be several cases to consider

depending on whether space means simplicial set, or cell complex, or whatever, and
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perhaps with a finiteness condition imposed. In any case the term cofibration has

essentially its usual meaning here. (As a technical point again, note that the

axiom Cof 2 may force us to put a condition on one of the structural maps of an

object of R(X) - the section ohould be a cofibration).

Another important example, though of less concern to us here, is that of an

exact category in the sense of Quillen. Any exact category can be considered as a

category with cofibrations by choosing a zero object, and declaring the admissible

monomorphisms to be the cofibrations. The re-interpretation involves a loss of

structure: one ignores that pullbacks used to playa role, too (the base change by

admissible epimorphisms).

Since our axioms are so primitive it will not be surprising that they admit

examples which are not important at all, and perhaps even embarrassing. Here is a

particularly bad case. Consider a category having a zero object and finite colimits.

It can be made into a category with cofibrations by declaring all morphisms to be

cofibrations.

Here is some more language. A functor between categories with cofibrations is

called exact if it preserves all the relevant structure: it takes * to *, co-

fibrations to cofibrations, and it preserves the pushout diagrams of axiom Cof 3 .

For example, a map X X'

spaces it is given by pushout of

induces an exact functor R(X) R(X')

X X' with the structural sections.

On total

Another example of an exact functor is the linearization functor (or Hurewicz

map) which takes an object of R(X) to the abelian-group-object in R(X) which it

generates.

There is a concept slightly stronger than that of an exact inclusion functor

which we will have to consider. We say that C' is a subcategory with cofibrations

of C if in addition to the exactness of the inclusion functor the following condi-

tion is satisfied: an arrow in C' is a cofibration in C' if it is a cofibration

in C and the quotient is in C' (up to isomorphism).

An example of a subcategory-with-cofibrations arises if we consider a subcate-

gory of R(X) defined by a finiteness condition.

Here is a more interesting example. For n 2 let Rn(X) denote the full

subcategory of R(X) whose objects are obtainable from X by attaching of n-cells

(up to homotopy). It can be considered as a subcategory with cofibrations of R(X)

In the remainder of the section we will check that certain elementary construc-

tions with categories do not lead one out of the framework of categories with cofi-

brations. In particular we will be interested in filtered objects; that is, sequen-

ces of cofibrations. (Despite the fact, exemplified above, that cofibrations need

not be monomorphic at all, we shall let ourselves be guided by the more relevant
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examples to justify using this terminology). The arguments below will not go beyond

trivial manipulation with colimits. There is, however, one idea involved, The idea

is that the notion of bifiltered object (or lattice) can be formulated without pull­

backs, Namely if the diagram

A ----+ B

! 1
C ----+ D

is to be a 'lattice' we are inclined to ask this in the form of two conditions:

firstly, that all the arrows be cofibrations, and secondly, that the 'images' in D

satisfy Im(A) Im(B) n Im(C) The latter does not make sense in our context, in

general, but we can substitute it with the condition that the arrow BUAC D be a

cofibration.

For any category C we let ArC denote the category whose objects are the

arrows of C and whose morphisms are the commutative squares

,---+,

1 1
,---+,

in C If C is a category with cofibrations then so is ArC in an obvious way:

a map is in coArC if and only if the two associated maps in C are in coC,

Definition. FIC

tions in C and

having the property

is the full subcategory of ArC whose obj ects are the cofibra­

coFIC is the class of the maps (A .... B) (A',.... B') in FIC

that both A .... A' and A'UAB B' are cofibrations in C

Lemma I. I • I . coFIC makes FIC a category with cofibrations,

Proof. There are two points that require proof: that coF]C is a category, and

that the axiom Cof 3 is satisfied,

As to the first, let (A>­+ B) .... (A' .... B') and (A' .... B') .... (A" .... B") be in

co FIC. Then A.... A" since coC is a category. By assumption about the second

map A"UA,B' .... B" and by assumption about the first map and by axioms Cof and

Cof 3 for coC, all the following terms are defined and the composed map

is also in coC. Taking the composition of the two maps we obtain that A"UAB .... B"

is in coC as was to be shown,

As to the second, let (A>­+ B) >­+ (A' .... B') and (A H B) .... (C >­+ D) be maps in

resp, FIC. Their pushout exists in ArC by Cof 3 for C

and A'UAB>­> B' implies BH B') where it is represented by

(because
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We show below that this is an object of (and consequently also a pushout in) FIC

We must in addition show that the canonical map (CH D) (A'UAC B'UBD) is in

coF]C This amounts to the two assertions that CH A'UAC, which is clear, and

that (A'UAC)UCDH (B'UBD) . The latter map is isomorphic to A'UAD B'UBD which

in turn is isomorphic to the composed map

and this is a cofibration since A'UAB B' is one. Finally A'UAC (A'UAC)UCD

is a cofibration since C D is one. Composing it with the cofibration

(A'UAC)UCD B'UBD (above) we obtain the map A'UAC B'UBD. This proves the post-

poned claim that the latter map is a cofibration. 0

B/A in other

in C It is

F+C FIC]

is the category equivalent to FIC in which an object consists

of FIC together with the choice of a quotient

is the category of cofibration sequences AH B ..... B/A

category with cofibrations by means of the equivalence

Definition.

of an object

F+Cwords, I

made into a

Lemma 1.1.2. The three functors s, t, q: F+C C sending AHB ..... B/A to A, B,
I

and B/A , respectively, are exact.

Proof· For s this holds by definition, and for t almost so. The case of q

requires proof. + coCWe must show that q takes coFIC to , and that q pre-

serves the pushout diagrams of axiom Cof 3

As to the first, if (A >-+ B) (A' >-+ B') is in then, by definition,

A'UAB B' is in coC. Hence so is

B/A ---+ *UA,A'UAB ---+ *UA,A'UABU(A'U B)B' ---+B'/A'
A

as claimed.

As to the second, let such a pushout diagram in F;C be given by the diagram

(A>-+ B ""* B/ A) ------+. (C .... D ..... D/C)

I 1
Then the assertion means that

and

are canonically isomorphic. But this is clear from the fact that an iterated colimit

may be computed in any way desired provided only that all the colimits involved exist.

In particular the two objects at hand are canonically isomorphic because both repre-

sent the colimit of the diagram
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D +------< C *
i r r
B+---<A *
I r I
B' +-----<A' ---> *

when this colimit is computed in the two obvious ways. a

Definitlon. FmC is the category in which an object is a sequence of cofibrations

Ao>---+ AI>----+ ••• Am

in C, and where a morphism is a natural transformation of diagrams.

in which an object consists of one ofcategory equivalent to

with a choice, for every

F C
m
o i < j of a quotient A..

1,]

F C
m

A./A.•
J 1

F+C is the
m
together

Lemma 1.1.3. Let A ... A' be a map in F C r e sp • F+C Suppose that the maps
m m

A. -- --+A'
J J J j J+ j +1

are cofibrations in C Then

for every pair < k the map ... Ak is a cofibration, and
J A.

J
for every triple i < j < k the map A .U Ai,k

... At is a cofibration.
1,J A. . i,k

1,J

Froof. The first results inductively by considering the compositions

and the second follows from the first by the preceding lemma applied to the cofibra-

tion in FIC,

way. The forgetful map

Proposition 1.1.4. F C
m

q.:
J m

A 1---+ A.
J

a

are categories with cofibrations in a natural

is an exact equivalence. The 'subquotient' maps

A
J 1

are exact.

In fact, a map in F C resp. F+C is defined to be a cofibration if it
m m '

satisfies the hypothesis of lemma 1.1.3, and the assertions of the proposition just

summarize the preceding lemmas. a

and

Iterating the construction one can obtain categories with cofibrations
F+F+C
nm

F F Cnm
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Lemma 1.1.5. There are natural isomorphisms of categories with cofibrations

F F C RJ F F C
nm mn

Proof. It suffices to remark that an object of FnFmC can be more symmetrically

defined as a rectangular array of squares each of which consists of cofibrations

only and satisfies the condition in the definition of a cofibration in FIC; the

point is that the condition is symmetric with respect to horizontal and vertical.

Similarly, a cofibration in FnFmC, or sequence of such, may be identified to a

3-dimensional diagram satisfying conditions with respect to which none of the three

directions is preferred. o

We will want to know that categories with cofibrations reproduce under certain

other simple constructions. By the fibre product of a pair of functors f: A C ,

g: B C is meant the category TI(f,g) whose objects are the triples

(A, c , B) A E A, B E B ,
RJ

c: f(A) --g(B) ,

and where a morphism from (A,c,B) to (A' ,c',B') is a pair of morphisms (a,b)

compatible with the isomorphisms c and c' . In some special cases the fibre pro-

duct category is equivalent to the pullback category AXCB; notably this is so if

either f or g is a retraction. (If the two are not the same, up to equivalence,

the pullback should be regarded as pathological.)

Lemma 1.1.6. If f: A C and g: B C are exact functors of categories with co-

fibrations then TI(f,g) can be made into a category with cofibrations by letting

co(TI(f,g)) TI(co(f) ,co(g))

and the projection functors from TI(f,g) to A and B are exact.

Similarly, if j C. ,
J

tions and exact functors then

j E J ,

lim C.
J

is a direct system of categories with cofibra-

is a category with cofibrations, with

co ( 1im C. )
J

and the functors C. lim C. are exact.
J J

lim cot". ,
J

o

Definition and corollary. Let A, B, C be categories with cofibrations and let A

and B be subcategories of C in such a way that the inclusion functors are exact.

Define E(A,C,B) as the category of the cofibration sequences in C ,

A E A B E B •

Then E(A,C,B) is a category with cofibrations, and the projections to A, C, B

are exact.

Indeed, E(A,C,B) is the pullback of a diagram F;C --+ C x C A x B; the

pullback is not pathological since the first arrow has a section. 0
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1.2. Categories with cofibrations and weak equivalences.

Let C be a category with cofibrations in the sense of section 1.1 (we will

from now on drop explicit mentioning of the category of cofibrations coC from the

notation). A of weak equivalences in C shall mean a subcategory we
of C satisfying the following two axioms.

Weq I. The isomorphisms in C are contained in wC (and in particular therefore

the category wC contains all the objects of C).

Weq 2. (Gluing lemma). If in the commutative diagram

B..---<A C

1 1 1
the horizontal arrows on the left are cofibrations, and all three vertical arrows

are in wC , then the induced map

BUAC -- B'UA,C'

is also in we.

Here are some examples. Any category with cofibrations can be equipped with a

category of weak equivalences in at least two ways: the minimal choice is to let

we be the category of isomorphisms in C

be equal to C itself.

while the maximal choice is to let we

To obtain an example of a category of weak equivalences on the category R(X)

(the preceding section) choose a homology theory and define wR(X) to be the cate-

gory of those maps which induce isomorphisms of that homology theory.

To obtain another example define hR(X) to be the category of the weak homotopy

equivalences.

To obtain yet another example define sR(X) to be the category of the simple

maps, i.e. the maps whose point inverses have the shape (or Cech homotopy type) of a

point. (We shall consider simple maps in the simplicial setting only in which case

the definition simplifies to asking that the point inverses in the geometric realiza-

tion of the map are contractible.) Neither the fact that sR(X) is a category nor

the gluing lemma are trivial to prove.

The following two further axioms may, or may not, be satisfied by a given cate-

gory of weak equivalences.
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Saturation axiom. If a, bare composable maps in C and if two of a, b, ab are

in we then so is the third.

For example the simple maps do not satisfy the saturation axiom. E.g. consider

the two maps a, b in R(*) given by the inclusion of the basepoint in a I-simplex

and by the projection of that I-simplex to the basepoint, respectively.

Extension axiom. Let

A >---> B - B/A

1 1 1
A' >----+B' -* B'/A'

be a map of cofibration sequences. If the arrows A A' and B/A B'/A' are

in wC then it follows that B B' is in we too.

For example the weak homotopy equivalences do not satisfy the extension axiom.

E.g. consider the diagram in R(*)

__ *

"1 ! !
BZ >----+ BG -- BG/BZ

where BZ is the classifying space of the infinite cyclic group and BG the classi-

fying space of a suitable non-abelian group which is normally generated by a sub-

group Z, for example a classical knot group.

As the examples show there may be a great profusion of categories of weak equi-

valences on a given category with cofibrations. Also, we will have occasion to con-

sider a category with cofibrations equipped with two categories of weak equivalences

at the same time, one finer than the other, and study their interplay. We must

therefore exercise some care with the notation, and in general the category of weak

equivalences will be explicitly mentioned.

Still there are some situations where there is no danger of confusion. On

those occasions we will allow ourselves the abuse of referring to the maps in we
as the weak equivalences in C, and denote them by the decorated arrows

By a category with cofibrations and weak equivalences will be meant a category

with cofibrations equipped with one (and only one) category of weak equivalences. A

functor between such is called exact if it preserves all the relevant structure.

As in the preceding section, the notion of an exact inclusion functor may be

sharpened to that of a subcategory with cofibrations and weak equivalences.

Finally we note that categories of weak equivalences are inherited by diagram

categories. There are lemmas similar to, but easier than, those of the preceding

section. We omit their formulation.
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1. 3. The K-theory of category with cofibrations and weak equivalences.

Consider the partially ordered set of pairs (i,j) o " i " " n , where

(i,j) (i I , j ') if and only if i i' and j " .i ' Regarded as a category it

may be identified to the arrow category Adn] where as usual [n] denotes the

ordered set (0 < I < ... < n) (considered as a category).

Let C be a category with cofibrations. We consider the functors

A: Ar l n] -----+ C

(i,j) 1------+ A••

having the property that for every j ,

and that for every triple i

A.. * ,
J ,J

k, the map

A.. --+ A. k
1,J i ,

is a cofibration, and the diagram

is a pushout; in other words,

is a cofibration sequence.

natural transformations by

We denote the category of these functors and their

S C
n

To give an object

cofibrations

A E S
n

is really the same thing as to give a sequence of

o,n

together with a choice of subquotients

A.. A ./A .
O,J

It results that the category SnC can be identified with one of the categories of

filtered objects considered in section 1.1 (namely F:_
I

and in particular there-

fore SnC can be regarded as a category with cofibrations in a natural way.
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given here has the advantage of making it clear that

of the ordered

We therefore have a simplicial category

The definition of S C
n

is contravariantly functorial on the category[n] Ar[n] S C
n

sets [0], [I], ••••

S.C: /',op (cat)

[n] 1----+ S C
n

In fact, we have a simplicial category with cOfibrations; that is, a simplicial ob­

ject in the category whose objects are the categories with cofibrations and whose

morphisms are the exact functors between those. This results from the lemmas of

section I. I upon inspection of what the face and degeneracy maps are. For example

the face map d. : S C ­+ Sn_I C corresponds, for i > 0 , to the forgetful map which
1 n

drops A
o,i

from the sequence A0,1 >-+ ••• >-+ A ; and for i = 0 it corresponds
o,n

to the map "quotient by A II which replaces that sequence by AI,2>­+ .•• HAI,n0,1

If C is equipped with a category of weak equivalences, wC then SnC comes

naturally equipped with a category of weak equivalences, wSnC By definition here

an arrow A -+ A' of SnC is in wSnC if and only if the arrow Ai,j -+ Ai,j is in

wC for every pair i j or what amounts to the same in view of the assumed glu­

ing lemma, if this is so for = O. It results that S.C is a simplicial category

with cofibrations and weak equivalences in this case.

Let us take a look at the simplicial category of weak equivalences

wS.C: /',op (cat)

[ n] 1­­­­­+ wS C
n

The category SoC, and therefore also its subcategory wSoC, is the trivial

category with one object and one morphism. Hence the geometric realization IwSoCI

is the one­point space.

The category SIC is the category of diagrams

* = Ao,o>­­­­+Ao,I­­AI,1 =*

and is thus isomorphic to C. Hence the category of weak equivalences may be iden­

tified to wC

Consider IwS.CI the geometric realization of the simplicial category wS.C

The 'I­skeleton' in the S.­direction is obtained from the 'O­skeleton' (which is

IwSoCI) by attaching of IwSICI x I/',I I (where 1/',1 I denotes the topological space

I-simplex). It results that the 'I­skeleton' is naturally isomorphic to the suspen­

sion SIAlwCl • As a consequence we obtain an inclusion SIA1wC 1 -+ IwS.CI , and by

adjointness therefore an inclusion of IwCI into the loop space of IwS.CI,

IwCI .

The passage from IwCI to is reminiscent of the 'group completion'
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process of Segal [11] (by which it was originally motivated, to some extent). We

will have occasion to make an actual comparison later (in section 1.8).

Definition. The aZgebraic K-theory of the category with cofibrations C with

respect to the category of weak equivalences wC is given by the pointed space

nlwS.CI

To pursue the analogy with Segal's version of group completion a little further,

one can actually describe K-theory as a spectrum rather than just a space. Namely

the S.7construction extends, by naturality, to simplicial categories with cofibra-

tions and weak equivalences. In particular therefore it applies to S.C to produce

a bisimplicial category with cofibrations and weak equivalences, S.S.C. Again the

construction extends to bisimplicial categories with cofibrations and weak equiva-

lences; and so on. There results a spectrum

...• S.CI
-n--+

whose structural maps are defined just as the map IwCl QlwS.CI above.

It turns out that the spectrum is a Q-spectrum beyond the first term (the addi-

tivity theorem is needed to prove this, below). As the spectrum is connective (the

n-th term is (n-I)-connected) an equivalent assertion is that in the sequence

IwCl--+ nlwS.CI nnlwS.S.CI ...

all maps except the first are homotopy equivalences. It results that the K-theory

of (C,WC) could equivalently be defined as the space

lim
n

There is another way of making K-theory into a spectrum. Namely the pushout of

the cofibrations * A induces a sum in C and therefore a composition law in the

sense of Segal on wC wS.C, and so on. As QlwS.CI is 'group-like'

Segal's machine produces a connective n-spectrum from it. To see that the spectrum

is equivalent to the former it suffices to note that the two spectra can be combined

into a connective bi-spectrum. (A more direct relationship can also be established.)

The definition of K-theory is natural for categories with cofibrations and weak

equivalences: an exact functor F: C' C induces maps wS.F: wS.C' wS.C, etc.

Let a weak equivaZence of exact functors F, F': C' C mean a natural trans-

formation F F' having the property that for every A E C' the map F(A) F'(A)

is a weak equivalence in C.

Proposition 1.3.1. A weak equivalence from F to F' induces a homotopy between

wS.F and wS.F' .
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Proof. The weak equivalence from F to F' restricts to a natural transformation

of the restricted functors F, F': wC' wC and thereby induces a homotopy between

these by a well known remark due to Segal [10J. Similarly there is what may be

called a simplicial natural transformation from wS.F to wS.F' It gives rise

to a homotopy in the same way. 0

Let a aofibration sequenae of exact functors C' C mean a sequence of natu­

ral transformations F' F F" having the following two properties: (i) for

every A E C' the sequence F ' (A) F(A) F"(A) is a cofibration sequence, and

(ii) for every cofibration A' A in C' the square of cofibrations

F • (A ') --+ F' (A)

!
F (A') ­­ F (A)

is admissible in the sense that F (A') UF I (A') F I (A) -+ F(A) is also a cofibration.

Recall the category E(A,C,B) (section 1.1), and let E(C) E(C,C,C) .

Proposition 1.3.2. (Equivalent formulations of the additivity theorem). Each of

the following four assertions implies all the three others.

(1) The following projection is a homotopy equivalence,

wS.E(A,C,B) ­­­­­. wS.A x wS.B

A>­+C .... BI 'A B.

(2) The following projection is a homotopy equivalence,

wS.E(C) wS.C x wS.C

A B .

(3) The following two maps are homotopic (resp. weakly homotopic),

wS.E(C) wS.C

A>­+ C .... B C, r e sp , AvB .

(4) If F' F F" is a cofibration sequence of exact functors C' C then

there exists a homotopy

IwS.FI IwS.F'1 v IwS.F"1 (= IwS. (F'vF") I )

Proof. (2) is a special case of (1), and (3) is a special case of (4). So it will

suffice to show the implications (2) (3) (4) and (4) (I) .

Ad (3)=0(4). To give a cofibration sequence of functors F',... F .... F" from C' to C

is equivalent to giving an exact functor G: C' E(C) , with F' = sG, F = tG ,

and F" = qG, where s , t , q are the maps A>­+ C .... B A, C, B, respectively
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(which are exact by proposition 1.1.4). Thus (4) follows from (3) by- naturality.

Ad The desired homotopy IwS.tl IwS.(svq) I is certainly valid upon re-

striction along the map

IwS .CI x IwS .CI ----.+1 IwS.E(C) I

A B 1-1----.... A>-+ AvB .... B

so it will suffice to know that this map is a homotopy equivalence. But the map is

a section to the map in (2) and therefore is a homotopy equivalence if that is one.

Ad (4).(1). The map p: wS.E(A,C,B) wS.A x wS.B is a retraction, with section cr

given by A,B A>-+ AvB .... B. To show p is a homotopy equivalence it therefore

suffices to show that the identity map on wS.E(A,C,B) is homotopic to the map crp

(In fact, it would suffice to know that the two maps are weakly homotopic, that is,

homotopic upon restriction to any compactum, for that would still imply that the

map cr is surjective, and hence bijective, on homotopy groups.) The desired homo-

topy results from (4) applied to a suitable cofibration sequence of endofunctors

on E(A,C,B) The cofibration sequence is shown by the following diagram which

depicts the functors (the rows) applied to an object AHe .... B ,

(A A *)
r

(A>-+ C -It B)

•(* B -;: B)

This completes the proof. o

The actual proof of the additivity theorem is rather long and it will be given

later (it occupies the next section). We will now convince ourselves that a consi-

derable short cut to the proof is possible if the definition of K-theory is adjusted

somewhat. We begin with the

Observation J.3.3. Let s. t, q denote the maps from E(C) to C given by

A>-+ C .... B A, C, B, respectively, and let svq denote the sum of sand q.

Then the following two composite maps are homotopic,

!wE(C) I
t

__--.+ IwCl ---. nlwS.CI •
svq

This results from an inspection of IwS.CI (2) , the '2-skeleton' of IwS.CI

in the S.-direction. Let us identify wc to wSIC, as before, and let us identify

wE(C) to wS2C whose objects are the cofibration sequences Ao,1 Ao,2 .... A1,2
The face maps from wS2C to wSIC then correspond to the three maps s, t, q ,

respectively, and which is which can be seen from the diagram
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2

7,
1

Let us consider the canonical map IwS2CI x 1621 IwS.CI (2) • Regarding the 2-sim-

plex 1621 as a homotopy from the edge (0,2) to the edge path (0,J)(J,2) we

obtain a homotopy from the composite map jt,

t j
IwCl ,

to the loop product of the two composite maps js and jq

loop product is homotopic to the composition law, by a well known fact about loop

spaces of H-spaces, whence the observation as stated.

The same consideration shows, more generally,

Observation 1.3.4. For every n ° the two composite maps

svq

are homotopic, where = wS• . . . S.C
+--n_

Corollary 1.3.5. The additivity theorem (proposition 1.3.2) is valid if the defini-

tion of K-theory as QlwS.CI is substituted with = lim

Froof. First, proposition 1.3.2 is formal in the sense that it applies to the pre-

sent definition of K-theory just as well. Second, by the preceding observation the

two composite maps

svq

are weakly homotopic. Since the arrow on the right is an isomorphism this is one of

the equivalent formulations of the additivity theorem (proposition 1.3.2). 0

Remark. As a consequence of the corollary we could add yet another reformulation of

the additivity theorem to the list of proposition 1.3.2. Namely the additivity theo-

rem as stated there implies (section 1.5) that the maps are

homotopy equivalences for n 1 . Conversely if these maps are homotopy equivalen-

ces then so is nlwS.CI , and thus the additivity theorem is provided

by the corollary.
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To conclude this section we describe a modification of the simplicial category

wS.C which was suggested by Thomason. It is a simplicial category wT.C. By de­

finition wTnC is a subcategory of the functor category C[n] . The objects of

wTnC are the sequences of cofibrations

... >-+ C
n

and the morphisms are the natural transformations C C' satisfying the condition

that for every i j the induced map

Uc C. ­­­+ C!
1. i J J

is a map in we •

wT.C is 'better' than wS.C insofar as it may be regarded as the horizontal

nerve of a bieategory.

the choice

the basepoint.

i ,j ;

a little, by including

except that in the data of an

for every

wLC

that C.. = *
1.1.

is an equivalence of categories in each degree, and

is to be arbitrary except if

The forgetful map wT:C wT.C

In order to compare the two we have to modify

choices. Namely let wT+C be defined just as wT C
n n

object we include a choice of quotients C.. = C./C.
1.J J 1.

i = j where we insist

therefore a homotopy equivalence.

simplicial categories wT:C wS.C

The comparison is now made by means of a map of

which we show to be a homotopy equivalence. The

map is defined as the forgetful map which forgets the

subquotients C..
1.J

C.
1.

and remembers only the

To show the map is a homotopy equivalence it suffices to show wT+C wS C is
n n

a homotopy equivalence for every n. For fixed n now wSnC may be regarded as a

retract of wT:C; the section is the map which defines Ci as Co,i (the section

is not induced by a simplicial map). We show the retraction is a deformation retrac­

tion by exhibiting a homotopy explicitly. There is a natural transformation from

the identity functor to the composed map wT+C wS C wT+C, it is given on an
n n n

obj ect Co ............. Cn by the quotient map to C ............. C which is a map in
0,0 o,n

wT C in view of the definition of what this means. The natural transformationn
gives the desired homotopy.
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1.4. The additivity theorem.

The proof of the additivity theorem involves only the cofibration structure,

not the weak equivalences. It will therefore be convenient to explicitly concentrate

on the cofibrations, a kind of 'separation of variables'.

If C is a (small) category with cofibrations we let

of objects of SnC, and the simplicial set [n] .

Ob(S/) , the set

Lemma 1.4.1. An exact functor of categories with cofibrations f: C C' induces

a map An isomorphism between two such functors f and f'

induces a homotopy between and •

Before proving this we note the following consequence.

Corollary. (I) An exact equivalence of categories with cofibrations C C' induces

a homotopy equivalence .

(2) Let C be made into a category with cofibrations and weak equivalences by means

of the category iC of isomorphisms in C. Then there is a homotopy equivalence

is.C .

Indeed, (I) is clear, and (2) results by considering the simplicial object

[m] H imS.C, the nerve of is.C in the i-direction, and noting that ioS.C

and that the face and degeneracy maps are homotopy equivalences by (1).

Proof of lemma. The first part is clear. To prove the second part we will explicit-

ly write down a simplicial homotopy. This is best done in categorical language. It

is quite well known that simplicial objects in a category V can be regarded as

functors X: V, [n] H X[n] and maps of simplicial objects as natural

transformations of such functors. It seems to be less well known that simplicial

homotopies can be described in similar fashion. Namely let

gory of objects over [I] in the objects are the maps

X: V let X* denote the composed functor

X
(M[I])oP

([n] [J]) >---+ [n] ......-- X[n]

denote the cate-

[n] [1]. For any

Then a simplicial homotopy of maps from X to Y may be identified with a natural

transformation X* Y* .

In the case at hand suppose that a functor isomorphism from f to f' is given
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and write it as a functor F: C x [I] C' . The required simplicial homotopy then

is the map from .... .onC to (I n l-d l I) ..... .o nC' given by

(a: [n] [J]) 0--------+ ( (A: Ar ]n ] C) I----t (A': Ar l ri] C') )

where A' is defined as the composition

Ar l n ] CxAr[I]
id x p F

C x [I] C'

and p: Ar[l] [I] is given by (0,0) .... ° (I , I) ..... 1 , and (0, I) .... 1 IJ

Recall the equivalent formulations of the additivity theorem given in proposi-

tion 1.3.2. We will now prove one of them.

Theorem 1.4.2. (Additivity theorem). Let C be a category with cofibrations and

weak equivalences. Then the following map is a homotopy equivalence,

wS.E(C) wS.C x wS.C

A ....

We deduce this from

Lemma ].4.3. The map h.E(C) h.C x h.C is a homotopy equivalence.

The lemma may be regarded as a special case of the theorem, namely the case of

the map is.E(C) is.C x is.C, in view of lemma 1.4.1. Conversely,

Proof of theorem from lemma 1.4.3. Define C(m,w) to be the full subcategory of

the functor category C[m] of those functors which take values in wC. Then

C(m,w) is a subcategory-with-cofibrations of C[m] and [m] .... C(m,w) defines a

simplicial category with cofibrations. Applying the lemma we obtain that each of

the maps h.E(C(m,w» h.C(m,w) x h.C(m,w) is a homotopy equivalence. It follows,

by the realization lemma, that the map of simplicial objects

( [m] .... h.E(C(m,w» [m] .... h.C(m,w» x ([m] .... h.C(m,w)

is a homotopy equivalence. But this is equivalent to the assertion of the theorem

in view of the natural isomorphism of [m],[n] ..... hnC(m,w) with the bisimplicial set

[m],[n] .... wmSnC' the nerve of the simplicial category wS.C • IJ

In the proof of lemma 1.4.3 we will need a version of the fibration criterion,

theorem B of Quillen [ 8], in the framework of simplicial sets. We proceed to for-

mulate this.

Let denote the simplicial set standard n-simplex, [m] .... .

If Y is any simplicial set then its set of n-simplices may be identified with the

set of maps Y (a case of the Yoneda lemma). Let f: X Y be a map of sim-

plicial sets and let y be a n-simplex of Y. Define a simplicial set f/(n,y)
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as the pullback

Lemma 1.4.A. If f/(n,y) is contractible for every (n,y) then f is a homotopy

equivalence.

Lemma 1.4.B. If for every a: [m] [n] , and every y E Y
n,

the induced map

from f/(m,a*y) to f/(n,y) is a homotopy equivalence then for every (n,y) the

pullback diagram above is homotopy cartesian.

These two lemmas follow at once from theorems A and B of Quillen [8]. For let

simp(Y) denote the category whose objects are the (n,y) and where a morphism from

(n' ,y') to (n,y) is a morphism a: [n'] [n] in such that a*y = y' . By

applying simp(-) to everything in sight we obtain a translation of lemmas A and B

into cases of theorems A and B, respectively. This uses that simp(f/(n,y» is na-

turally isomorphic with simp(f)/(n,y) , the left fibre over (n,y) of the map of

categories simp(f) . And it uses further that, if N denotes the nerve functor,

there is a natural transformation Nsimp(Y) Y which is a homotopy equivalence

(cf. the end of section 1.6).

Froof of lemma 1.4.3. We defer till later the proof of the following

Sublemma. The map f: .6.E(C) .6.C, A>-+ C .... B 1--+ A , satisfies the hypothesis

of lemma B above.

Applying lemma B we obtain a certain homotopy cartesia'l square for each simplex

(n,y) of .6.C. In particular we obtain such a square for the unique O-simplex *

of .6.C in which case the homotopy cartesian square may be rewritten as a fibration

up to homotopy f/(O,*) .6.E(C) .6.C. The term f/(O,*) can be identified with

.6.E'(C) where E'(C) denotes the subcategory with cofibrations of E(C) whose

objects are the cofibration sequences C .... B. As the quotient map in those

cofibration sequences is necessarily an isomorphism, E'(C) is equivalent to C

and by lemma 1.4.1 therefore .6.E'(C) is homotopy equivalent to .6.C. We conclude

that the sequence

.6.C -.6.E(C)

BI---->* .... B .... B

is a fibration up to homotopy. There is a map to this fibration sequence from the

product fibration sequence. The map is the identity on the fibre and on the base,
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and on total spaces it is given by the spZit sequences, i.e. it is the

map x (A,B) (AH AvB B) . It follows that this map is a

homotopy equivalence. The map is a section to the map of lemma 1.4.3, so that map

must be a homotopy equivalence, too. 0

Proof of subZemma. The assertion is that for every y E and w: [m] [n]

in the map w*: f/(m,w*y) f/(n,y) is a homotopy equivalence.

It will suffice to consider the special case of maps [0] [n] . For any map

w: [m] [n] can be embedded in some commutative triangle

w
[m] ) [n]

\1
[0]

and if we know that u* and v* are both homotopy equivalences then it follows

that w* is a homotopy equivalence, too.

We are thus reduced to proving this: let A' be a n-simplex of for

Then for every i the map

some n, and * the unique a-simplex of

map which takes 0 to i

Let v.: [0] [n] denote the
1

is a homotopy equivalence.

A m-simplex of may be identified to an object of E(SmC) , that is,

a cofibration sequence AH C in the category S C .
m

A m-simplex of f/(n,A') now consists of such am-simplex AH C together

with a map u: [m] [n] and these data are subject to the condition that A is

equal to the composite
u* A'

Ar[m] Ar[n] C

The quotient projection A>-+ C I---tB induces a map p: f/(n,A')

It will suffice to show that p is a homotopy equivalence. Indeed, p is left

inverse to each of the composed maps

therefore if p is a homotopy equivalence then so is vi*j*, and hence also v i* ,

since j* certainly is a homotopy equivalence, being induced by the equivalence

C f/(O,*), B (*>-+ B -* B, -)

Finally, in order to show p is a homotopy equivalence, it suffices to show

that the particular map vn*j*p: f/(n,A') f/(n,A') is homotopic to the identity

map on f/(n,A') • We will construct such a homotopy explicitly.
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The homotopy to be constructed will be a lifting of the simplicial homotopy

that contracts to its last vertex. In categorical language, this simplicial

homotopy is given by a map of the composed functor

-----+ (sets)

(jm] .... [I]) 1------4 [m] I----t Homf lm] ,[n])

to itself, namely by

(v: [m] .... [I]) I-------. ( (u : [m] .... l n I) f---4 lml .... Irrl ) )

where u is defined as the composite

(u,v) w
Iml ) [n] x [I] __ [n]

and where w(j,O) j w(j, 1) n .

A lifting of this homotopy to one on f/(n,A') will be a map taking

(v: lml .... [I])

to

(A>-+ C -ot B, u: [m] .... l o I) (A>-+ C ..... B, u: [m] .... l n l)

where u is obtained from (v,u) as before and where certain compatibility condi-

tions must be satisfied. In particular A must be equal to the composite

u* A'
Ar lm] Ar[n] - C

and is thus entirely forced.

To see that the rest of the data can be found in the required way we note that

for every j E [m] we have

u(j)

This may be expressed by saying that there is a map of functors

(u : [m] .... [n]) -----+ [m] .... l n l) .

Consequently there is also a map of functors

and the latter induces a map of the composed functors

Adm] ---+Ar[n] ---+ C ,

that is, a map from A to A in S C •m

For later reference we record that a map A .... A obtained in this fashion is

necessarily unique. Indeed, A .... A is induced by a map of functors Ar[m] .... Ar[n]

and the latter map, if it exists at all, is unique because Ar[n] is a partially

ordered set.



340

We now define a cofibration sequence A- C as being obtained from

A- C by cobase change, in SmC, with the map A A. Thus

A >----+ C __ B

1 1 111

C--B

The definition involves a choice of pushouts; that is, given A- C we must

complete it to a pushout diagram, with pushout C, in some definite way. We

insist at this point that those choices shall be made in C rather than in SmC

Because of the way pushouts in SmC are computed (proposition 1.1.4) this gives

the required choices in SmC as well.

We are left to verify that the construction of C ..... B is compatible with

the structure maps of the category b/[l] ; that is, if in our data we replace [m]

by [m'] throughout, by means of some map [m'] [m] , then the structure map

in induced by [m'] [m] takes the one cofibration sequence to the other.

To see this we review the steps of the construction. The first step was the

definition of the map A A. The definition is compatible with structure maps

because of the uniqueness property pointed out above.

The second step was the choice of actual pushout diagrams. But this choice was

made in C, and an element of SmC is a certain kind of diagram in C on which

the simplicial structure maps operate by omission and/or reduplication of data. So

again there is the required compatibility.

With a little extra care we can arrange the choices so that the homotopy starts

from the identity map (namely if A A is an identity map we insist that C C
is also an identity map); and that the image of vn*j* is fixed under the homotopy

(namely if A = * we insist that C B is the identity map on B). We have now

constructed the desired homotopy. This completes the proof of the sublemma and

hence that of the additivity theorem. 0
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1.5. Applications of the additivity theorem to relative K-theory, de-looping,

and cofinality.

Let X: V be a simplicial object in a category V. The associated path

object PX is defined as the composition of X with the shift functor 6

which takes [n] to [n- l ] (by 'sending i to i+1 • this fixes the behaviour

on morphisms). The fact that a path space deforms into the subspace of constant

paths has the following well known analogue here, e.g. [I I], which we record in de-

tail because we need to know the homotopy.

Lemma 1.5.1. PX is simplicially homotopy equivalent to the constant simplicial

object [n],... X
o

Proof. We show there is a simplicial homotopy between the identity on PX and the

composite map PX X PX
o induced from

l o l ( [n+l] [0] [n+l]

01-------+0

The homotopy is given by the natural transformation

(a: [n] ... [I)) (lP:: Xn+1 ... Xn+ l)

induced from (a: [n] ... [I)),... (lP
a:

[n+l] [n+J]) where lPa(O) o and

[ j+1 if a (j)
lPa (j+1)

0 if a(j) 0 0

PX comes equipped with a projection PX-+X (it is induced by the O-face map

of X which is not otherwise used in PX and there is an inclusion of XI con-

sidered as a constant simplicial object (because (PX)o = XI)' There results a

sequence XI'" PX ... X

In particular if C is a category with cofibrations and weak equivalences we

obtain a sequence wSIC P(wS.C) ... wS.C which in view of the isomorphism of wSIC

with wC we may rewrite as

wC ---+ P(wS.C) wS.C .

The composite map is constant, and Ip(wS.C) I is contractible (for by the preceding

lemma it is homotopy equivalent to the one-point space IwSoCI), so we obtain a

map, well defined up to homotopy,

IwCl --+ QlwS.CI
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Lemma 1.5.2. The map can be chosen to agree with the corresponding map in the

preceding section.

Proof. From the explicit homotopy of the preceding lemma one actually obtains an

explicit choice of the map. This is the map in question. 0

By naturality we can substitute C with the simplicial category S.C in the

above sequence. We obtain a sequence

wS.C P(wS.S.C) --+ wS.S.C

(where the 'P' refers to the first S.-direction, say).

Proposition 1.5.3. The sequence is a fibration up to homotopy. That is, the map

from IwS.CI to the homotopy fibre of IP(wS.S.C) I IwS.S.CI is a homotopy equi-

valence.

Proof. This is a special case of proposition 1.5.5 below.

Thus IwS.CI nlwS.S.CI is a homotopy equivalence and more generally there-

fore, in view of the realization lemma, also the map for

every n 1 , proving the postponed claim (section 1.3) that the spectrum

I S (n )CI . .nH w. a n-spectrum beyond the term.

o

We digress to indicate in which way the twice de-looped K-theory wS.S.C is

used in defining products; or better, external pairings (products are induced from

those). The ingredient that one needs is a bi-exact functor of categories with

cofibrations and weak equivalences. This is a functor AxB C (A,B) AAB

having the property that for every A E A and B E B the partial functors A A ?

and ? A B are exact, and where in addition the following more technical condition

must also be satisfied; namely for every pair of cofibrations A' and B'

in A and B, respectively, the induced square of cofibrations in C must be

admissible in the sense that the map A'AB UAAB AAB' BAB' is a cofibration.

A bi-exact functor induces a map, of bisimplicial bicategories,

wS.A x wS.B wwS.S.C

which upon passage to geometric realization factors through the smash product

IwS.AI A IwS.BI --+ IwwS.S.CI

and in turn induces

nlwS.AI A nlwS.BI --+ nnlwwS.S.CI •

This is the desired pairing in K-theory in view of the homotopy equivalence of

IwS.CI with nlwS.S.CI , and a (much more innocent) homotopy equivalence of wS.S.C

with wwS.S.C which we will have occasion later on to consider in detail (the

'swallowing lemma' in section 1.6).
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Definition 1.5.4. Let f: A 4 B be an exact functor of categories with cofibra­

tions and weak equivalences. Then S.(f:A4B) is the pullback of the diagram

S.A ­­­­­. S.B PS.B .

Thus for every n we have a pullback diagram

S A
n

-----+. S B
n

The vertical map on the right has a section (it is not compatible with face maps),

so the pullback category is equivalent to the fibre product category and in any case

is not pathological. It results (sections 1.1 and 1.2) that S.(f:A4B) is a sim­

plicial category with cofibrations and weak equivalences in a natural way, and all

the maps in the defining diagram (definition 1.5.4) are exact.

Considering B as a simplicial category in a trivial way we have an inclusion

B4 P (S. B) whose composition with the projection to S.B is trivial (c f , above).

Lifting the inclusion to the pullback, and combining with the other projection, we

then obtain a sequence

B --+ S. (f :A4B) --+ S.A

in which the composed map is trivial. The sequence is formally very similar to the

sequence describing the homotopy fibration associated to a map of spaces. The

following result says that in fact the sequence serves a similar purpose.

Proposition 1.5.5. The sequence

wS.B _ wS.S. (f:A4B) ­­ wS.S.A

is a fibration up to homotopy.

Froof. There is a fibration criterion which says that it is enough to show that for

every n the sequence wS.B 4 wS.S
n(f:A4B)

4 wS.SnA is a fibration up to homotopy

(e.g. since the base term wS.SnA 1S connected for every n, the criterion given

by lemma 5.2 of [13j will do). Using the additivity theorem we will show that, in

fact, the sequence is the same, up to homotopy, as the trivial fibration sequence

associated to the product wS.B x wS.S A •
n

Neglecting choices to simplify the notation, we can identify an object of

to a pair of filtered objects in

Ao, I"'" ••• ,.... Ao,n and Bo ­ BI ­ ••• ,.... Bn '

tered objects,

f (A I),.... ....... f (A )
0, o,n

A and B respectively, say

together with an isomorphism of fil­



B
o

.... B
1
.......... B

n
C' is isomorphic
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Let C' denote the subcategory of the objects where all the maps

are identities and all the A . are equal to the basepoint; then
O,l.

to B. Let C" denote the subcategory where B
o

is equal to the basepoint; then

C" is isomorphic to SnA There is an obvious cofibration sequence of endofunctors

j' id -----* j "

where j' and j" take values in C' and C", respectively. Applying the addi­

tivity theorem (in formulation (4) of proposition 1.3.2) we obtain that the identity

map on wS.Sn(f:A....B) is homotopic to the sum of wS.j' and wSoj". It results

that the map, given by the split cofibration sequences,

is a retraction, up to homotopy. On the other hand the map is obviously also a

coretraction. It is therefore a homotopy equivalence. We conclude with the remark

that the homotopy equivalence can be induced by a map from the product fibration

sequence to the sequence in question (i.e. the degree n part of the sequence of

the proposition). It follows that the two sequences are the same, up to homotopy.

This completes the proof of the proposition. 0

In a special situation we can modify the definition of S.(f:A....B) to obtain a

variant which is technically a little more convenient. Namely suppose that A is

a subcategory with cofibrations and weak equivaZences of B as defined in sections

1.1 and 1.2. Then we define

as the category whose objects are the sequences of cofibrations l.n B,

subject to the condition that for every pair i

to some object of A 0 There is a forgetful map

the object Bj/Bi is isomorphic

(forget choices of quotients B./B. in A). It is an equivalence of categories
J t.

with cofibrations and weak equivalences. Further the Fn(B,A) may be assembled to

a simplicial category with cofibrations and weak equivalences Fo(S,A) By the

realization lemma then the forgetful map

wS.S.(A....B) wS.F.(B,A)

is a homotopy equivalence. Thus F.(S,A) may be used interchangeably with S.(A....B)

if A is a subcategory with cofibrations and weak equivalences of B.
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Corollary 1.5.6. If A B C are exact functors of categories with cofibrations

and weak equivalences then the square

wS.B wS.S.

1 1
,.S.C ----- wS.S.

is homotopy cartesian. Similarly the square

wS.B ----+ wS.F.(B,A)

1 1
wS.C wS.F. (C,A)

is homotopy cartesian if the terms on the right are defined.

Proo]', There is a commutative diagram

wS.B -+

1
wS.S.

1
------+ wS.S.A

1
wS.C --+ wS.S. wS.S.A

in which the vertical map on the right is an identity map and where the rows are

fibrations up to homotopy, by the preceding proposition. It results that the square

on the left is homotopy cartesian.

Concerning the second square, if that is defined, there is a natural transfor-

mation between the two squares in which all the maps are homotopy equivalences. The

second assertion is just a rewriting of the first. 0

Corollary 1.5.7. To an exact functor B C there is associated a sequence of the

homotopy type of a fibration (with a preferred null-homotopy of the composed map)

wS.B ---+ wS.C -- wS.S.

Indeed, this is the case A = B of corollary 1.5.6 since wS.S.(A-=-A) is

contractible.

Corollary 1.5.8. If C is a retract of B (by exact functors) there is a splitting

wS.B wS.C x wS.S. •

Indeed, this is the case of corollary 1.5.6 where the composed map A B C

is an identity map (or more generally, an exact equivalence) since is

contractible in that case.
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Let A be a subcategory with cofibrations and weak equivalences of B We

say that A is cofinal in B if for every B E B there exists a A E A

such that BvA is isomorphic to an object of A.

For example the category of free modules over a ring qualifies as strictly

cofinal in the category of stably free modules, but not in the category of projec­

tive modules.

Proposition 1.5.9. If A is strictly cofinal in B then wS.A wS.B is a

homotopy equivalence.

It will be convenient to assume that A is saturated in B in the sense

that every object of B isomorphic to one of A is actually contained in A

Since A can be enlarged to an equivalent category which is saturated in Band

since such an enlargement does not affect any homotopy types, this assumption is

not a loss of generality.

By corollary 1.5.7 or 1.5.6 the map wS.A wS.B will be a homotopy equiva­

lence if the bisimplicial category wS.F.(B,A) is contractible. By the realization

lemma this follows if wSnF.(B,A) is contractible for every n. We can rewrite

wSnF.(B,A) wF,(SnB,SnA).

strictly cofinal in

Assertion I. If A is strictly cofinal in B then, for every n,

S B .
n

S A
n

is

The assertion will be proved later. It reduces us to showing that wF.(B,A)

is contractible if A is strictly cofinal in B By the realization lemma again

this follows if the simplicial set wmF.(B,A) ,

in the w­direction, is contractible for every m

i.e. the degree­m­part of the nerve

Let, as before, B(m,w) denote

the category of the diagrams Bo B
I

... B
n

in

weak equivalences; and similarly with A(m,w) Let

set of objects of F.(B,A) . We can rewrite

B in which the arrows are

6.(B,A) denote the simplicial

6.(B(m,w),A(m,w))

Assertion 2. If A is strictly cofinal in B then, for every m , A(m,w) is

strictly cofinal in B(m,w)

The assertion reduces us to proving

Assertion 3. If A is strictly cofinal in B then 6.(B,A) is contractible.

It remains to prove the assertions.
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We can define an

A; it is therefore in SnA in

to be a subcategory with cofibra-

A.. involves at least one summand
1,]

with itself. Then B v A is in

i < j ,

v A! .
1,]

B•• v
1,J

where, for every

B••
1,J

Then

S A
n

A! .
1,J

A of

tration) so that

object

all the

A' ; briefly, A . is the i-fold sum of A'
0,1

SnB, and all the objects involved in it are in

view of the definition of what it means for A

Proof of assertion I. Let B E SnB. We think of it as a filtration Bo,l .... Bo,2 H

••• >+ Bo,n plus a choice of subquotients Bi,j By applying the cofinality

hypothesis for A c B we can find objects in A (not subquotients of a fil-
1,J

is in A for every (i,j) • Let A' be the sum of

A' is in A for every (i,j)

dons of B

Proof of assertion 2. This is similar, but easier.

Proof of assertion 3. A n-simplex of 6.(B,A) 1S a sequence of cofibrations in B

Bo >+ ....... Bn, subject to the condition that every subquotient

phic to some object of A (in fact, equal to an object of A

B./B. is isomor-
J 1

for any choice

whatsoever, in view of the assumed fact that A is saturated in B). We apply the

cofinality hypothesis to each of the

tained. This gives an object A in

for every

ob-A

We refer to thisB ).

and then add all the objects of

with the property that Bi v A is in A

is thus a sequence of cofibrations

B.
1

A

the sequence BoVA ....... H BnVA

A is a subcategory with cofibrations of

i .,
(sinceAin

situation by saying that the object A moves the simplex B ........... B
o n

More generally, given finitely many simplices, not necessarily of the same di-

mension, we can find objects as before and add them all up to obtain a single object

A which moves everyone of these simplices.

The simplicial set 6.(A,A) is contractible (it is the nerve of the category

of cofibrations in A which has an initial object). To show 6.(B,A) is con-

tractible it suffices therefore to show that the inclusion 6.(A,A) 6.(B,A) is a

homotopy equivalence. This follows if we can show that for every finite pair of

simplicial subsets (L,K) c (6.(B,A),6.(A,A)) there is a homotopy, of pairs, from

the inclusion map to some map with image in 6.(A,A)

The simplicial set L

there is an object A E A

has only finitely many non-degenerate simplices. So

which moves everyone of these simplices. But then A

moves every other simplex of L as well.

6.(A,A) , and the homotopy ter-

This gives the required homotopy

The restriction of that homotopy to6.(B,A)

6.(B,A) , resp.

into 6. (A,A) .

6.(B,A) is a simplicial subset of the nerve of the category of cofibrations in

B The sum with A induces a natural transformation of that category, and in turn

a homotopy of the identity map on

L resp. K is entirely in

minates at a map which takes L

of pairs. The proof is complete. [J
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1.6. Cylinder functors, the generic fibration, and the approximation theorem.

Let C be a category with cofibrations and weak equivalences. By a cylindep

functop on C is meant a functor from ArC to the category of diagrams in C

taking f: A B to a diagram

The functor is required to satisfy the axioms Cyl J - Cyl 3 below. The object

Tef) will be referred to as the cylinder of f, and the maps jl ' j2' P as

the fpont inclusion, back inclusion, and projection, respectively.

Cyl I. The front and back inclusions assemble to an exact functor

ArC I FIC
A ---. B ) I ( A v B ) I T(f) )

f j 1 v j2

A, for every A E C, and the projection and back inclusion

are the identity map on A .

Cyl 3.

I 1 • I '• J J
tit.

(fool's morning song [9], the tune replaces an unnecessary axiom)
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Consider, for example, the category R(x) of the spaces having X as retract.

It has a cylinder functor where X Uxx[O,]] Yx[O,]] UYx] Y'

The following axiom may, or may not, be satisfied by a particular category of

weak equivalences we

Cylinder axiom. The projection p: T(f) B is in we for every f: A B in C •

Note. If in addition to the cylinder axiom wC also satisfies the saturation

axiom (section I. 2) it follows that the back inclusion j2 is always in wC , and

the front inclusion j I is in we whenever f is.

For example in R(X) the weak homotopy equivalences and the simple maps satisfy

the cylinder axiom while the isomorphisms do not. However the simple maps do not

satisfy the saturation axiom, and in fact jl and j2 are not, in general, simple

maps.

Lemma 1.6.]. Cylinder functors are inherited by filtered objects. That is, a cylin-

der functor on C induces one on SnC for every n

in C satisfy the cylinder axiom then so do those in

If the weak equivalences

S C .
n

Proo f', The required functor on ArS C
n

is defined as the induced map

ArSnC SnArC Sn(diagrams in C) (diagrams in SnC)

The only non-trivial point to check is the exactness of the functor ArSnC FISnC

of axiom Cyl ] • But this functor may be identified to the composite

and hence is exact since ArC FIC is exact by axiom Cyl I in C • o

Definition. The cone functor cA is defined by

cA T(A *) ,

and the suspension functor is defined as the quotient of the cone by the front

inclusion A,... T(A *) ,

rA cA/A .

Proposition 1.6.2. If C has a cylinder functor and the weak equivalences satisfy

the cylinder axiom then the suspension map

r: wS.C _ wS.C

represents a homotopy inverse with respect to the H-space structure on wS.C given

by the sum.
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Proof', By the additivity theorem the cofibration sequence of functors id>+ c .... 1:

implies a homotopy of self-maps on wS.C, id v 1: c. The natural transforma-

tion cA * is a weak equivalence in view of the assumed cylinder axiom. By lemma

1.3.1 therefore c, and hence id v 1:, is null-homotopic. D

Define we to be the subcategory of wC of those weak equivalences which are

also cofibrations. (This is not, in general, a category of weak equivalences in the

sense of section 1.2.)

Lemma 1.6.3. If C has a cylinder functor, and the weak equivalences in C satisfy

the cylinder axiom and saturation axiom, then the inclusion we wC is a homotopy

equivalence.

noof. Calling the inclusion i,

every B E wC the left fibre i/B

it suffices to show by theorem A [8] that for

is contractible. An object of i/B is a pair

(A,f) where f: A B is a map in wC. since the cylinder projection p: T(f) B

is in wC (by the cylinder axiom) we can define a functor t: i/B i/B

t(A,f) = (T(f),p). The front inclusion jl: A T(f) and back inclusion

T(f) are weak equivalences as well as cofibrations (by the cylinder axiom

by letting

j2: B

and satu-

ration axiom), so they define natural transformations to the functor t one from

the identity functor (using that p jl = f and one from the constant functor with

value (B,idB) (using that p j2 idB). It results that t is homotopic to both

the identity map on i/B and the trivial map (B,idB) Hence the latter two are

homotopic, and i/B is contractible. D

To formulate the next result suppose that C is a category with cofibrations

and that C is equipped with categories of weak equivalences, one finer than

the other, vC c wC. Let CW denote the subcategory with cofibrations of C given

by the objects A in C having the property that the map * A is in wC It

inherits categories of weak equivalences vCw = cWnvc and wCw cWnwC.

Theorem 1.6.4. (Fibration theorem). If C has a cylinder functor, and the coarse

category of weak equivalences wC satisfies the cylinder axiom, saturation axiom,

and extension axiom, then the square

1
vS.C

1
--_I wS.C

cs * )

is homotopy cartesian, and the upper right term is contractible.
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Define vwC to be the bicategory of the commutative squares

1 1
• -----+ •

in C in which the vertical and horizontal arrows are in vC and wC, respec-

tively. Considering wC as a bicategory in a trivial way we have an inclusion

wC -+ vwC which is a homotopy equivalence (lemma 1.6.5 below). There is a map in

the other direction. The map exists only after passing to nerves, and diagonalizing

(briefly, the map takes each square to its diagonal arrow), but to simplify the

notation we will allow ourselves the abuse of writing the map as vwC -+ wC. The

map is left inverse to the former map, hence is a homotopy equivalence itself.

We can similarly define a simplicial bicategory vwS.C By the realization

vwS C
n

from

lemma it results from the above that the maps wS.C -+ vwS.C and vwS.C -+ wS.C are

homotopy equivalences as well (again the second map exists only after passing to

nerves and diagonalizing the v- and w-directions).

Let vWC denote the sub-bicategory of vwC of the squares in which the hori-

zontal arrows are in WC rather than just wC. Then the inclusion vWC -+ vwC is

a homotopy equivalence by lemma 1.6.3, which applies in view of the assumed cylinder

axiom and saturation axiom. (In detail, by the realization lemma we can reduce to

passing to nerves in the v-direction and showing that v we -+ v wC is a homotopy
n n

equivalence for every n The map may be rewritten, in a way we have used before,

as WC(v,n) -+ wC(v,n) , and lemma 1.6.3 now applies to the latter). Similarly there

is a simplicial bicategory vwS.C, and the inclusion vwS.C -+ vwS.C is a homotopy

equivalence. (For by the realization lemma we can reduce to showing that vwS C -+
n

is a homotopy equivalence for every n. As SnC inherits a cylinder functor

C (lemma 1.6.1) the above considerations apply to it.)

The square of the theorem may be identified to the large square in the following

diagram

vs.c" _ vwS.Cw -------+ vwS.Cw -------+ wS.Cw

1 1 1 1
vS.C ----+, vwS.C ----+, vwS. C wS.C

As the preceding discussion shows, the horizontal maps in the middle and on the right

are homotopy equivalences. So the square will be homotopy cartesian if and only if

the square on the left is. After passing to nerves in the w-direction we can iden-

tify the square on the left to one of the squares of corollary 1.5.6 associated to

the categories at hand, namely
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vS.C -----.+ vS.F. (C,CW
)

the point is that a map in wC can be characterized as a cofibration in C whose

quotient is in CW (this uses the assumed fact that we satisfies the extension

axiom). The square is thus homotopy cartesian by corollary 1.5.6.

Finally the simplicial category wS.Cw is contractible because in each degree

it has an initial object. o

The following lemma was used in the preceding argument; cf. [13) for some

generalities on bicategories.

Lemma J .6.5. (SWallowing Zemma). Let A be a subcategory of B, and AB the

bicategory of the commutative squares with vertical and horizontal arrows in A and

B, respectively. The inclusion B AB is a homotopy equivalence.

FPoof. By the realization lemma it will suffice to take the nerve in the A-direction

For fixed

A .•• A to A
o n 0

Composing the other way we obtainB .

the map B AnB is a homotopy equivalence.

by taking the sequence

nand show that for every

n we can define a map AnB B

This is left inverse to the inclusion of

to the appropriate sequence of identity mapsthe map which takes Ao ••• An

There is a natural transformation of this map to the identity map; it ison A
o

given by the diagram

A --=----. A ---=----t
0 0 0

1 1a1 1an
... az a

l

A --+-A ------+ A
o a 1 I aZ a nn

This shows that B is a deformation retract of A B
n

o

In order to formulate the next result it is convenient to introduce the follo-

wing notion. Let F: A B be an exact functor of categories with cofibrations and

weak equivalences. We say it has the approximation property if it satisfies the

conditions App 1 and App Z below.

App I. An arrow in A is a weak equivalence in A if (and only if) its image

in B is a weak equivalence in B.



353

2. Given any object A in A and any map x: F(A) B in B there exist

a cofibration a: AH A' in A and a weak equivalence x': F(A') B in B

so that the following triangle commutes,

F(A)

F(a) I -: B

F(A ') x

Lemma l , 6 • 6 • If F: A B has the approximation property then so does S A S B
n n

App 2 for the map SnF .

SnA as a filtration Ao,l .... Ao , 2 H ... H Ao,n plus a

Proceeding by induction on n we suppose we have found

Proof. The non-trivial thing to verify is the condition

We think of an object of

choice of subquotients.

already a sequence AI 1 H ... H A I I together with maps as required. From these
0, o,n-

data we obtain an object in A ,

and a map in B,

A
o,n UAo,n-\

A'o,n-I

A'o,n-I o,nF( Ao,n UAo,n-I

to which the hypothesis App 2 for F may be applied. This gives a cofibration

Ao,n UAo,n-]
A'
o,n-] o j n

and a weak equivalence

(where the broken arrow

F(A' ) B
o,n o,n

A >-- .. A 'o,n o,n

so that the following diagram commutes

is defined as the composite)

Bo,n

I
F(A ' )o,n-I

I
F(A U

A
AI )

o,n o,n-\

>-----___ I
F(A ' )

o,n

F(A )o,n

F(A I)
0,n- >-------

I
We are done. []
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Theorem 1.6.7. (Approximation theorem). Let A and B be categories with

cofibrations and weak equivalences. Suppose the weak equivalences in A and B
satisfy the saturation axiom.

and the weak equivalences in

Suppose further that A has a cylinder functor

A satisfy the cylinder axiom. Let F: A B be

an exact functor. Suppose F has the approximation property. Then the induced

maps wA wB and wS.A wS.B are homotopy equivalences.

It will suffice to show that wA wB is a homotopy equivalence. For this

implies, in view of the preceding lemma, that wSnA wSnB is a homotopy equiva­

lence for every n, and hence, by the realization lemma, that wS.A wS.B is a

homotopy equivalence.

The proof that wA wB is a homotopy equivalence, is quite long. It occupies

the rest of this section. Calling the map f it suffices to show, by theorem A

[ 8 ], that for every B E wB the left fibre fiB is contractible, and this is

what we shall prove.

The idea for the proof of contractibility of fiB is in the following observa­

tion which says that certain diagrams V in fiB admit extensions to their cones

and are thus contractible in fiB; by the cone on V is meant here the diagram V

together with an added terminal vertex.

Observation. Let V be a diagram in fiB Suppose that as a diagram in FIB

it extends to the cone (for example, this is the case if the colimit of V exists

in FIB). Then V fiB also extends to the cone.

Indeed, suppose that V fiB c FIB extends to the cone. Let the cone point

be represented by (A' in FIB Applying the approximation property of

F we find a cofibration A' H A" in A and a weak equivalence F (A") in B

so that the triangle

F(A r
)

I ::B
F (A") ,.,

commutes. Then may be regarded as a terminal vertex to V in fiB

rather than just FIB as we see by checking that certain maps are weak equivalences.

Namely let represent any vertex of V. Then there is a triangle

( )

F (A) ""'

F(A')E 1
F(A") ""'

in which both of the maps going to B are weak equivalences. Applying the satura­

tion axiom we obtain that F(A) F(A") is a weak equivalence in B. From this we

deduce in turn, using property App 1 of F, that A A" is a weak equivalence,

as required.
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For example the empty diagram in f/B has a colimit in F/B provided by the

initial object of A In view of the observation we conclude that f/B is non-

empty.

Similarly any discrete two-point-diagram in f/B has a colimit in F/B provi-

ded by the sum in A. In view of the observation this shows that f/B is connec-

ted.

To show that f/B is contractible it remains to find sufficiently many dia-

grams to which the observation applies. The sublemma below claims that this can be

done. But we must first explain what 'sufficiently many' means in this context.

Let a non-singular simplicial set mean one where for every n and every non-

degenerate n-simplex, the representing map from is an embedding. For example

ordered simplicial complexes may be regarded as simplicial sets and as such are non-

singular.

In order to show the simplicial set N(f/B) , the nerve of f/B, is contrac-

tible it will suffice to show that for every non-singular X and every map from X

to N(f/B) , this map is null-homotopic. (E.g. think of X as running through

iterated subdivisions of spheres. There are sufficiently many maps from such X to

represent all the elements of the homotopy groups of N(f/B) • If they are all tri-

vial N(f/B) is thus contractible by the Whitehead theorem).

To any simplicial set Y we can associate its category of simplices simp(Y)

and there is a natural transformation N(simp(Y)) Y (the last vertex map) which

is a homotopy equivalence (this will be recalled at the end of this section). If Y

happens to be the nerve of a category then the natural transformation is the nerve

of a map of categories. In particular we have a map simp(N(f/B)) f/B

If Y is non-singular then the category simp(Y) has a subcategory which is

given by the non-degenerate simplices (it is a partially ordered set really). The

inclusion simpn.d.(y) simp(Y) is a homotopy equivalence (cf. the end of the sec-

tion).

The map X N(f/B) now gives rise to a sequence of maps

simpn.d(X) simp(X) -----+ simp(N(f/B)) fiB

as well as a diagram

N simp(X) ---. N simp(N(f/B))

II 1<
X N(f/B)

This shows that the map
. n.d.() f/map s rmp X B

X N(f/B) will be null-homotopic as soon as the induced

is. The proof of the theorem has thus been reduced to the
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Assertion. Let X be a non-singular finite simplicial set and q: X N(f/B) a

Th h · d d . n i d , () st . 11 h .map. en t e 1n uce map q*: s1mp X B 1S nu - omotop1c.

We prove below

Sublemma. In this situation there exists a functor

T simpn.d. (X) ---+ fiB
q

with the following two properties.

(I) There is a natural transformation from T to q* .
q

(2) The composite functor
T

simpn.d. (X) --.9.....f/B c FIB

extends to a functor on seX) , the partially ordered set of the simplicial subsets

of X.

The sublemma implies the assertion and hence the theorem. For the partially

ordered set seX) has a maximal element, therefore part (2) of the sublemma implies

that simpn.d. (X) FIB extends to the cone on simpn.d·(X) In view of the ob-

servation therefore T : simpn.d·(X) fiB extends to the cone, too, thus T is
q q

null-homotopic. By part (1) of the sublemma Tq is homotopic to q* It results

that q* is null-homotopic.

Froof of sublemma. In order to define Tq we need the notion of iterated mapping

cylinder, a notion derived from the cylinder functor on A. Let Ao ••. An be

a sequence of maps in A. We will associate to this sequence the following data

(I) the (iterated) cylinder object ... ,

(2)

the

a map d.: T(A ... ... )
1 0 1 n

hat indicates the omission of A.
1

... for every

from the sequence,

where

Proceeding inductively we define •.. as An) ,

the cylinder of the composed map
P

----+An-1 --An'

and p: ... An as the cylinder projection.

The definition of di requires a case distinction. The map

is defined as the front inclusion of the cylinder. If n = the map

is the back inclusion. And in general, finally, if i < nand n > 1 then the map
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d. T(A A A ) -----. T(A
O

• A
n)1 0 1 n

is defined inductively as T(ai) where a
1

is the (vertical) map of diagrams

T(A A A 1)o 1 n- n

From the particular sequence A
o

.... . . •.... An

simpn.d. (lIn)--+A

we can obtain a functor

taking each face of lin to the iterated cylinder of the subsequence indexed by that

justify this we must check that the maps

On morphisms the functor is given by the maps To

it follows from the

d i and their composites.

satisfy the identities for iterated

an this follows inductively from

and for the identities which do involve d
n

a.
1

But for the identities not involving

n-1

face.

the case

face maps.

fact that the front inclusion is a natural transformation.

The desiree functor T 1S obtained by a slight modification, and generaliza-
q

tion, of this construction. Namely let X be a non-singular simplicial set, and q

a map from X to the nerve of fiB Then the image of q on a n-simplex x of

x is given by a sequence of weak equivalences in A over B E B ,

A (x) ---+ .•. ---+ A (x)
o n

Assuming now that x is a non-degenerate n-simplex of X we define

the iterated cylinder of that sequence, making it an object of fiB

T (x) to be
q

by means of the

composite map F(T(Ao(x) ...........An(x») .... F(An(x» .... B (the first map here is induced

from the projection p by the functor F, it is a weak equivalence in view of the

assumed cylinder axiom). On morphisms Tq is defined by the maps di and their

iterates (the morphisms are in fiB rather than just FIB in view of the assumed

cylinder axiom and saturation axiom). It was checked above that the rule for mor-

phisms is compatible with the identities for iterated face maps. There are no other

identities in simpn.d. (X), so T is a functor on it.
q

The desired natural transformation from T to q* is given by the projection
q

p T(A (x) ........... A (x) -=---. A (x)
o n n

This completes the argument for part (1) of the sublemma.

In defining the proposed extension t of the composed functor

T
simpn.d. (X) -----.1.... st« c: FIB

we will insist on the following two properties of t

(1) t takes maps in seX) to cofibrations (as maps in A, after neglect of the
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structure maps to B, that is),

(2) t(X I Ux X2) t(X1) Ut(X ) t(X2) •
o 0

Given its restriction to simpn.d·(X) provided by T the functor t is
q

uniquely determined by these conditions, up to isomorphism.

To establish the existence of t we proceed by induction, assuming in the

inductive step that t does exist on the (n-I)-skeleton of X. Our aim is to

establish the existence of t on the n-skeleton. There is only one thing that

could conceivably go wrong with the inductive step. Namely if x is an-simplex

of X and ax its boundary (the union of the proper faces) then t(ax) and t(x)

are both defined, and a map t(ax) t(x) is also defined. The problem now is if

this map is a cofibration.

Let

d x so
n

Anx be the n-th horn of x , the union of all the proper faces except

Condition (2) above expresses t(Anx) in terms of values of t on faces of x.

Since a similar formula is valid for the cylinder functor, in view of its exactness,

we conclude that

where An denotes the value of t on the n-th vertex of x (and where, for ease

of notation, we are ignoring the structure maps of objects in FIB). Applying con-

dition (2) again we obtain that the map t(ax) t(x) can be identified to the map

t(dnx) Ut(ad x) .
n

That the latter map is a cofibration, is one of the conditions that must be satis-

fied for the following map in FIA to be a cofibration in FIA,

t(adnx) ) -----+ ( t(dnx) ) ,

so it will suffice to know that.

(t) A' A"

The map is the image, with respect to

1-----+ ( A' ) ,

of the following map in ArA

( t(adnx) An ) ----+ ( t(dnx) An ) ,

which is a cofibration in ArA because t(adnx) t(dnx) is a cofibration by con-

dition (1) above and the inductive hypothesis. We conclude by recalling that a

cylinder functor has certain exactness properties, as specified in the axiom Cyl I .

In particular therefore the map (t) preserves cofibrations. This completes the

proof of the sublemma and hence also that of the theorem. 0
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It remains to say a few words, as promised, about the map Nsimp(Y) Y. In

view of the natural isomorphisms Nsimp(Y) colim. (y)«[n],y) Nsimp(6n» andSimp
Y colim. (y)«[n],y) 6n) , the map is fully described once one knows thesimp
special case of simplices 6n• A m-simplex of Nsimp(6n) is a sequence of maps

in 6,
ao a 1 am

[no] -- [n
l
] ... ----+ [nm] Inl ,

and one associates to it the m-simplex b: [m] [n] in 6n given by the last

vertices, i.e.

Nsimp(6n) is contractible since simp(6n) has a terminal object. Therefore the

map Nsimp(6n) 6n is a homotopy equivalence. In view of the gluing lemma it

results from this that Nsimp(Y) Y is a homotopy equivalence in general (cf. the

appendix A to [11 ]).

Suppose now that Y is the nerve of a category C. Then simp (NC) is the

category of pairs ([m],x) , x: [m] C, and we can define a natural transforma-

tion simp(NC) C by ([m],x) x(m) • On passing to nerves this induces the

above natural transformation in the case when C = [n] , and consequently also in

general.

We conclude with

Lemma, If X · . 1 . f . () . n , d. (X)is non-slngu ar there is a unctor simp X simp which is

left adjoint, and left inverse, to the inclusion functor.

The functor associates to each simplex of X the unique non-degenerate

simplex of which the simplex is a degenerate. It is clear that this works in the

special case where X is 6n. The general case reduces to this special case

in view of the non-singularity of X 0
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1.7. Spherical objects and cell filtrations.

By a homology theory on a category with cofibrations e with values in an

abelian category A , will be meant a sequence of functors H. : e ... A , i 0,1, •. ,

together with connecting maps (A,... B) 1---+ (Hi + 1(B/A) ... Hi(A» such that the long

sequence resulting from a cofibration sequence A .... B .... B/A is exact and terminates

in a surjection Ho(B) .... Ho(B/A) .

Given such a homology theory, e may be regarded as a category with cofibra­

tions and weak equivalences where the latter are defined as the maps inducing iso­

morphisms in homology. The category of weak equivalences will be denoted we It

satisfies the saturation axiom and extension axiom.

Suppose given a full subcategory E of the abelian category A which is closed

under the formation of extensions and kernels; that is, if E' .... E .... E" is short

exact then E', E" E E implies E E E, and E, E" E E implies E' E E. For

example A itself will do.

Definition. An object A E C is (H*,E)-spherieal of dimension n if

o if i # n , and H (A) E E
n

With H* and E being understood, such an A will also be simply referred to as

iv-ephez-ical.,

We denote the category of the n­spherical objects by en

with cofibrations and weak equivalences of e (section 1.1).

It is a subcategory

Example. On the category R(X) of the spaces having X as a retract there is a

homology theory with values in the category of Hi(Y,r,s)

• For E one can take the category of projective Z[rrIX]­mo­

dules, or even the subcategory of the stably free ones. The n­spherical objects in­

clude the objects (Y,r,s) where Y is obtainable, up to homotopy, by attaching

rr-c e l l s to X.

We assume that e has a cylinder functor and that the weak equivalences satisfy

the cylinder axiom. Any map f: A ... B then gives rise to a long exact sequence

... Hi(A) ... Hi(B) ... Hi(f) ... Hi­ 1(A) ...

Hi(f)

where

We say the map f is k-eonneeted if Hi(f) = 0 for i k

The following hypothesis will be needed in the theorem below.
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x ... y
m

in e there is a factorization

X
m >---..... Xm+1 >-------+ ••• - Xn

\ +1
X Ix E em
m+l m

-------+) Y

Recall (proposition 1.6.2) that the suspension induces an exact functor

E: e ... e and a homotopy equivalence wS.e ... wS.e. As a consequence if we denote

by wS.e the direct limit of the system wS.e in which the maps are

given by suspension then

is a homotopy equivalence.

The suspension also induces an exact functor en ... en+ 1 , so we can form

lim en •...
n

Theorem 1.7. 1• The map

lim ws.e
n

- lim(L) wS.e
n

is a homotopy equivalence, provided that the hypothesis is satisfied.

The proof of the theorem occupies all of this section. The strategy of the

proof is to replace C by a category of cel.L fiUrations, and to study two notions

of weak equivalence, as well as their interplay, on that category.

Definition. A cell filtration in e is an eventually stationary sequence of cofi-

brat ions

*
such that

for every n. The object to which the sequence stabilizes is denoted A
QO

For example, given any object A E e one can find a cell filtration {A. } to-

gether with a weak equivalence A ... A This results from the hypothesis of the
co

theorem applied to the map * ... A in e

The category of cell filtrations will be denoted C It is a category with

cofibrations where, by definition, a map {Ai}'" {Ai} is a cofibration if, and only

if, for all n the map

A --A'n n
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is a cofibration in C with quotient in Cn. (Note this implies that the maps

An/An_I and

quotient as the above.

cofibration. )

are cofibrations, with the same

It also implies that for all n the map An is a

} •

The cylinder functor on C induces one on C where

{ A. U
A

T(f·_ I) UA,i-I i-I

As usual the cylinder functor induces functors cone and suspension. The suspension

functor on C relates very simply to that on C, namely it is given by

E{A. }

Of the two categories of weak equivalences in C to be considered, the coarse

one is the category we of the maps {Ai} {Ai} having the property that Am

is in we. The category wC satisfies the saturation axiom and extension axiom,

and also the cylinder axiom.

Lemma 1.7.2. The map wS.C wS.C, {Ai} Am' is a homotopy equivalence.

This is where the hypothesis of the theorem is used. We verify that the

approximation theorem 1.6.7 applies to the forgetful map C C. The non-trivial

thing to prove is that given {Ai} E C and a map x: Am B in C, we can find

a cofibration {ai}: {Ai} >+ {AP in C and a weak equivalence x': B in C

so that x = x'am

Let, for definiteness, Am = Am If m = -I then {Ai} = * and

be found by applying the hypothesis of the theorem to the map * B

{A! } can

For m 0 we proceed by induction. Truncating {Ai} at level m-I we can

apply the inductive hypothesis to find {A'.'} , a cofibration {Ai}(m-I) ..... {A'.'} ,
and a weak equivalence A: B so that the resulting triangle commutes.

A homology computation (downward induction on

i-connected for every i, in particular B

homology computation we deduce from this that

i shows that B is
t.

is (m-I)-connected. By another

Am UA __ B
ur-I

is also (m-I)-connected. We can now apply the hypothesis of the theorem to factor

the map as

A U
A

A" >---+ AI >---+ ••• >---+ A' .-..::::.-.... B
m nr-I m-I m n

where the quotients of the cofibrations are spherical of the appropriate dimensions.

We define A! =
for the fact that

for i m-I .

A'/A' E Cm.
m m-I

Then everything has been proved already except

To see this we consider the sequence
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Alt

m-l m

The associated cofibration sequence

AmiAm_1 >-----> Am' IAm'-I A' I (A U AIt
)m m Am- 1 nr-I

has both its 'subobject' and quotient in Cm. Since Cm is extension closed in C

we conclude that A'iA' E Cm. The lemma is proved. 0m m-l

Let the fine category of weak equivalences in C be defined as the category

vC of the maps

every i

{A.} -> {A!}
1. 1.

having the property that A. -> A!
1. 1.

is in wC for

Let Cm denote the category of the cell filtrations in dimensions m, i.e.

the full subcategory of the {Ai} in C with Am = A
oo

We consider Cm as a

subcategory-with-cofibrations-and-weak-equivalences (sections 1.1 and 1.2) of (C,,
vC) •

Lemma 1.7.3. The map

vS.C ) wS.Co x wS.C 1
x

m

CAo .... A1 .......>-> Am) Ao' Al lAo '

is a homotopy equivalence.

By iQduction it suffices to show that the map

vS,C
m_ 1

x vS.Cm

.--...- (Ao ..... ··..... Am_I) , Am/Am_1

is a homotopy equivalence. The map is a retraction. We show that it is also a

coretraction, up to homotopy. The desired homotopy is given by the additivity

theorem applied to the cofibration sequence of functors f',......id_f lt on Cm where

f' and fit take (A
o
............ Am) to (Ao ............ Am_I'::; Am-I) and (* ............ * ..... Am/Am_ l)

respectively. o

as

'w
C denote the subcategory of the {Ai} in C where * -> {Ai}

= CW n C . it is the category of the cell filtrations
m'wC

Let, as usual,

Let CW
m

CAo ........... Am-1 ..... Am) having the property that Am is acyclic. We consider

a subcategory-with-cofibrations-and-weak-equivalences of (C,vC) .

is in

Lemma 1. 7 . 4 • If then A E Cn
n

for all n •

Using suitable long exact sequences we obtain

if

if

k > n

k < n

then

then

"" ""Hk CAn) <f-- Hk CAn_ 1) (---

"" ""Hk CAn) -----+ Hk CAn+ I) -----+

""t--- HkCA_ I) = 0 ,

""-----.. H
k

CA
oo

) = 0 ,

and
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o if kin. There is a short exact sequence

Hn(An) '""""- Hn(An/An- I) -- Hn- I (An_I) .

By induction we may assume Hn_ 1(An-I) E E, and by definition of a cell filtration

we have Hn(An/An_ J ) E E It follows that Hn(An) E E in view of the assumed fact

that the category E is closed under taking kernels. 0

Lemma 1.7.5. The map

x •• " xwS.C o
x wS.C J

Am) 1-------+ Ao' AI'

vS.cw
m

(A
o

>-+ A
J

>-+ ......

is a homotopy equivalence.

Proof. The map exists by the preceding lemma. To show it is a homotopy equivalence

it suffices, by induction, to show that the map p,

vS.C
m

m-]
vS,C

m_1
x wS.C

(Ao >-+ ...... Am) 1-----+ (Ao >-+. r+ Am-Z .... Am) , Am- I '

is a homotopy equivalence (p exists by the preceding lemma since Hi (Am/Am-Z)

Hi-1(Am- Z» . We show that the map s in the other direction,

(Bo >-+ ••- Bm_l ) , B t--------+ (Bo >-+ ...... Bm-Z >-+ Bm- IvB >-+ Bm- IvcB) ,

is homotopy inverse to p where, as usual, cB denotes the cone on B.

The composite sp is given by

(B
O

.... ··>-+ Bm- J ) , B 1-------+ (Bo >-+ ••>-+ Bm-Z >-+ Bm-1vcB) , Bm- IvB •

There is a natural transformation from the identity map to sp. It is a weak equi-

valence since both Bm- 1 B
m_1vcB

and B B
m_1VB

are weak equivalences. Hence

it induces a homotopy (lemma 1.3.1), showing that s is left inverse to p

To show that s is right inverse to p we construct a homotopy by applying

the additivity theorem to a cofibration sequence of maps on Cw . We can write
m

ps = f' vf " where f' and f " are the self-maps of CW taking (A >-+••>-+ A) tomorn
(* .. * >-+ Am- J >-+ cAm_I) and (Ao >-+ ...... Am-Z .... Am'::; Am) , respectively. If we

could find a cofibration sequence f' - f _f", where f denotes the identity map

on CW it would follow by the additivity theorem that there is a homotopy between
m

f and f' vf", and we would be done.

The desired cofibration sequence does not exist directly, but it exists after

the maps f and f" have been modified a little. The modified maps are related to

the original maps by chains of weak equivalences.

In a first step we replace the identity map f by a map f
l

taking

to (Ao >-+ ...... Am- J >-+ c(AmUA cAm_I». There is a weak equivalence
m-I

(A >-+ .....
o

f f
J
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In a second step we blow up f
l

to a weakly

can be replaced by a cofibration f' ..... f Z •
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and we can define a map f' f] now.

equivalent f Z so that the map f' f
l

By definition, f Z takes (Ao >-+ ••>-+ Am)

( Ao ........ >-> Am-Z >-+ TAm_1 >-+ Tc(AmUA cAm_1))ur-t

where TA is defined as T(id
A)

, the cylinder of the identity map on A •

Let f) be defined as the quotient fZ/f' . There is a weak equivalence to it

from f"
Z '

the latter maps by weak equivalence to f"
1 '

and, to conclude, we have a weak equivalence f" f'J'. We are done.

Lemma ].7.6. The map

vs.cw x ws.em vS.e
m m

is a homotopy equivalence.

[J

Proof. The map

x wS.em-] vs.cw
m

A
o

is a homotopy equivalence. For by composing it with the homotopy equivalence of the

preceding lemma we obtain a map induced by a self-map of eOx... xem- J weaklyequiva-

lent to the identity map. As a result it will suffice to show that the composite map

(eo x ... x em-I) x em _ CW x em ---+ c -----+ CO x ••. x em ,
m m

where the right hand map is that of lemma 1.7.3, induces a homotopy equivalence of

wS.eox •• xws.em to itself. The composite map is given by

( Ao ' ... , Am ) ( Ao ' EAoVA J ' EA1VAZ ' ••• , EAm_JvAm ) .

This is clearly a homotopy equivalence.

Lemma 1.7.7. The map

(limits by suspension) is a homotopy equivalence.

[J

Proof. The desired homotopy equivalence results by direct limit once it is known

that the maps lim wS.em x lim vS.Cw ---+lim vS.em+k are homotopy equivalen-
-+ -+ m+k -+m m m
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ces. The case k = 0 follows from the preceding lemma by direct limit. We deduce

the case k = I from the case k o Namely the two maps

lim Cm lim Cm+1 lim C
-+ Rl -+ -+ m+1 'm m m

are related by a cofibration sequence of functors 0 where 0 is the

composite map

-----+1 lim CW
-+ m+1

A C•• ,. >-+ cA .• )

By the additivity theorem there results a homotopy of the induced maps, t/>jVt/>OL "" 0 ,
A
Wshowing that, modulo lim Cm+1 the maps WI and t/> L are the same up to sign.

-+ 0

We conclude that <PI is a homotopy equ i.va l ence since <Po is. Similarly it follows

that <P2 is a homotopy equivalence since <PI is. And so on. 0

Froof of theorem 1.7. I. By the fibration theorem 1.6.4 there is a homotopy cartesian

square

vS.C

1
ws.C'" ws.c

vS.C'" ----+

1
Suspension induces a self-map of the square, and hence a direct system. Passing to

the direct limit we obtain a square which is homotopy cartesian again. It is the

large square in the following diagram

lim vS.Cw ---- lim vS.Cw x wS.Cm ) - lim vS.C
-+ -+ -+

1 1 1
AW --+ lim ( wS.Cw x ws.cm ) lim wS.Clim wS.C --+ -+ -+

By comparing the vertical homotopy fibres we see that the left square in the diagram

is also homotopy cartesian. It follows that the square on the right is homotopy

cartesian. By the preceding lemma the upper horizontal map in the right hand square

is a homotopy equivalence. We conclude that the lower horizontal map is a homotopy

equivalence. Discarding the contractible factor lim wS.C
w

we obtain the map
-+

lim wS.Cm -- lim wS.C
-+ -+

which is therefore a homotopy equivalence. In view of the homotopy equivalence

lim wS.C -----+ lim wS.C
-+ -+

of lemma 1.7.2 this completes the proof of the theorem. n
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1.8. Split cofibrations, and Kr-theory via group completion.

Let A be a category with sum (categorical coproduct), and let A be pointed

by an initial object *. There is an associated simplicial category

N.A: (cat)

[n] 1----+ N A
n

the nerve with respect to the composition By definition NnA is the category

equivalent to An in which an object consists of a tuple AI, ... ,An together with

appropriate sum diagrams, one for each subset of {I, ... ,n} ; these choices are to

be compatible, and for the subsets of cardinality they are to be given by the

objects AI, .•• ,An themselves and by the initial object *, respectively.

By a category of weak in A will be meant any subcategory wA

which contains the isomorphisms and is closed under sum formation; that is, if

AI Ai and AZ Ai are in wA then so is AjvAZ AjvAi

If A is a category with sum and weak let wNnA be defined as

the subcategory of NnA whose morphisms are the natural transformations with values

in wA. It is a category of weak equivalences in NnA, and it is equivalent to

wAn by the forgetful map. N.A may be regarded as a category with sum

and weak and the simplicial category of weak equivalences is

wN.A: __ (cat)

Inl A
n

The construction is a special case of Segal's construction of r-categories [II].

The present notation has been chosen to conform to that of section 1.3.

Let C be a category with cofibrations and weak equivalences. By neglect of

structure C is a category with sum and weak equivalences, AvB = AU*B There is

a map of simplicial categories

wN.C wS.C ,

it takes

to

AI ..... AlvAZ ............ A1v...VAn, (fewer) choices) .

The theorem to be formulated below says that the map is a homotopy equivalence in

certain cases.
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Suppose that C, a category with cofibrations and weak equivalences, has a

cylinder functor and that the weak equivalences 1n C satisfy the cylinder axiom,

saturation axiom, and extension axiom.

ces

Suppose given a sequence of subcategories-with-cofibrations-and-weak-equivalen-

Cn in C subject to the condition that suspension takes Cn into Cn+ 1 for

all n. The example to be kept in mind is that of a sequence of categories of

spherical objects in the sense of the preceding section.

Let us say that a cofibration A- B in Cn is splittable up to weak equiva­

lence if there is a chain of weak equivalences, relative to A, relating A- B

to A - BI where BI "" A V BI IA •

Theorem 1.8.1. The map

lim wN.Cn __ lim wS.Cn
--> -->
n n

is a homotopy equivalence, provided that, for every n , all cofibrations in Cn

are splittable up to weak equivalence.

The proof of the theorem occupies the present section. The argument will be

summarized at the end of the section. The splittability condition actually used is

slightly weaker than the one formulated here.

For any X E C let Cx denote the category of the cofibrant objects under X

the objects of Cx are the cofibrations X>-> A in C and the morphisms are the

maps A --> A' restricting to the identity map on X Cx is a category with sum,

X-A)v(X-A'

and it comes equipped with a category of weak equivalences wCx , the pre-image of

wC under the projection Cx --> C, (X- A) H A .

Let as usual c denote the cone functor derived from the cylinder functor

( cA = T(A-->*)) and E the suspension functor, EA = cA/A = cA UA * •

Lemma 1.8.2. To X- A in Cx there 1S naturally associated a chain of weak

equivalences in CEX'

Proof. The chain consists of two maps. These are given by the two diagonal arrows

in the following diagram
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r.A Un r.A U *
*

.i> r
r.A Ur.x ( cAlx UA/X cA/cX ) -----+ r.A Ur.x r.A U r.A/r.X

*

1
r.A u* r.A/r.X

By definition, the horizontal arrow is given by pushout with the map A/X *

and the downward vertical arrow is induced by the folding map LA Ur.x r.A LA

The upper diagonal arrow is a weak equivalence since it is given by pushout with

the weak equivalence cA/cX *. The lower diagonal arrow is a weak equivalence

in view of the assumed extension axiom. For by cobase change with the map

one obtains from it the weak equivalence cA/cX U
A/X

cA/cX r.A/r.X

r.A *

[]

Remark. If C happens to be an additive category the lemma is true without suspen-

sian, one can define a weak equivalence A U
x

A A U* A/X as a map whose restric-

tion to the second A is the sum of the identity * and the projection
*

A * U* A/X In the additive case the argument leading to the theorem, and the

theorem itself, can thus be simplified. []

If X E Cm we can form There are maps, of categories with sum and weak

equivalences,

q

and

on

is left inverse to j , up to natural isomorphism of q j to the identity

Proposition 1.8.3. The map

. N Cm+n 1 . N Cm+nw • - w • r.nX
n n

(limits by suspension) is a homotopy equivalence.

Proof. It will suffice to know that for each n the composite q becomes homo-

topic to the identity upon suspension. The next lemma provides this; upon re-indexing

r. j q

it will suffice to formulate the lemma for the case n = 0 .

Lemma 1.8.4. The geometric realizations of the two maps

m m+1
wN.Cx wN.Cr.x

are homotopic.

[]

Proof. The natural transformations of lemma 1.8.1 provide a homotopy between the two
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m m+1
maps wN.CX which take X- A to

respectively; that is, the maps

V z

and

and v .

m+1The geometric realization of is an H-space (by v) which is connected and

hence group-like. So we can cancel the left to obtain the desired homotopy. 0

The following is the analogue of definition 1.5.4 with the S. construction

replaced by the N. construction. In particular the letter P refers to the simpli­

cial path object construction whose elementary properties have been recalled in the

beginning of section 1.5.

Definition 1.8.5. Let f: A B be a map of categories with sum and weak equiva-

lences. Then is the simplicial category with sum and weak equivalences

given by the pullback of the diagram

N.A --+ N.B - PN.B

represents a one­sided bar construction of A

sum via f. In fact, notice that in particular for every n

diagram

acting on B by the

there is a pullback

NA
n

----0+> N B
n

and the vertical map on the right corresponds, under the equivalence of B withm
the product category Bm , to the projection map Bn+ 1 B

n , the projection away

from the first factor; and is equivalent to the product category BxAn

Considering B as a simplicial category in a trivial way we have a sequence

of simplicial categories with sum and weak equivalences

B --+ N. -- N.A

We would like this sequence to represent a fibration, up to homotopy, of the associ-

ated simplicial categories of weak equivalences, but we cannot expect this to be

true in general since A need not act invertibly on B We circumvent the diffi-

culty by introducing another simplicial direction, using either the S. or the N. con-

struction (we need both cases), as follows.

If

N.then

is a map of categories with cofibrations and weak equivalences

is a simplicial category with cofibrations and weak equivalences,
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so we can form Alternatively we could apply the definition 1.8.5 to

the map S.f: S.A S.B to obtain , and the two bisimplicial cate­

gories are naturally isomorphic. There is a sequence, of bisimplicial categories

with cofibrations and weak equivalences,

S.B

alternatively we could rewrite it, up to isomorphism, as

S.B N.S.A

In general we can apply the N. construction to the simplicial category with sum

and weak equivalences to obtain . Alternatively we could

apply the definition 1.8.5 to the map N.f: N.A N.B to obtain ,
and the two bisimplicial categories are naturally isomorphic (the isomorphism invol­

ves a switch of the two N. directions). There is a sequence, of bisimplicial cate­

gories with sum and weak equivalences,

N.B ­­ N.N. ­­+ N.N.A

alternatively we could rewrite it, up to isomorphism, as

N.B N. (N.f :N.A-.N.B) ­­ N.N.A

Lemma 1.8.6. The sequence

wN.B ­­ wN.N.A

is a fibration up to homotopy. Similarly so is the sequence

wS.B _ wS.N. ­­­+ wS.N.A

if that is defined. In either case, if f is an identity map then the middle term

, resp. is contractible.

Froof. This is a special case of a result of Segal [11]. Essentially the same proof

results if the argument of proposition 1.5.5 is adapted to the present situation.

That is, one observes that (in the second case, say) for every n one has a fibration

namely a product fibration, and one draws the desired conclusion from this, using a

suitable fibration criterion for simplicial objects. 0

Let V be a category with cofibrations and weak equivalences. The example to

be kept in mind is that of the category lim en of the theorem. Our next result is

of a formal nature. It gives a sufficient condition for the conclusion of the theo­

rem to be valid.
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Proposition 1.8.7. If for every X E 0 the simplicial category wN.(j:O OX) is

contractible then the map wN.O wS.O is a homotopy equivalence.

Proof. Applying lemma 1.8.6 we obtain that the map of the proposition de-loops to

wN.N.O wN.S.O , so it will suffice to show that the latter map is a homotopy equi-

valence. By the realization lemma this follows if for every n the map

wN.N 0 ---. wN.S 0
n n

is a homotopy equivalence, and this is what we shall show.

The simplicial category on the left is equivalent to the product (wN.O)n, so

our task is to show that the simplicial category on the right is homotopy equivalent

to that same product by the subquotient map. In other words, our task is to estab-

lish a case of the additivity theorem for the N. construction rather than the S. con-

struction.

By induction it will suffice to show that the map

wN.SnO wN.Sn_IO x wN.O

( A] ...... >-+ An ' choices) 1------+ ( A] .... " >-> An-I ,choices; An/An_ 1 )

is a homotopy equivalence. To reduce further we consider the map

o ---4. SO
n

A........-.* ...... -* .... A

By combining these two maps, and using lemma 1.8.6, we obtain a diagram of homotopy

fibrations

wN.S 0 wN.N. (jn :0 S 0) , wN.N.O
n n

1 1 18
wN. (Sn-I O x 0) --+ wN.N. (0 Sn_lO x 0) ---+ wN.N.O

So our task of showing that the vertical map on the left is a homotopy equivalence,

translates into the task of showing that the vertical map in the middle is one. By

the realization lemma this will follow if we can show that

is a homotopy equivalence. Now

wS 0 x wN. (0 .:; 0)
n-l

and the factor wN.(O 0) is contractible. So the proof of the proposition has

been reduced to proving the following lemma:

Lemma 1.8.8. If for every X E 0 the simplicial category wN.(j:V Vx) is con-

tractible then the map p: wN.(jn:V SnV) wS
n_ 1V

is a homotopy equivalence.
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Proof. There is a variant of theorem A [ 8] for simplicial categories. A special

case, sufficient for the present application, has been described in [13, prop. 6.51

in great detail. A neater, and more general, version may be found in [15, section 4]

with a sketch proof. In any case, the criterion says that for the map p to be a

homotopy equivalence it suffices that for every object

B ( B1 ,... .• ,... Bn_ 1 ' choices) E wS
n_ 1

V

the left fibre (p/B). is contractible.

Capitalizing on the special feature that wSn_IB, the target of p , is only

a simplicial category in a trivial way, we can re-express (p/B). in terms of left

fibres of maps of categories, namely

An object of Pm/B consists of a diagram

Al ... >--+ An-I >----+ An

1
B] >--+ ••• >---+ Bn-r l

plus a m-tuple of objects in V, plus certain sum diagrams formed from this m-tuple

and An (plus, as usual, certain other choices).

There is a natural transformation of the identity map on Pm/B , it is given by

pushout with the vertical map(s) in the diagram. For varying m the natural trans-

formations are compatible, so they combine to give a homotopy of the identity map

of (p/B). ; namely a deformation retraction into the simplicial subcategory defined

by the condition that the vertical map(s) be the identity.

That subcategory is isomorphic to wN.(j:V Vx) where X

contractible by assumption. We are done.

Bn_ 1 ' it is thus

[J

Let V be a category with cofibrations and weak equivalences, and X E V. It

turns out that the contractibility of wN.(V Vx) may be re-expressed in terms of

two other conditions which appear to be rather independent of each other.

Proposition 1.8.9. wN.(V Vx) is contractible if and only if the following two

conditions are satisfied:

(I) wN.(V VX) is connected,

(2) the map wN.V wN.Vx is a homotopy equivalence.

Proof. If wN.(V VX) is connected it has wN.N.(V Vx) as a de-loop (by [Ill

or a variant of lemma 1.8.6). Therefore, provided it is connected, it is contractible
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if and only if wN.N.(V VX) is contractible. By lemma 1.8.6 we have a diagram

of homotopy fibrations

wN.V -- wN.N. (V .:; V) -- wN.N.V

1 1 1"
wN.Vx -- wN.N. (V Vx) -- wN.N.V

and the middle term in the upper row is contractible. Therefore wN.N.(V VX) is

contractible if and only if the vertical map on the left is a homotopy equivalence. 0

Froof of theorem 1.8.1. The nerve of the simplicial category wN.(V Ox) is a bi-

simplicial set whose vertices are the objects X- A in Vx ' There are two kinds

of l-simp1ices, corresponding to the morphisms of wVx on the one hand, and to the

'operation' of the objects of V on those of Vx on the other. It results that

the set of connected components is the set of equivalence classes of the X- A

under the equivalence relation generated by

(ii) (X - A)

(i) (X>-+ A) (X>-+ A') if there is a map (X ..... A) (X - A') in wVx
(X _ AU*A") if A" E V

The condition referred to in the theorem, that cofibrations in V are spZittabZe up

to weak equivaZence, implies that every object of Vx can be related (in a special

way, in fact) to the trivial object X>-+ X , thus wN.(V VX) is connected.

Let V = 11m en now. Then, as just observed, wN.(V VX) is connected for

every X and, by proposition 1.8.3, the map wN.V wN.Vx is a homotopy equiva-

lence. By proposition 1.8.9 these two properties imply that wN.(V VX) is con-

tractible for every X which in turn, by proposition 1.8.7, implies that

wN.V --+ wS.V

is a homotopy equivalence, as desired. o
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1.9. Appendix: Relation with the Q construction.

Let A be an exact category in the sense of Quillen [81. One can make A

into a category with cofibrations and weak equivalences by choosing a zero object

and by defining the cofibrations and the weak equivalences to be the admissible

monomorphisms and the isomorphisms, respectively. So a simplicial category is.A

is defined. It turns out that is.A is naturally homotopy equivalent to the cate­

gory QA of Quillen.

To see this we first replace QA by a homotopy equivalent simplicial category

iQ.A Namely let iQA be the bicategory of the commutative squares in QA in

which the vertical arrows are the isomorphisms (in either A or QA ­those are

the same). Then QA and iQA are homotopy equivalent (lemma 1.6.5), and we let

iQ.A be a partial nerve of iQA, namely the nerve in the Q direction.

Next we replace is.A by a homotopy equivalent simplicial category is:A.

We use the edgewise subdivision functor [12] which to any simplicial object X. ,

say X. : 60P K , associates another 60P K , namely the composite

where d: 6 6 is the doubling map which takes [n] to [2n+l] and whose behavi­

our on maps may be described by saying that it takes

(O<I< ••• <n) to ( n I < ..• < I' < 0' < 0 < 1 < ••• < n )

If X. is a simplicial space then the geometric realizations Ix. I and IX:I are

naturally homeomorphic [12, prop. (A. I)]. Applying this fact to the simplicial

space [n] H liS AI we obtain that is.A and its edgewise subdivision is:A, or
n

rather their geometric realizations, are homotopy equivalent.

There is a map of simplicial categories

which is an equivalence of categories in each degree, and therefore a homotopy

equivalence. The map is best explained by drawing a diagram to illustrate the

situation for n = 3 .

An object of is;A is a sequence of cofibrations

A(3 1,2
') ­ A(3',l') A(3I,O') A(3',O) A(3',I) A(3',2) >­+ A(3',3)

together with a choice of quotients
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By dropping some of the choices while retaining others we can associate to the

object the following diagram

>---> A(31 ,2) >----->A(3 ',3)

1

1
\0' ,0)

The diagram describes a sequence of three composable morphisms in QA as well as

the different ways in which the actual composition can be performed. In particular

the diagram defines an object of iQ
3A

The object in question is not identical

to the diagram itself, rather it is an equivalence class of diagrams; two diagrams

are considered equivalent if they are isomorphic by an isomorphism which restricts

to the identity on each of the diagonal objects A
C
" .) .
J ,J

To conclude we note a variant of the homotopy equivalence. Let denote

the simplicial set of objects of S.A Considering as a simplicial category

in a trivial way we have an inclusion is.A which is a homotopy equivalence

by lemma 1.4.1. Let Q.A denote the nerve of the category QA. Above we have

described a map

---> Q.A

This map is a homotopy equivalence. For it fits into a diagram

---+ Q.A

1 1
-iQ.A

and we know already that the three other maps in the diagram are homotopy equiva-

lences.
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2. THE FUNCTOR A(X) .

2.1. Equivariant homotopy theory, and the definition of A(X) .

Let X be a space. A(X) is defined as the K-theory, in the sense of the

preceding chapter, of an equivariant homotopy theory associated to X

There are several ways of making this precise. The main purpose of this

section is to describe a few of those ways in detail and to show that they all

lead to the same result, up to homotopy.

The various cases arise from the fact that we want to keep the option of inter-

preting each of the terms space, equivariant, and finite type in two different ways.

Namely we will want to work either with topological spaces or with simplicial sets.

We want to use spaces over X on the one hand or spaces with an action of G(X)

the loop group of X, on the other. And finally we want to be free to impose a

condition of strict finiteness on the objects of the category or to be content with

a condition of finiteness up to homotopy.

We begin with a construction that combines the two equivariant points of view.

We will be mainly interested, eventually, in the two special cases where one of G

and W below is trivial and the other one is X , resp. a loop group of X

Let G be a simplicial monoid and W a simplicial set on which G acts

(by a monoid is meant an associative semigroup with 1). We define

R(W,G)

to be the category of the G-simplicial sets having W as a retract. In detail, the

objects of R(w,G) are the triples (Y,r,s) where Y is a simplicial set with

G-action and 5: W Y and r: Y Ware G-maps so that rs = IdW ' and the mor-

phisms from (Y,r,s) to (Y',r',s') are the G-maps f: Y Y' so that r'f = r

and fs = s'

If G is the trivial monoid we omit it from the notation. In other words, we

let R(X) denote the category of the simplicial sets having X as a retract.

There are similar constructions in the topological case, and geometric realiza-

tion induces a functor R(W,G) R(IWI, IGI)



378

We define our finite type conditions now. We proceed in the following order:

I. finiteness in the simplicial case,

2. finiteness in the topological case,

3. homotopy finiteness in the topological case,

4. homotopy finiteness in the simplicial case.

I. Finiteness in the simplicial case. An object (Y,r,s) of R(X) is called

finite if the simplicial set Y is generated by the simplices of s(X) together

with finitely many other simplices. An equivalent condition is that the geometric

realization IYI is a finite CW complex relative to the subspace Is(X) 1 • The

full subcategory of the finite objects is denoted Rf(X)

In the general case of R(w,G) we must combine the finite generation condition

with a freeness condition. Finite generation of (Y,r,s) means that Y is gene­

rated, as a G­simplicial set, by the simplices of s(W) together with finitely many

other simplices. Freeness means that, for every k, the action of Gk on Yk is

free away from Wk ; precisely, the condition is that Y may be obtained from W by

attaching of free G-cells, that is, by direct limit and the formation of pushouts of

diagrams of the kind Y' +­ where denotes the simplicial set

n-simplex, and the simplicial subset boundary. We denote Rf(W,G) the full

subcategory of R(W,G) given by the objects which are both finitely generated and

free; the objects (Y,r,s), in other words, where Y can be obtained from W by

attaching of finitely many free G­cells. Rf(W,G) is a category with cofibrations

and weak equivalences in the sense of sections 1.1 and 1.2, the cofibrations are the

injective maps, and the weak (homotopy) equivalences are the maps (Y,r,s) (Z,t,u)

whose underlying maps Y Z are weak homotopy equivalences in the usual sense

(that is, induce isomorphisms of homotopy groups upon geometric realization). We

denote the category of the weak homotopy equivalences by hRf(W,G) •

2.· Finiteness in the topological case. Let Ixi be a topological space, not

necessarily the geometric realization of a simplicial set X. An object (Y,r,s)

of R(IXI) is called finite if Y is equipped with the structure of a finite CW

complex relative to the subspace s(IXI) . We let Rf(IXI) denote the category of

these objects and their cellular maps (it is not, of course, a full subcategory

of R(IXI». We consider Rf(IXI) as a category with cofibrations and weak (homo­

topy) equivalences; by definition, a map in Rf(IXI) is a cofibration if it is

isomorphic to a cellular inclusion.

More generally, in the case of R(IWI,IGI) , we define Rf(IWI,IGI) to be the

category of the finite IGI­free CW complexes, relative to Iwl, and their cellular

maps.
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3. Homotopy finiteness in the topological case. We define Rhf(IWI,IGI) as

the full subcategory of R(lwl, IGI) given by the (Y,r,s) where (Y,s) has the

IGI-homotopy type, in the strong sense, of a finite IGI-free CW complex relative

to Iwi • This is a category with cofibrations and weak (homotopy) equivalences,

where cofibration has its usual meaning as a map having the ICI-homotopy extension

property (after neglect of structural retractions, that is). To see that cobase

change by cofibrations does not take one out of the category, i.e. preserves homo-

topy finiteness, it suffices to note that weak homotopy equivalences have homotopy

inverses, after neglect of structural retractions (the Whitehead theorem for

ICI-free CW complexes).

Remark. On the face of it there are set theoretical difficulties in the construc-

tion of K-theory from Rhf(IXI) . For hS.Rhf(IXI) is not a 'small' simplicial

category, nor even equivalent to one (in the sense of category theory). Here are

a few ways of dealing with this matter, each with its own virtues and drawbacks:

(a) one can pick an explicit small category Rhf(IXI) with which to work (for

example, have all one's spaces embedded in IXlxR
oo

) , (b) one may postulate the

existence of a universe, in the sense of Grothendieck, work in a fixed one, and

check that an enlargement of the universe does not alter the homotopy type, (c) one

may regard the notion of a 'large' space as just as legitimate as that of a 'large'

category, provided only that certain constructions are avoided (this is the nalve

version of the preceding). Which one of these or other alternatives to adopt seems

a matter of taste. We will not pursue the matter further.

4. Homotopy finiteness in the simplicial case. We reduce to the topological

case. That is, we define Rhf(W,G) as the full subcategory of R(W,C) given by

the (Y,r,s) whose geometric realizations are homotopy finite in the sense of the

preceding case.

Recall that the approximation theorem 1.6.7 describes sufficient conditions

for an exact functor C C' to induce a homotopy equivalence hS.C hS.C' .

Proposition 2.1.1. The approximation theorem applies to the map

resp. its topological analogue.

Proof. The non-trivial thing to verify is the following assertion (the part App 2

of the approximation property).

Assertion. Let (Y,r,s) e Rf(W,C) , and let (Y,r,s) (Y',r',s') be any map in

Rhf(W,G) . Then the map can be factored as (Y,r,s) (Y1,r J ,sl) (Y',r',s')

where (YI,rl,sl) e Rf(W,G) , the first map is a cofibration in Rf(W,G) , and the

second map is a weak equivalence in Rhf(W,G) .
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To prove the assertion it will suffice to find a factorization

(Y, s ) --. (Y I ,s I) ----> (Y' ,s ') .

For it is then possible to define the structural retraction r
j

as the composite

of YI .... Y' wi t h r '; Y' .... W

We treat the topological case first. The Whitehead theorem for ICI-free

CW complexes relative to Iwi is available here, so we can find a finite (Yo,so)

together with homotopy equivalences (Yo,so) .... (Y' ,s') and (Y' ,s') .... (Yo,so) ,

homotopy inverse to each other. Choose a cellular map (Y,s) .... (Yo,so) homotopic

to the composition (Y,s) .... (Y',s') .... (Yo,s) , and define (Y1,Sj) as its mapping

cylinder. Then there exists a map (Yj,Sj) .... (Y',s') extending the given maps on

(Y,s) and (Yo,so), This has the required properties.

In the simplicial case we know, by the topological case, that there exists

some factorization

( IYI , I s I) (Y1 ,s I) ----+ (I y' I , Is' I) .

We show that, by perturbing ,sl) a little, we may lift it back to the simpli-

cial framework.

Proceeding by induction on the cells of Y
j

not IYI we suppose that we

have found a subcomplex IZI of Y
j

which does arise by geometric realization,

and so that the map Izl .... IY'I is a geometric realization, too. To add another

one of the cells of

the kind

to IZI , means that we form the pushout of a diagram of

We use simplicial approximation to rigidify this. Namely let Sd denote the

subdivision functor for simplicial sets [4 ], and Sdk its k-fold iteration. Then

if k is large enough one knows [4 ] that there is a map of simplicial sets,

whose geometric realization is homotopic to the map

I E Icl ,

and, again if k is large enough, the composite map .... Z .... Y' extends

to , in the preferred homotopy class. We now define

z'

Then z .... Y' extends to a map Z' .... Y' in the preferred homotopy class. By the

ICI-homotopy extension theorem IZ'I in turn may be extended, by induction on the

remaining cells, to a Icl-cw complex Yj mapping to Y1 by homotopy equivalence.

This completes the inductive step, and hence the proof of the proposition. 0
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Proposition 2.1.2. The approximation theorem applies to the geometric realization

map

FToof. The non-trivial thing to verify is the following assertion.

Assertion. Let (Y,r,s) E: Rf(w,G) , and let (IYI,lrl,lsl) (Y',r',s') be any map

Rf(IWI, IGI) Then the map can be factored as

(IYI,lrl,lsl) __ (IY"I,lr"I,ls"l) (Y',r',s')

where the first map is the geometric realization of a cofibration Rf(W,G) , and

the second map is a weak equivalence in Rf(IWI, IGI) .

As before (the preceding proof) it suffices to find a factorization

(IYI,lsl) ---4 (IY"I,ls"l) __ (Y',s') •

Define (Y1,sl) as the mapping cylinder of (IYI,lsl) (Y',s') Then (Y",s")

is obtained from (Y1,Sj) by rigidifying, one after the other, the cells of Y1
not in IYI The argument is the same as that in the second part of the preceding

proof. o

Let G be a simplicial group now, not just monoid, and X a simplicial set.

By a principal G-bundle with base X is meant a free G-simplicial set P together

with an isomorphism of X with PxG* , the simplicial set of orbits.

Lemma 2.1.3. There is an equivalence of categories R(x) R(p,G) .

FToof· We can define functors between these categories by

by the orbit map, respectively. If (Y,r,s) E: R(X) then

(Y' , r' , s') E R(p,G) then the diagram

Y' • P

1 1
Y'xG* --+ pxG*

pullback with P X and

G And i f(YXXP) x * "" Y c

is a pullback, thanks to the freeness of the G-action on P and the fact that G
Gis a simplicial group, not just monoid. Hence Y' "" (Y'x *)xxP , and the two

functors are inverse to each other, up to isomorphism. 0

By a universal G-bundle with base X will be meant a principal bundle whose

total space P is contractible (in the weak sense). In this situation it is

necessarily the case that G represents the loop space of X, but apart from

this restriction one knows that universal bundles exist in great profusion. Speci-

fically there is a functor, due to Kan, which to connected pointed X associates

a universal G(X)-bundle where G(X) is a certain free simplicial group, the loop
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group of X. Conversely it is also possible, in any of several functorial ways,

to associate to a simplicial group G a universal bundle over a cZassifying space.

Given a universal G-bundle over X we can define a functor

R(x) • R(*,G)

(Y,r,s) ( (yxxP)!(xxxP)

The functor respects the notion of finiteness, resp. homotopy finiteness, and it is

exact (sections 1.1 and 1.2), so it induces a map in K-theory. In a similar way

we can also use P to define a map R(lxl) R(*, IG I) .

Proposition 2.1.4. The map hS.Rhf(X) hS.Rhf(*,G) IS a homotopy equivalence.

Proof. In view of its definition, the map arises as the composite of the equiva-

lence Rhf(X) Rhf(P,G) of lemma 2.1.3 with the map Rhf(P,G) Rhf(*,G) given by

pushout with P *. It therefore suffices to show ttat the latter map induces a

homotopy equivalence. We show this by providing a homotopy inverse. Consider the

map R(*,G) R(p,G) given by product with P , using the diagonal action of G.

The map respects the notion of homotopy finiteness, in view of the contractibility

of P, and it is exact, so it induces a map in K-theory. The composite map on

R(*,G) admits a natural transformation to the identity,

YxP U*xP * ---. Y ,

and the composite map on R(p,G) admits a natural transformation from the identity,

Y ----+ YxP Upxp P

In view of the contractibility of P each of these two natural transformations is

a weak equivalence. Using proposition 1.3.1 now we are done.

Theorem 2. ].5. If X is a simplicial set (resp. if G IS a simplicial monoid)

there is a 2x2 diagram of homotopy equivalences, namely the left one (resp. right

one) of the following two squares

o

hS.Rhf(*,G)

1
-----+, us.R

h f
(X)

1
hS.Rf(IXI) ---+ hS.Rhf(IXI)

If G is a loop group of X, and if a universal G-bundle with base X is given,

there is a natural transformation from the left square to the one on the right, and

all the arrows in the resulting 2x2x2 diagram are homotopy equivalences.

Proof. This results from propositions 2.1.1, 2.1.2, and 2.1.4. o
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Picking one of the choices offered by the theorem we now make the definition

if X is a simplicial set.

A map x: X X' induces x*: R(X) R(X') by pushout with x, and hence a

map 1n K-theory. In this way A(X) becomes a covariant functor. Below we give an

argument to show that this functor is a homotopy functor (proposition 2. I .7).

We have to consider functorial behaviour in a slightly more general situation.

Namely let g: G G' be a group map, and w: W W' a map under g. These

induce a map (g,w)*: R(W,G) R(W' ,G') as the composite

R(w,G) ---+ R(wxGG' ,G') --- R(W' ,G')

where the first map is given by product with G' under G , and the second map by

pushout with wxGG' W' .

Let a map of universal bundles mean a triple of maps

(x,p,g): (X,P,G) --+ (X' ,p' ,G')

where p is a map under g, and over x. We note that xx p'". pxGG'
X' in this

situation.

Lemma 2.1.6. To such a map there is associated a commutative diagram

R(* ,G)

R(x)

j
-----.+. R(X ' )

j
( ) • R(*,G')
*,g *

Proof. This results from the definition of the maps and the commutativity of the

diagram

R(x) • R(X) I R(X')

j2 lc lc

R(P ,G) ----+ R(pxGG' ,G') ----+ R(P' ,G')

j j 1
R(*,G) ) RC*,G') ) R(*,G')

where the arrows ----+ denote equivalences of categories (lemma 2.1.3). o
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Proposition 2.1.7. If x: X X' is a weak homotopy equivalence then so is the

induced map x*: A(X) A(X')

Pr>oof· The functor X .... hS.Rf(X) commutes with direct limit, and it takes finite

disjoint unions to products. As a result it suffices to prove the proposition in

the case where X and X' are connected. We may further replace 'h' by 'hf'

Our task is then to show that x*: hS.Rhf(X) hS.Rhf(X ') is a homotopy equivalence

ln that special case.

Choose a universal bundle over X' , say a universal G'-bundle pI . Since

x: X X' is a weak homotopy equivalence, pullback with it defines a universal

G'-bundle P = xxx,P' over X. There is a map of universal bundles now,

(x,pr
2,IdG,):

(X,P,G') -----+ (X' ,P' ,G')

Hence (the preceding lemma) there is a commutative diagram

-----. hS.Rhf(X')

1 1
-----+. hS. Rhf (*,G')

and the vertical arrows are homotopy equivalences by proposition 2.1.4. It follows

that x* is a homotopy equivalence.

Remark. For simplicial monoids in general, as opposed to simplicial groups, it

does not follow in the same way that G .... QlhS.Rf(*,G) I is a homotopy functor.

The result is still true, however. For example it follows from theorem 2.2.1

below.

o
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2.2. A(X) via spaces .£i matrices.

Let G be a simplicial monoid. We consider the free pointed IGI-CW complex

with k IGI-cells in dimension n and no other cells; or what is the same thing,

the half-smash product of IGI with a wedge of k spheres of dimension n.

Let

denote the simplicial monoid of pointed IGI-equivariant (weak) homotopy equivalences,

and let denote its classifying space. There are stabilization maps

given by suspension and by the addition of an identity map, respectively.

The purpose of this section is to show that the K-theory of the preceding

section can be re-expressed in terms of the + construction of Quillen, as follows.

Theorem 2.2.1. There is a natural chain of homotopy equivalences

n +
Z x li,m BHk (G) .

n,k

By combining with theorem 2.1.5 we obtain that, ln particular, A(X) may be

so re-expressed for connected X

A(X) Z x Ilm .
n,k

This may be regarded as a description of A(X) In terms of spaces of matrices,

analogous to the definition of the algebraic K-theory of a ring in terms of matrices

and the + construction, as follows.

In the case at hand, the 'ring' In question is the ring up to homotopy

lim Map(Sn,SnAIGI ) .
-? +
n

Let denote the product of kxk copies of this space, considered

as a multiplicative H-space by means of matrix multiplication. We denote

the sub-H-space of the homotopy-invertible matrices; it is the unlon of those connec-

ted components which are invertible in the monoid of connected components. The point
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now is simply that

lim
n

provides a classifying space for the H-space GLk(QooSooIGI+)

homotopy equivalence of H-spaces

Indeed, there is a

It is given, in the limit, by the (n-I)-connected map

M k n I I k n I Mnp(VkSn,VkSnAIGI+)aPIGI (V SAG +'V S A GI+)

k n k n n n kxk
MapeV S ,n S AIGI+) Map(s,s AIGI+)

nFroof of theorem. Define Rk(*,G)

by the objects which are n-spherical

objects weakly equivalent to

to be the full subcategory of Rfe*,G) given

o,f rank k. By definition, these are the

*
that is, the objects which are in the same connected component, in hRfe*,G) , as

that particular object.

It is plausible, and will be shown below (proposition 2.2.5), that there is

a natural chain of homotopy equivalences

Define Rn(*,G) to be the subcategory of Rfe*,G) of the objects which are

n-spherical of unspecified rank; that is, the union of the categories .

This is a category with sum and weak equivalences (section 1.8), so the group com-

pletion in the sense of Segal is defined; in the language of section 1.8 this is the

simplicial category hN.Rne*,G) Bya theorem of Segal [11] there is a homotopy

equivalence, well defined up to weak homotopy (homotopy on compacta),

z x ,+ .
k

Combining with the homotopy equivalence above, and passing to the limit with respect

to n, we obtain now a homotopy equivalQnce

z x .
n,k

This reduces the proof of the theorem to the following proposition.

Proposition 2.2.2. There is a natural chain of homotopy equivalences

hN.Rne*,G)
n
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The proof of the proposition is an application of theorems 1.7.1 and 1.8.1.

To make these theorems applicable we have to check some things first. Let us define

for Y E Rf(*,G) , where H* denotes the reduced integral homology of pointed

spaces.

Lemma 2.2.3. If H. (Y) = 0 for
1

i < m then H (Y) h (Y) is an isomorphism.
m m

connected component of 1 E G. Choose a

ciated bundle over Ex
F*

, i.e. (YXE)xF*

homotopy, to the quotient (YXE)xF*/ExF*

simplicial group, not just monoid.

Proof· We give two proofs. The first applies to the special case where G is a

In this case G YXF* where F is the
o

universal F-bundle E and form the asso-

Then YxF* may be identified, up to

, and the lemma results from the Serre

spectral sequence of the fibration.

In the general case one notices that the lemma is really a special case of one

in the next section (lemma 2.3.4) which concerns simplicial modules over a simpli-

cial ring and whose proof depends on a spectral sequence of Quillen's on (derived)

tensor products. o

Let Rf
(2) (*,G) d h b f R ( G)enote t e su category 0 f *,

I-connected.

of the objects which are

Lemma 2.2.4. The inclusion is a homotopy equivalence.

Proof. Double suspension defines an endomorphism of each of these which is homoto-

pic to the identity map (proposition 1.6.2). On the other hand, double suspension

takes hS.Rf(*,G) into hS.Ri 2) (*,G) , so it gives a deformation retraction. 0

Proof of proposition 2.2.2. The functor h*(Y) defines a homology theory on

Rf(*,G) , in the sense of section 1.7, with values 1n the category of

Restricting attention to I-connected objects, as we may by lemma 2.2.4, we

obtain from lemma 2.2.3 together with the Hurewicz theorem that the weak equivalen-

ces are homologically defined: a map is a weak equivalence if and only if it induces

an isomorphism on h*

have the property that hi(Y) is 0 for i f n , and

Conversely they are characterized by this property.G] for i = n
o

it suffices to construct a map from a standard object inducing an iso-

h*. Such a map is obtained by mapping each generating cell 5
nxl

,

To see this

morphism on

The objects of

free over

suitably subdivided, so as to represent an appropriate generating element of the



388

We show next that the hypothesis of section 1.7 is satisfied: if

any p-connected map then it is possible to construct a factorization

Y .... Y
P

is

YP --> Yp+] -----> ••• -------+ Yq -----> Y

where each Yn+ 1 obtained from Y
n

by attaching (n+I)-cells and where the map

Yq Y is a weak homotopy equivalence. First, the inductive construction of Y
n+ 1

from Yn is done as follows. The module h
n
+
1
(Yn....Y) "" TI

n+ 1
(IYnl .... IYI) is finitely

generated over Z[TIoG] , and each element may be represented by mapping a (suitably

subdivided) pair (t,n+ I, (l{jn+1) . Picking a generat i ng set, we can use these maps

to attach (n+I)-cells to Y
n

and to extend the map to Y to the cells. Next, the

construction can terminate. For suppose that q is at least as large as the

dimension of Y. Then h (Y I....Y) is computed from a finitely generated freeq q--
chain complex which is both (q-I )-connected and q-dimensional. It follows that

h is the only non-vanishing homology, and that it is stahly free. After attaching
q

some more (q-l)-cells to Y
q_ 1

' if necessary, we may suppose the homology is actu-

ally free, so that in a last step, finally, we can attach q-cells to kill the homo-

logy without introducing new homology in the next dimension.

We have verified most of the hypotheses of theorem ].7.1 now. The one excep-

tion is the condition that the category E the definition of spherical objects

in section 1.7, should be closed under the operation of taking kernels of surjec-

tions. Our E so far the category of finitely generated free modules over

Z[TIoGJ This does not satisfy the condition, in general, so we must enlarge it.
n

We therefore replace R (*,G) by R (*,G) which we define as follows. It is the

subcategory of Rf(*,G) of the objects which are n-spherical in the following

sense: hi (Y) is 0 for i # n , and it is stahly free for = n .

Theorem 1.7.1 now applies to give homotopy equivalences

lim ------+ hS.Rf(*,G) hS.Rf(*,G)
n

(we have used lemma 2.2.4 to suppress the superscript (2) on R
f

again).

It is plain from the preceding discussion, on the other hand, that Rn(*,G)

is strictly cofinal in Rn(*,G) the sense of proposition 1.5.9, so the inclusion

n
hS.R (*,G) ------+ hS.R (*,G)

is a homotopy equivalence.

Finally it is also plain that the cofibrations in Rn(*,G) are splittable up

to weak equivalence in the sense of theorem 1.8.1, so the map

hN.Rn(*,G) hS.Rn(*,G)
n n

a homotopy equivalence.

The proof of the proposition now complete. o
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The preceding argument can be varied a little. Namely instead of replacing

by Rn(*,G) as we have just done, we could also argue directly that

lim lim.... ....
n n

is a homotopy equivalence. Segal's theorem used elsewhere in the proof of the

theorem then applies in the form of giving a homotopy equivalence

K' (Z[" G]) x lim IhRknU,G) I
o 0 It

where denotes the subgroup of the class group given by the stably free

modules (that subgroup is of course Z again).

The theorem itself can also be varied. Namely the category Rf(*,G) may be

enlarged to the category Rdf (* ,G) of the ob j ect s dominated by fiwite ones (these

are the objects which are retracts, up to homotopy, of finite ones). The theorem

then goes through unchanged except that the restricted class group has

to be replaced by the full class group K (Z[" GJ) .
o 0

o

with

To complete the proof of the theorem we are still left to compare
n

hRk (*,G) .

Let C denote any of the categories hRhf(*,G) hRf(*,IGI) , hRhf (*, IGI )

We blow it up to a simplicial category C. [m] H C where C is defined as
m m

the category whose objects are the same as those of C and whose morphisms are the

m-parameter families of morphisms in

Z is a map

C That is, a morphism in C from Y
m

to

m
Y -------> Z;o

1n C (resp. similarly with ;Om replaced by l;om l in the topological case) or,

what is the same, a map YX;om/*x;om .... Z. Considering C as a simplicial category

in a trivial way, we have a map C C.

If Y E C we let Cy , resp. C.y , denote the connected component of C,

resp. C. , containing Y, and C.(Y) the simplicial subcategory of

of Y r n C..

Proposition 2.2.5. In the topological case, the maps

Cy -----+ C. y <----- C. (Y)

are homotopy equivalences. The same is true in the simplicial case provided that

Y satisfies the Kan extension condition.

Corollary. There 1S a natural chain of homotopy equivalences
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Ppoof. Let C: hR
f(*,

IGI) in the proposition, and Y: VkSnAIGI+. Then IC.(Y) I

is the same as , by definition of the latter, and it is homotopy equivalent

to , by application of the proposltlon. On the other hand, the geome-

Rn n .
tric realization map h k(*,G) hR

k(*,
IGI) is a homotopy equivalence by proposl-

tion 2.1.2.

PPoof of proposition. By lemma 2.2.6 below, each of the (degeneracy) maps

is a homotopy equivalence. It follows (the realization lemma) that C C.

homotopy equivalence. Consequently, Cy C. y is one, too.

C C
m

is a

In the topological case, the inclusion C.(Y) is a homotopy equivalence

by lemma 2.2.7 below.

In the simplicial case, that lemma does not apply to C. directly, it only

applies to the simplicial subcategory C: of the objects which satisfy the Kan ex-

tension condition. It remains to see that the inclusion C: C. is a homotopy

equivalence. By the first part of the proposition we can reduce to showing that

C' C is a homotopy equivalence. This follows if we can find a functor C C'

together with a natural transformation from the identity functor. The desired

functor is given by one of the standard devices of forcing the extension condition,

namely the process of fiZZing horns (which may be arranged in a G-equivariant way). 0

Lemma 2.2.6. The map C C
m

is a homotopy equivalence.

Proof', Call this map We define a map p: C C It is the identity on
m

objects, and it takes a morphism yxt,m/*xt,m z to the map Y Z given by restric-

tion to the last vertex of t,m Then pj is the identity map on C We will

show that jp is homotopic to the identity map on C
m

To construct the homotopy we use an auxiliary functor

objects is given by

Y f-----+ Yxt,1/ht, 1 •

F: C C which onm m

To define F on morphisms we use the standard contraction of t,m, that is, the

map f: t,mxt,1 t,m whose restrictions to t,mxO and t,mx j are the identity map on

t,m , and the projection of t,m into its last vertex, respectively. By definition

now F takes a map yxt,m/*xt,m Z to the map given by

(a,b)

(or rather the induced map of quotients) where b is the projection yxt,mxt,l t,l ,

and a is the composite map

Id x f

The point of considering F is that there are natural transformations Id F
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and jp F. They are induced by the inclusions Y taking Y to

YxO and Yx! ,respectively. In view of these natural transformations, each of

the functors Id and jp is homotopic to F. Hence they are homotopic to each

other. o

In order to formulate the next lemma we need a little preparation. Let C.

be a simplicial category. We say it is special if all the categories C
m

have the

same objects, and the face and degeneracy maps are the identity on objects. By

abuse we can then speak of the objects of C. , rather than objects in some fixed

degree, and for any two objects Y and Z we have a simplicial set of morphisms,

which we denote C.(Y,Z) •

As before we let C.(Y) denote the simplicial category of endomorphisms of Y

We must carefully distinguish between C. (Y) and C.(Y,Y) . For they have diffe­

rent geometric realizations (the geometric realization of the former takes the com­

position law into account, whereas that of the latter does not).

We will say that two objects Y and Z are strictly homotopy equivalent if

there exist f E Co(Y,Z) and

in the simplicial set C. (Y,Y)

g E Co(Z,Y) so that the composite gf is homotopic,

, to the identity map on Y , and so that similarly

the composite fg is homotopic in C. (Z,Z) to the identity map on Z .

Lemma 2.2.7. Let C. be a special simplicial category in which all objects are

strictly homotopy equivalent to each other. Then for every object Y the inclu­

sion C. (Y) C. is a homotopy equivalence.

We deduce the lemma from a version of Quillen's theorem A for simplicial cate­

gories. In the case of special simplicial categories it takes the following form,

d. [15].

Criterion. Let F: V. C. be a map of special simplicial categories. A suffici­

ent condition for F to be a homotopy equivalence is that for every object Z of

C. the simplicial category F./z : [m] ..... F Iz
m

is contractible.

Proof of lemma. By the criterion applied to the inclusion F: C.(Y) C. it

suffices to show that for every Z the simplicial category F./z is contractible.

Suppose that f E Co(Z,Z') It induces a map f*: F./z F./z' ,

u E Cm(Y ,Z) ) 1­­­­­+ ( d *(f) u E Cm(Y ,Z ') )

where d* denotes the (degeneracy) map induced by d: [m] [0] .

Suppose next that fjECj(Z,Z') ,andlet f and f ' be its faces in

Co(Z,Z'), Then we claim that f* and are homotopic. Indeed, a simplicial
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homotopy from f* to is given (cf. the proof of lemma J .4. 1 for a discussion

of simplicial homotopies) by the natural transformation which takes a: [m] [1]

to the map Fm/Z Fm/Z' ,

By induction we conclude that if f and f" are in the same connected compo­

nent of C. (Z,Z') then they induce homotopic maps F./Z F./Z' .

In turn we conclude that if Z
o

each other, then F./Zo and

and Zj are strictly homotopy equivalent to

are homotopy equivalent.

Applying the hypothesis of the lemma now we obtain that, for every Z, F./Z

is homotopy equivalent to F./Y

But F./Y is the same as IdC./Y: [m] IdCm/Y' This is a simplicial object

of contractible categories (each has a terminal object). Hence it is contractible.

We are done. 0
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2.3. K-theory of simplicial rings, and linearization of A(X) .

The theme of this section is that much of the material of the preceding two

sections can be redone in a 'linearized' setting. This leads to considering a

K-theory of simplicial rings, and specifically, to comparing several definitions

of it. In the case of discrete rings the Kr-theory is the same as Quillen's.

There is a natural transformation, linearization, from the 'non-linear' to the

'linear' setting. We record the plausible fact that, up to homotopy, the induced

map in K-theory does not depend on which particular definition of K-theory is used.

Let R be a simplicial ring (with ). By a module over R is meant a

simplicial abelian group A together with a (unital and associative) action of R,

that is, a map A®R A (degreewise tensor product). We let M(R) denote the

category of these modules and their R-linear maps.

A simplicial set Y gives rise to a module R[Y] where (R[Y])n Rn[Yn]
the free Rn-module generated by Y

n
By the attaching of a n-cell to a module A

is meant the formation of a pushout of the kind

We say that B is obtainable from A by attaching of cells if it can be built up

by this process together with, perhaps, direct limit; we will also refer to this

situation by saying that A B is a free map Cthe notion is the same as that of

a free map in [ 6]).

We define MfCR) to be the full subcategory of the modules which are obtainable

from the zero module by attaching of finitely many cells. This is a category with

cofibrations (free maps) and weak (homotopy) equivalences.

More generally, we define Mhf(R) as the category given by the modules obtain-

able from 0 by attaching of perhaps infinitely many cells, but homotopy equivalent

to some module in MfCR) . Again this is a category with cofibrations and weak

equivalences, in the same way.

MfCR) and Mh£CR) give rise to the same K-theory, that is, the map

is a homotopy equivalence. This results from

Proposition 2.3.1. The approximation theorem applies to the map MfCR) MhfCR) •
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Froof. The argument IS the same as that in the first part of the proof of proposi­

tion 2. 1.1. The point is that the Whitehead theorem is available for objects in

Mf(R) or Mhf(R) (one just constructs any desired map by induction on the genera­

ting simplices I, I E R ; it is not even necessary to subdivide in the

process since simplicial abelian groups satisfy the Kan extension condition). 0

Let Nkxk(R) denote the simplicial ring of the kxk matrices in R. We de­

fine GLk(R) to be the multiplicative simplicial monoid given by the matrices in

NkXk(R) which are invertible up to homotopy. Let BGLk(R) denote the classifying

space.

Theorem 2.3.2. There is a natural chain of homotopy equivalences

Here denotes the subgroup of the class group of the ring rroR given

by the free modules (it is cyclic, and in cases of interest it is usually Z).

Remark. There is a variant of the theorem where the category Mf(R) IS replaced

by the larger category Mdf(R) of the objects dominated by finite ones; that is,

the objects which are retracts of such In Mhf(R) . In that case the restricted

class group in the theorem has to be replaced by the full class group

Ko(rroR) .

Froof of theorem. Define

the objects which are n-spherical
lent to

to be the full subcategory of Mf(R) given by

of rank k ; that is, the objects weakly equiva­

It will be shown below (proposition 2.3.5) that there is a natural homotopy

equivalence

compatible with suspension (the passage from n to n+1 on the right hand side).

Define Mn(R) as the union of the categories

we have a homotopy equivalence

According to Segal [11]

K'(rr R) x lim fhMkn(R)!+
o 0 k

Combining with the former homotopy equivalence we obtain one

A +
x BGLk(R)

compatible with suspension. The proof of the theorem has thus been reduced to the

following proposition.
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Proposition 2.3.3. There is a natural chain of homotopy equivalences

The proposition is actually true without passage to the limit on the left, but

the limit makes for easier quoting of the general results (which were designed for

different applications).

The proof is an application of theorems 1.7.1 and 1.8.1. To make these theo­

rems applicable we have to check some things first. Let us define

LellDlla 2.3.4. If '!T.M = 0 for
1

i < n then the map 'ifM­>hM
n n

is an isomorphism.

Proof. If M and M' are right and left R­modules, respectively, there is a

derived tensor product M M' , well defined up to homotopy [ 6,p.6.8). If the

module M happens to be 'free' (in the sense that 0 ­> M is a free map ­­ the ob­

jects of Mhf(R) have that property, by definition) then the derived tensor product

is represented by the actual tensor product M 0
R

M' , by the corollary [ 6,p.6.10).

Therefore the spectral sequence (b) of theorem 6 [ 6,p.6.8) gives, in the case at

hand, a first quadrant spectral sequence

2 'if*RE Tor (".*M,'if R) 1T (M0R". R)p,q P 0 q p+q 0

where Tor ( .• )
p q

Now '!T.M = 0 for
1 2

'if (M0R'if R) "" En 0 o,n

denotes the degree q

i < n , so E
2

0
p,q

, proving the lemma.

part of the graded abelian group Tor ( .• ) .p
for q < n , and we obtain an isomorphism

n

Proof of proposition. The argument is precisely the same as that of the proof of

proposition 2.2.2. Here is a brief account.

The objects of Mn(R) may be characterized by the property that hiM is 0

for i # n , and free of finite rank over 'if R for i = n. Let Mll(R) be the
o

corresponding category with free replaced by stably free. Then all the hypotheses

of section 1.7 are satisfied, so by theorem 1.7.1 we have homotopy equivalences

litm hS.Mll(R) ----+ litmO:) hS.Mf(R) ­­ hS.Mf(R)
n

On the other hand, Mn(R) is strictly cofinal in Mll(R) , so the inclusion

is a homotopy equivalence by proposition 1.5.9. And finally the cofibrations in

Mn(R) are splittable up to weak equivalence, so theorem 1.8.1 applies to show that

lim hN.Mn(R) ----+ lim hS.Mn(R)
­> ­>
n n
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is a homotopy equivalence. By combining the homotopy equivalences we obtain the

proposition. 0

To complete the proof of the theorem we are now left to compare
A

BGLk(R)

I and

Let us write C instead of hMf (R) , for short. We blow up C to a simpli-

cial category C. , [m] .... C The objects of C are the same as those of C ,
m m

and the morphisms in C are the m-parameter families of morphisms in C That
m

is, a morphism in C from A to B is a map A[lIm] "'" AI8lZ[lIm] .... B Considering
m

C as a simplicial category in a trivial way we have a map C .... C.

If A E C we let

resp. C. , containing

in C.

C
A
,resp. C.A, denote the connected component of C,

A ,and C.(A) the simplicial category of self-maps of A

Proposition 2.3.5. For every A E hMf(R) there are homotopy equivalences

Proof. The argument is similar to that of proposition 2.2.5. o

Corollary. There is a natural chain of homotopy equivalences, BGLk(R) I ,

compatible with suspension.

Proof. Let A = denote the module obtained by attaching k n-cells to zero,

R[Llkllnj/R[Llkalln)

We claim that the simplicial ring of self-maps of is homotopy equivalent to

, independently of n To see this we can reduce, by a direct sum argument,

to the special case k = I Restricting to the generating simplex we then obtain

an isomorphism

But it is well known, and easy to prove, that the n-fold loop space of the simplicial

abelian group R[lIn)/R[alln) is R again, up to homotopy. For example consider the

horn An, the union of all the faces of lin except the last. Then R[lIn)/R[An)

is contractible. Hence the short exact sequence

gives a looping fibration. It follows from the claim that the simplicial monoid of

self-equivalences of is homotopy equivalent, as monoid, to GLk(R) • Hence

I • Applying the proposition now we obtain that the latter is

homotopy equivalent to ICAI = I . The corollary results. 0
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RemaPk. The theorem includes a description of the Quillen K-theory of a discrete

ring in terms of chain complexes over that ring. For if R is discrete then a

'module' in the sense used above is really the same thing as a simpZieiaZ moduZe

over R. In view of the Dold-Kan theorem there is therefore an equivalence (it is

given by the normalized chain complex functor) of the category Mf(R) with a cate-

gory of chain complexes over R. C

Below, in the context of linearization, it will be convenient to know that the

foregoing material can be redone topologically rather than simplicially. We record

this now.

As a technical point, we will want to know that the geometric realization

functor commutes with finite products. Therefore products should be formed in the

category of compactly generated spaces. As a result we will restrict ourselves to

working in that category. For example, if we mention a topological abelian group

it will be tacitly understood that the underlying topological space is compactly

generated.

Let IAI be a topological abelian group, not necessarily the geometric reali-

zation of a simplicial abelian group A, and Ixl a topological space, not neces-

sarily the geometric realization of a simplicial set X either. In this situation

we can form IAI[lxl] , the topological abelian group freely generated by Ixl over

IAI . The underlying space is the space of linear combinations of the kind

a1x1 + ". + akxk '

3ubject to a suitable equivalence relation, and topologized accordingly. In detail,

one forms

where the equivalence relation is generated by the rule that for every map of finite

sets, 6: , the two maps

Id x e*

are to be equalized.

If, in particular, IRI is a topological ring, and Ixl a topological space,

we can in this way obtain IRI[ Ixl] , the free IRI-module generated by Ixl The

construction is compatible with geometric realization in the sense that if R is a

simplicial ring, and X a simplicial set, then IRI[ Ixl] IR[X] I

We have the means now of defining the notion of the attaehing of a n-eeZZ to a

IRI-module M. Namely this is the formation of a pushout of the kind

Starting from this notion we can proceed as in section 2.1 to carryover the defini-
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tions of MfCR) and MhfCR) to the topological context to obtain definitions of

MfCIRI) and MhfC!RI) •

Proposition 2.3.6. Let R be a simplicial ring. The approximation theorem applies

to the geometric realization map MfCR) MfCIRI)

Proof. The argument is similar to that of proposition 2.1.2.

Define tLk(IRI) as in the simplicial case; that is, it is the simplicial

monoid of the homotopy-invertible matrices over IRI.

Corollary 2.3.7. Let R be a simplicial ring. There is a natural chain of homo-

topy equivalences

A +
K'(rr R) x lim BGLk(IRI) ,
o 0 k

and the chain is compatible, via geometric realization, to that of theorem 2.3.2.

o

Proof. We consider the chain of maps in theorem 2.3.2 as consisting of three parts.

The first part is the chain of maps between hN.Mn(R) and hS.Mf(R) in propo-

sition 2.3.3. The preceding proposition applies to each map in the transformation

from this chain to its topological analogue, so these maps are homotopy equivalences.

As a result, since the maps in the former chain are homotopy equivalences, it fol-

lows that so are those in the latter.

The second part of the chain is Segal's homotopy equivalence of QlhN.Mn(R) 1

with x 1+. This is certainly compatible with its topological

analogue.

The third part of the chain, finally, is given by the maps in proposition 2.3.5,

resp. its corollary. There is a compatible chain of maps in the topological case,

and the maps are homotopy equivalences by the version of proposition 2.3.5 in the

topological case. 0

Suppose now that G is a simplicial monoid. Let Z be the ring of integers.

There is an exact functor

R(*,G) M(z[G])

Y Z[Y] = Z[Y]/Z[*]

and hence an induced map in K-theory, the linearization map

QlhS.Rf(*,G)! ----+ QlhS.Mf(Z[G]) 1

On the other hand, the map of rings up to homotopy QooSooIGI+ Z[ IGI] induces, by

matrix multiplication, a map of H-spaces
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This is de-Ioopable to a map of classifying spaces

well defined up to homotopy. Namely the latter is

/\ (X) (XI A
GL(Q S IGI+) ----+ GL(z[IGI]) •

1"\ 00 co ""
BGL(Q S IGI+) BGL(Z[ IGI]) ,

obtained by composing, in the

limit with respect to nand k, the map

A
kn kn

B utIGI(V S AIGI+) ---+ B AutZ[IGI](Z[V S AlGI)

with a homotopy inverse to the homotopy equivalence

We can further compose with an inverse to the homotopy equivalence

Corollary 2.3.8. The linearization map corresponds, under the homotopy equivalences

of theorems 2.2.1 and 2.3.2, to the map

....-. 0000 + 1\ +
Z x BGLCQ S IGI) ---+ Z x BGL(Z[G]) .

As indicated in [14], this result can be used to obtain numerical information.

For example, as a consequence of the fact that the map QooSooIGI+ Z[ IGI] is a

rational homotopy equivalence as well as an isomorphism on no ' it follows that

the map of the corollary is a rational homotopy equivalence.

in proposi-

This is compatible, by

lim hN.Mn(Z[G]) and

hS.Rf(*,G) in proposition 2.2.2.

corresponding chain of maps between

Proof of corollary. This is a matter of checking, similar to the preceding corol-

lary. We regard the chain of homotopy equivalences in theorem 2.2.1 as consisting

of three parts. The first part is the chain of maps between lim hN.Rn(*,G) and

linearization, to the

tion 2.3.3.

The second part of the chain is Segal's homotopy equivalence of QlhN.Rn(*,G) I

with Z x 1+. This is compatible to its linear analogue, the homotopy

equivalence between QlhN.Mn(z[G]) I and Z x ,+ .

The third part, finally, is the commutative diagram of homotopy equivalences,

with the notation as in proposition 2.2.5, and Y the simplicial version of

VkSnAIGI+ '

I
I
I
I1

Cy ---+ C.Y e- - - - - -

1
CIYI ------> c· 1YI+-- C. (Iyl)

The notation of the broken arrows here simply means that these arrows are missing.
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For we have not tried to put anything into the upper right corner. Such a Y would

have to satisfy the Kan extension condition (proposition 2.2.5) and it would also

have to fit into a sequence of Y's related to each other by some kind of suspen­

sion.

At any rate, the diagram is compatible, by linearization, to one

­­­­+1 C'
A

(

1

C. (A)

j
C1A1-C.1A1'f- C.(IAI)

where the upper row is that of proposition 2.3.5, with A

is the topological analogue of it.

Z[Y] , and the lower row

CJ

To conclude the topic of linearization let us briefly mention that, in the case

of A(X) , there is a description of the linearization map which uses only spaces

over

tor

R(x)

x , not the loop group of X

R(X) Rab(X) where Rab(X)

The map is defined in terms of an exact func­

denotes the category of abelian group objects in

In particular this means that, for connected X, there is a description of

K(Z[G(X)]) in terms of Rab(x) To obtain that description, one defines a notion

of weak equivalence in Rab(x) so that the map Rab(X) Rab(*,G) M(z[G]) corre­

sponding to that of proposition 2.1.4, respects and detects weak equivalences. The

argument of proposition 2.1.4 may then be adapted.
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, s: X Y , and the morphisms

with fs = s'
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3. THE WHITEHEAD SPACE WhPL(X) , AND ITS RELATION TO A(X) .

3.1. Simple maps and the Whitehead space.

A map of simplicial sets is called simple if its geometric realization has

contractible point inverses. We will admit here that simple maps form a category,

that is, that a composite of simple maps is simple again, and that the gluing lemma

is valid for simple maps. Proofs of these facts may be found e.g. in [16] where

also a few other characterizations of simple maps are given.

If X is a simplicial set we denote by C(X)

objects under X; the objects are the pairs (Y,s)

from (Y,s) to (Y',s') are the maps f: Y Y'

As before we let R(X) denote the category of the triples (Y,r,s) , rs = Id X

In either case, the subscript 'f' will denote the subcategory of the finite

objects (where Y is generated, as simplicial set, by the simplices of s(X) to­

gether with finitely many other simplices) and the superscript 'h' will denote the

subcategory of the homotopically trivial objects (where s: X Y is a weak homo­

topyequivalence). Finally the prefix's' will denote the subcategory of the

simpLe maps.

The category is of interest because of its role in the classification

of PL manifolds and their automorphisms [ 2] [3] [16]; cf. also [15] and especially

the proof of proposition 5.5 in that paper.

By the Whitehead space (the PL Whitehead space, to be precise) is meant a space

whose fundamental group turns out to be the Whitehead group (the Whitehead group of

, that is, if X is connected) and which can be obtained from the (classifying

space of the) category by de­looping, as follows.

In the language of section 1.8, the category may be regarded as a cate­

gory with sum (gluing at X) and weak equivalences (simple maps). Hence the group

completion in the sense of Segal, the simplicial category , is defined.

Proposition 3.1.1. There is a natural homotopy equivalence
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hFroof. Thanks to Segal [11] one knows that the canonical map from !sCf(X) I to
h h

nlsN.Cf(X)1 is a homotopy equivalence if the H-space IsCf(X) I is group-like or,

what amounts to the same thing, if the monoid I is a group. But it is

well known that this is the case, cf. e.g. [16] for a proof. D

The main goal of this section is to prove the result (theorem 3.1.7 below) that

the sum construction in can be traded for the cofibration construction;

that is, that 'N.' can be replaced by'S.' In order for this replacement to

make sense it is necessary to trade 'c' for 'R' first, that is, to impose struc-

tural retractions throughout. We also need an auxiliary construction; its purpose
his to prevent the homotopy property of the functor X H sN.Cf(X) from being lost

upon transition from 'c' to 'R'

Let F be a functor defined on the category of simplicial sets, with values in

a category B, say. We associate to it another functor F, with values in the

category of simplicial objects in B

F(X) (
t:,n

[n] >-+ F (X ) )

where
t:,n

denotes the simplicial of maps t:,nX set -+X

Remark. In cases where the name of the functor is not F but something lengthy,

such as for example the notation F(X) would be awkward. We will there-
t:,.

fore use instead the notation F(X ) on such occasions. a

t:,o
Using the identification of F(X) with F(X ) , and considering objects of B

as simplicial objects in a trivial way, we can define a natural transformation from
v

F to F.

Supposing now that in the receiving category B it makes sense to speak of

weak homotopy equivalences, we will say that the functor F respects weak homotopy

equivalences if X X' always implies F(X) F(X') •

Lemma 3.1.2. If F respects weak homotopy equivalences then the natural transfor-

mation F -+ F is a weak homotopy equivalence.

t:,0 t:,n
Froof. The (degeneracy) map X X is a weak homotopy equivalence and there-

fore so is F(Xt:,o) -+ F(Xt:,n) , by assumption about F. We conclude with the reali-

zation lemma.

v
Lemma 3.1.3. For any F, the functor F preserves simplicial homotopies.

a

!II
Froof. Let X -+ Y be a simplicial homotopy. The claim is that one can naturally

associate to it a simplicial homotopy of maps F(X) -+ F(Y) Such a simplicial ho-

motopy may be identified to a natural transformation of functors on the category

!l/[ 1J ,
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( a: l nl .... [1] ) ....- (F(X) .... F(Y) )
n n

The desired map on the right is defined as the composite map

where the first and second map are induced, respectively, by the homotopy

and by the map
(a*,Id) 1

r::, x r::,n .
o

Lemma 3.1.4.

equivalences.

hLet F(X) = sRf(X) . Then the functor
hSimilarly with the functors sN.Rf(X) and

respects weak homotopy
h

sS.Rf(X) .

Proof. By a well known argument (which e.g. may be found in [16]) it suffices to

show that F(X) .... F(X') is a weak homotopy equivalence if X' is obtained from X

by fitting a horn, that is, if it is the pushout of a diagram X .... r::,n where

is the i-th horn in r::,n, the union of all the faces except the i-tho The idea

of the following argument is to construct, in this situation, a deformation retrac-

tion of F(X') to F(X) by using the preceding lemma. Since it is not true, in

general, that X is a deformation retract of X' by a simplicial homotopy, we must

subdivide first.

Let Sd denote the sUbdivision functor for simplicial sets, and Sdk its

k-fold iteration. One knows that the subdivision of a simple map is simple again,

cf. [16], so we can use SdZ' say, to define a map

We compose with the map f*: .... induced by pushout with

f: SdZX' .... X' (the composite of the 'last vertex map' Sd(X") .... X" with itself),

The composite map on then is homotopic to the identity, For, it takes

(Y,r,s) to

with the appropriate structure maps, and the desired homotopy is given by the natu-

ral transformation to the identity functor induced from SdZY .... Y , which is a

simple map, cf. [16].

As shown below, f: SdZX' .... X' is simplicially homotopic, relative to SdZX,

to a map into X Applying the preceding lemma we thus obtain a simplicial homo-

topy of the map f* We conclude that there is a map homotopic to the identity
h r::, h r::,'

on sRf(X' ') ,namely , which is also homotopic to a map into sRf(X ) • The

latter homotopy is relative to the 'identity' on ; more precisely, the

homotopy is constant on the analogue of the map constructed from X instead
• . Rh( /1') sRh

f
(X,r::, ')of X . So we can draw the desired that the map s f X ....
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is a weak homotopy equivalence.

We are left to show that Sd2X' X· is simplicially homotopic, relative to

Sd2X , to a map into X. Since the subdivision functor commutes with pushouts,

this reduces to the following special case.

Assertion.

a map into

The map

fir: .
is simplicially homotopic, relative to

To see this we note that there is a homotopy of maps ISd\6n, 16n l which has

all the asserted properties except that it is not quite the geometric realization of

a simplicial homotopy; it is only a linear homotopy of unordered simplicial comple-

xes. We can get the ordering right by subdividing once more. This gives a simpli-

cial homotopy of maps Sd
26

n Sd 6n Composing with the map Sd 6n 6n we ob-
1 1

tain the desired homotopy from it.

The other cases of the lemma are handled similarly. a

Lemma 3.\.5. If X satisfies the Kan condition, the map is

a homotopy equivalence.

hProof. We define a simplicial category [m] sRf(X)m in which an object is one
hof sCf(X) ,say (Y,y) , together with a map YX6m X extending the projection

XX6m X. Since y is a weak homotopy equivalence, and X satisfies the exten-

sion condition, the simplicial set of those objects of which arise from

any particular (Y,y) , is contractible. In other words, the simplicial set of
h h

objects of sRf(X). maps by homotopy equivalence to the set of objects of sCf(X)
hSimilarly, the simplicial set of morphisms of sRf(X). maps by homotopy equivalence

hto the set of morphisms of sCf(X) ; and so on. It follows (the realization lemma)
h hthat the forgetful map sRf(X). sCf(X) is a homotopy equivalence.

Next we define a bisimplicial category [m],[n] sRhf(X) = sRh(X
6n)

Inm,n f m
view of the homotopy equivalence just established it follows, by the realization

lemma, that the map .• is a homotopy equivalence. Passing to the

diagonal simplicial category of the bisimplicial category on the left (it has the

same geometric realization, up to isomorphism) we obtain

contains as a

the restriction of the latter

h h 6'
diag sRf (X) .. -- sCf (X )

hsR
f
(X) .•

lemma is

The lemma now results by checking that diag

deformation retract, and that the map of the

homotopy equivalence.

restricts to the

(with a finite-An object of sRhf(X) consists of an injective map
n,n n

ness condition) together with a map YX6n X6 which on

projection. The object is in the subcategory if the map on itself

factors through the projection.



405

tPx",n
Passing to the adjoint, we can rewrite the map as Y X The desired

simplicial homotopy now is induced by a simplicial deformation retraction of

En] x",nx",n to En] x",n Cf. e.g. [16] for a description of the homotopy.

Lemma 3.1.6. If X satisfies the Kan condition, the forgetful map

a

>-+Y
n

is a homotopy equivalence.

h
Froof. Define a category sSnRf(X)

structural retraction on the object

There is a forgetful map

, Yn/Yn- J

hjust as sSnRf(X) except that there is no

Yn in the filtration Yo>-+'" >-+ Yn- 1 >-+ Yn

which forgets the structural retraction in question. This forgetful map is a homo-

topy equivalence as one sees by a straightforward adapt ion of the argument of the

preceding lemma. Consequently (and in view of the preceding lemma) the assertion

of the lemma is equivalent to the assertion that the map

h ",' h "'. h s:
sSnRf(X ) - sSn_IRf(X ) x sCf(X )

is a homotopy equivalence. By the realization lemma this follows if we can show it

degreewise, for fixed m. Writing X instead of X",m now, we are reduced to

showing that the map

is a homotopy equivalence.

Let us denote the components of this map by p and q, respectively, and the

section of the map q by i. In order to show that (p,q) is a homotopy equiva-

lence, it will suffice to show that the sequence

h i h P h
sCf(X) sSnRf(X) sSn_IRf(X)

is a fibration, up to homotopy. We use Quillen's theorem B [8] to prove this. We

proceed to show that the theorem applies, in its version for left fibres, to the

map p .

Let be an object of sS • An object of the category
n h

consists of an object of sSnRf(X) together with
ha map g, say, in sSn_1Rf(X) the (vertical) transformation

Y' ... Y'
0 n-]

1 1
Y ... Yn-I0
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Let denote the subcategory of the objects for which the structural

map g is the identity map. It is a deformation retract of ; in

fact, a deformation retraction is given by pushout with g

h
On the other hand, is isomorphic to sCf(Yn_ l) As shown

in [16J, the functor respects weak homotopy equivalences. Hence the

structural inclusion X Yn- 1 induces a homotopy equivalence

It results that the maps in induce homotopy equivalences of the left

fibres. Thus theorem B applies, showing that for every the square

is homotopy cartesian. In particular this is so for the distinguished object

•• We saw above that .• contains as a deformation retract a sub-
hcategory isomorphic to sCf(X) Under the horizontal map in the square this subca-

tegory projects to the image of the inclusion map i, and under the vertical map

it projects trivially into the contractible category .. We obtain that

the maps i and p form a homotopy fibration, as claimed. 0

Theorem 3.1.7. Let X be a simplicial set. There are homotopy equivalences

--
hProof. It is shown in [16] that the functor sCf(X) respects weak homotopy

h h /:;.
equivalences. By lemma 3.1.2 therefore the map from sCf(X) to sCf(X ) is a

h h s:
homotopy equivalence, and consequently also sN.Cf(X) sN.Cf(X ) , in view of the

realization lemma. To proceed we choose a weak equivalence X X' where X' is a

simplicial set satisfying the Kan condition. Then all maps in the transformation of

the chain of the theorem to the corresponding chain with X replaced by X' are

weak equivalences by lemma 3.1.4. Thus we can reduce to proving the theorem for

simplicial sets which actually satisfy the Kan condition. Applying lemmas 3.1.5

and 3.1.6 now to the second and third map, respectively, we obtain that these maps

are homotopy equivalences degreewise in the N. ,resp. S. , directions. We con-

clude with the realization lemma. 0
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3.2. The homology theory associated to A(*) .

Let F be a functor defined on the category of simplicial sets, with values

in some category of spaces. We say F is excisive if it satisfies the following

two axioms.

(Limit). F commutes with direct limit.

(Excision). If Xo XI

is homotopy cartesian.

is a cofibration, and X X
20

F(Xo)
_F(X

2)

1 1
F(X

j
) ----+ F(XIUX X2)

0

any map, then the square

We say F is a homological functor (or a homology theory) if, in addition to

being excisive, it also satisfies

(Homotopy). If X X' is a homotopy equivalence then so is F(X) F(X ') •

Recall (the preceding section) that F(X) = F(XlI') denotes the functor

X .-----+ ( [n] ... F(X",n) ) .

The purpose of this section is to prove the following result.

Theorem 3.2. J. The functor is a homology theory.

",'
Addendum 3.2.2. The functor X.... Q IsS. Rf (X ) I may be identified, up to a natural

chain of maps, to the homology theory associated to A(*) .

In fact, the chain is given by the maps (of loop spaces of)

( [n] ... sS.Rf(X",n) ) +------ ( [n] ... sS.Rf(X
n)

) ( [n] ... hS.Rf(Xn) )

where X = ( [n] ... X ) and where the first map is induced by the identification
n n

Xn = (X'" )0' Each of the three terms is a homology theory. In the first case this

is so by the theorem, and in the second and third cases, the terms are the homology

theories associated to the r-spaces with underlying spaces sS.Rf(*) and hS.Rf(*) ,

respectively (cf. e.g. [13] for a detailed description of the homology theory asso-

ciated to a (special) r-space). Given the fact that the three terms are homology
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theories, and connected, the proof that the maps are homotopy equivalences can be

reduced to checking the case X = *. In that case, the first map is an isomor­

phism, while the second map is the inclusion sS.Rf (*) hS.Rf (*) . There does not

seem to exist a direct proof that the latter map is a homotopy equivalence, but an

indirect proof is provided by theorem 3.3.1, below, together with the fact that
h

sS.Rf (*) is contractible (which, e.g., follows from proposition J .3. I).

In order to prove the theorem it will suffice to prove the following two pro­

positions 3.2.3 and 3.2.4.

Proposition 3.2.3. The functor X H sS.Rf(X) is excisive.

Proof. First, it is clear that the functor commutes with direct limit (up to iso­

morphism).

Next, suppose that X
o

Xl is an injective map. Pullback with it defines a

map Rf(X
1
) Rf(X o) which respects simple maps. The inclusion­induced map Rf(X o)

Rf(X1
) also respects simple maps. Composing the two we therefore obtain a sub­

functor f of the identity functor on Rf(X I) which is exact, and hence a cofibra­

tion sequence of exact functors f Id f' where f' is defined as the quotient

f' = Id/f. Let Rf(XI,Xo) be defined as the category of the objects (Y,r,s) in

Rf(X1
) having support away from Xo ; that is, having the property that the pullback

X x Y
o XI

is not bigger than Xo Then f' takes values in Rf(X] ,Xo) , and it restricts to

the identity map on that subcategory. Applying the additivity theorem to the cofi­

bration sequence f Id f' now, we obtain a homotopy equivalence of sS.Rf(X I)
with the product sS.Rf(Xo) x sS.Rf(X],Xo). In particular, therefore, the sequence

is a fibration, up to homotopy.

Applying this consideration in the situation of the excision axiom, we obtain

a diagram of homotopy fibrations

sS.Rf(Xo) • sS.Rf(X1) • sS.Rf(X1,Xo)

1 1 1
sS.Rf(X2) • sS.Rf(X]UX X2) • sS.Rf(X1UX X2'X2)

0 0

The vertical map on the right is an isomorphism (an inverse is induced by pullback).

It follows that the square on the left is homotopy cartesian, as asserted by the

excision axiom. This completes the proof.
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Proposition 3.2.4. Let F be an excisive functor, and suppose that F(X) is
v

connected for every X. Then the associated functor F is a homology theory.

The proof will be given at the end of this section. Together with the prepara­

tory material, it occupies the rest of the section.

Remark. The artificial looking connectivity assumption comes from the fact that our

proof of the proposition uses the following lemma 3.2.5. Some auxiliary condition,

such as connectivity, is definitely needed in that lemma.

Lemma 3.2.5. Let

W•• ---X..

I
Y••

___ 2 ..

be a commutative diagram of bisimplicial sets. Suppose that for every m the

diagram of simplicial sets

1 1
is homotopy cartesian. Suppose further that for every m the simplicial sets Ym•
and 2m, are connected. Then the diagram of bisimplicial sets is also homotopy

cartesian.

Remark. There are easy examples to show that the connectivity assumption cannot be

dropped without replacing it by something else. Here is a particularly bad case.

Take any pullback diagram of simplicial sets, and consider it as a diagram of bisim­

plicial sets in a trivial way. Then in each degree m we have a pullback diagram

of sets, and certainly therefore a homotopy cartesian square (of sets !). But it

rarely happens, on the other hand, that a pullback diagram of simplicial sets is

also homotopy cartesian.

Proof of lemma. We deduce the lemma from a corresponding result for homotopy fibra­

tions which we refer to as the fibre realization lemma. A proof may be found in

[13]; for convenience we recall the statement here. By a fibration up to homotopy

is meant here a sequence of maps of 'spaces' of some sort, X Y Z , having the

property that, firstly, the composite map X 2 is a trivial map, with image *
say, and, secondly, the map from X to the homotopy fibre of Y 2 at * is a

weak homotopy equivalence. The fibre realization lemma says the following. Let

X•• Y.. Z.. be a sequence of maps of bisimplicial sets so that the composite
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map X•• z.. is a trivial map. Suppose that, for every m, the sequence of maps

of simplicial sets Xm' Ym' Zm' is a fibration up to homotopy. Suppose further

that for every m the simplicial set Zm' is connected. Then the sequence of bi­

simplicial sets, X•• Y•• Z•• , is itself a fibration up to homotopy.

The idea for proving the present lemma comes from the fact that a homotopy car­

tesian square with connected bases can be characterized as a commutative square in

which the homotopy fibres of the vertical maps are mapped to each other by homotopy

equivalence. Using this one hopes to obtain a translation of the assertion which

follows from the fibre realization lemma.

To get the details right, it is convenient to replace homotopy fibres by actual

fibres in a systematic way. We need to know that there is a functorial way of turn­

ing a map of simplicial sets into a Kan fibration; e.g., the process of filling

hoPns [ I] will do. Using it we replace, for every m, the square of the lemma by

a square

W' ---+ X' •m' m

1 1
Y' -- z ' .m' m

in which the vertical maps are Kan fibrations. In view of the naturality of the

construction, these squares still assemble to a square of bisimplicial sets

---+ •

1 1
There is a natural transformation from the old square to the new, and the maps

W.• , etc., are homotopy equivalences by the realization lemma. To prove the

lemma it will therefore suffice to show that the new square is homotopy cartesian.

Choose any point of Ci.e., a compatible family of points in the ) as

a basepoint; denote it * Let denote the actual fibre at *.

Since is a Kan fibration, it is certainly true that the sequence

is a fibration up to homotopy, for every m

lemma we deduce from this that the sequence

In view of the fibre realization

fibreCW: (*) ­­W:.

is also a fibration up to homotopy, where the term on the left denotes the actual

fibre again; the point is that ,)C*) ([m] C*)

There are similar fibrations if W' and Y' are replaced by X· and Z'
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We can now complete the proof of the lemma as follows. In view of the assump­

tion of homotopy cartesianness we have, for every m, a homotopy equivalence

-----+ (Im(*))

By the realization lemma this implies a homotopy equivalence

­­ ,

and therefore, in view of the preceding, a homotopy equivalence of the vertical

homotopy fibres in the square. Thus that square is homotopy

cartesian, as was to be shown.

The lemma enters into the proof of proposition 3.2.4 through the following

consequence.

o

Proposition 3.2.6. Let [m] Fm be a simplicial object of functors. Suppose that

Fm(X) is connected for every m and every X. Then if the Fm are excisive,

it follows that so is F, where F(X) = ( [m] Fm(X) )

Proof. The validity of the limit axiom for F is automatic.

excision axiom for

preceding lemma.

F follows from its validity for the Fm

The validity of the

by application of the

o

For later use we record the following here.

Lemma 3.2.7. Let F1 and F2 be excisive functors so that FI(X) and F2(X) are

connected for every X Let F I F2 be a natural transformation. If the natural

transformation is a weak equivalence in the cases X = 6n, n = 0, I, 2, ... , then

it is a weak equivalence in general.

Froof. By the limit axiom we can reduce to showing that FI(X) F2(X) is a weak

equivalence for finite X

to a simplicial set Y

out in a diagram

Let X be obtained by attaching a 'last' simplex 6n

In other words, choose an isomorphism of X to the push­

1 1
Applying F l to the diagram we obtain a homotopy cartesian square, in view of exci­

sion, and applying F2 we obtain another. The map F I F2 gives a map of the

first homotopy cartesian square to the second. Since FI(X) and F2(X) are con­

nected we conclude that, in order for FI(X) F2(X) to be a homotopy equivalence,



412

it suffices that the map is a hOTImtopy equivalence in the other three cases. But

in the case of this is true by hypothesis, and in the cases of and Y

it may be assumed true by induction. 0

The crucial step in the proof of proposition 3.2.4 is the construction given

in the following two definitions.

Definition 3.2.8. Let X be a simplicial set. Define [k] COV(X)k to be the

simplicial object, in the category of simplicial sets, given by

x Nk(m,n) x Xnm,n

where Nk(m,n) denotes the set of sequences in ,

k arrows)

To describe the simplicial scructure one rewrites Cov(x) as the bisimplicial

set where a bisimplex in bidegree (q,k) consists of a sequence

l q l --> [mol -+ [m]] --> ... --> --> [mk]

together with an element x E By definition now the i-th face map with

respect to the k-direction is given by omitting Em. ]
].

from the sequence; except

if i = k in which case, in addition, the element x E must be taken to the

appropriate element of The degeneracy maps are given by the insertion

of identity maps in the sequence.

Definition 3.2.9. Let F be a functor on the category of simplicial sets. Then

Considering the simplicial set X as a simplicial object in a trivial way, we

can define a natural transformation

COV(X). -- X ;

by definition, its restriction to [m]-->•.• -->[n], x) is the composite map

Lemma 3.2.10. If X is a simplex or, more generally, a disjoint union of

simplices, then this map is the retraction in a simplicial deformation retraction

from the simplicial object [k] COV(X)k to the trivial simplicial object [k] X

Proof. In the case X = , the simplicial homotopy is defined as the natural

transformation on the category taking a: [k] --> [1] to the map of

to defined in the following way. The map a* takes the sequence
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to the sequence

[q] [mol .•. [miCa)] [p] [p]

where i(a) is the largest of the i E [k] which are in the pre-image of 0 E [I)

if a takes [k) entirely into E [1] then the image sequence is

l q l l p l ... l p l .

The homotopy is similarly defined in the more general case where X is a

disjoint union of simplices.

Considering the objects of the receiving category of the functor F as sim-

plicial objects in a trivial way, we can define a natural transformation

as the map which in degree k takes F(COV(X)k) into F(X) by the map induced

from COV(X)k X

Lemma 3.2.]1. In the case where X is a simplex, or a disjoint union of such,

the map FX(X) F(X) is a (simplicial) homotopy equivalence.

n

Proof', The functor
x

F has been defined by means of degreewise extension in the

k-variable, so it preserves simplicial homotopies in the k-variable. The present

lemma thus results from the preceding lemma. lJ

Remark. It is not difficult to show that COV(X). X is a weak homotopy equiva-

lence for all X. On the other hand there seems little reason to suppose, in

general, that the natural transformation FX(X) F(X) is a weak equivalence for

X which are not just disjoint unions of simplices.

Proposition 3.2.12. Suppose that F(X) is connected for all X, and that F is

excisive. Then FX(X) F(X) is a weak homotopy equivalence for all X.

&oof. The functor

X 1----------+ COV (X) k

preserves monomorphisms and pushouts.

m
6 x Nk(m,n) x Xn

As a result, the functor

is excisive since F is. Applying proposition 3.2.6 now we obtain that

is an excisive functor, too.



414

Thus FX(X) F(X) is a map of excisive functors. By lemma 3.2.11 the map is

a weak equivalence in the case X = 6n• Consequently, by lemma 3.2.7, it is a weak

equivalence in general. [J

Proposition 3.2.13. Let G be a functor satisfying that G(X) is connected for

all X. Suppose that G commutes with direct limit, and that it takes finite dis­

joint unions to products (up to homotopy); e.g., suppose that G is excisive. Then

the functor
VX
G is excisive.

Proof. Let X ([j] X.) Then the functor XI­> G(X.) is excisive by hypo­
J J

thesis about G. By proposition 3.2.6 therefore the functor XH ( [j] H G(X.) )
J vx

is excisive, too. We will show that the latter functor is weakly equivalent to G

We show this by constructing an intermediate functor H and relating it to both.

Recalling the definitions

F
X
(X) ( [k] ..... F(Cov(X)k)

v
( [j] ..... F (X

6j
)and F (X)

unravel the definition of
vx

we G as

Vx
( [j] ( [k] G(Cov (X

6J
)k) )G (X) ... .....

[j] [k] G(ll m 6j... .... 6 xNk(m,n)x(X )n)m,n

( [k] [j ] G(ll m 6n ) )I':; ..... .... 6' xNk(m,n)x(X )j)m,n

We define the intermediate functor H by replacing by X in the latter term,

H(X) ([k] .... ([j] .... G(ll
m,n

The projection 6n 60 induces an inclusion X x6n and hence a map of H(X) to

eX(X) . We claim this map is a homotopy equivalence.

6nIn fact, the map ([j] ..... X. ) ( [j] ..... (X ).) is a simplicial homotopy
J J

equivalence. The process of applying functors degreewise preserves simplicial homo­

topies. Hence the map

( [j] .... G(ll
m,n

m
6 xNk(m,n)xX

J.)
) ­­­­­. ( [j] .... G(llm,n

Applying the realization lemma with
Yx

H(X) G (X) is a (weak) homotopy

is a (simplicial) homotopy equivalence still.

respect to the k­variable now, we conclude that

equivalence.

To proceed, we rewrite H(X) as

( [j] ... ( [k] .... Gell
m,n

The map
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is a (simplicial) homotopy equivalence by lemma 3.2.JJ. Applying the realization

lemma with respect to the j-variable now we conclude that the map

H(X) -----+ ( [j] .... ( [k] .... G(X.) ) )
J

is a (weak) homotopy equivalence. The target of this map is the simplicial object

[j] G(X.) considered as a bisimplicial object in a trivial way. We are done. 0
J

Proof of proposition 3.2.4. Recall, the claim is that if F

such that F(X) is connected for every X, then the functor

theory.

is an excisive functor
v
F is a homology

duce the functor F
X

(definition 3.2.9).

The main problem is to show that
v
F is excisive again. To see this we intro-

The natural transformation F
X

F is a

weak homotopy equivalence in the situation at hand (proposition 3.2.12). By the

realization lemma it follows that the natural transformation
vX v
F F is a weak

homotopy equivalence as well. Thus we can reduce to showing that the functor
VX
F

is excisive. This was shown in proposition 3.2. J3.

We are left to show now that the functor f respects weak homotopy equivalen-

ces. By a well known argument (which e.g. may be found in [ 1]) it suffices to show

that reX) F(X') is a homotopy equivalence if X' is obtained from X by fill-

ing a horn, that is, if there is a pushout diagram

X __ X'

v
F applied to this diagram gives a homotopy cartesian square, by excision, so we can

reduce further to showing that is a homotopy equivalence.
i

Now is contractible to its i-th vertex by simplicial homotopy (if i = 0

or n, a single homotopy will do; otherwise one needs a chain of two) and the con-

traction restricts to one of Since F preserves simplicial homotopies (lemma

3.1.3) we conclude that indeed is a homotopy equivalence. The proof

is now complete. o
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3.3. The fibration relating WhPL(X) and A(X) .

The fibration arises from the interplay of two notions of weak equivalence on

the category Rf(X) ,where X is a simplicial set. The two notions are given by

the simple maps on the one hand and by the weak homotopy equivalences on the other.

denote the subcategory of the objects which are homo­

(Y,r,s) where s is a weak homotopy equivalence.

As before preceding two sections) let denote the simplicial category

[n] .... )

Theorem 3.3.1. The square

is homotopy cartesian, and the term on the upper right is contractible. The other

terms are as follows,

X ...

I A(X) ,

sS.Rf(X) is a homology theory,

h PL
sS.Rf(X ) Wh (X) ,

and each of the homotopy equivalences can be described by a natural chain of maps.

In order to show that the square is homotopy cartesian it will suffice to

show, by lemma 3.2.5, that for each n the square with replaced by is

homotopy cartesian. Writing X instead of now we have reduced to showing

that the square

h h
sS.Rf (X) ­­­­­­ hS.Rf (X)

1 1
is homotopy cartesian. The desired fact is essentially a special case of theorem

1.6.4. There is a little technical point. Namely the category of weak homotopy
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equivalences on Rf(X) does not satisfy the extension axiom as required for a

direct app l i cat ion of theorem I. 6.4. For this reason we compare with the square

where R(2) (X) denotes the subcategory of Rf(X) of the (Y,r,s) where s: X .... Y
f

R(2) (X)is a 1-connected map. The weak homotopy equivalences in may alternativelyf
be characterized as the maps inducing isomorphisms in homology (the Whitehead theo-

rem), consequently they do satisfy the extension axiom. Hence theorem 1.6.4 applies

to show the latter square is homotopy cartesian. We conclude by noting that the map

to the former square is a homotopy equivalence on each of the four corners. In

fact, double suspension induces an endomorphism of each of the terms, the endomor-

phism is homotopic to the identity map (proposition 1.6.2), and it takes Rf(X)

into Ri 2) (X) .

The upper term is contractible since it is a bisimplicial

object of categories with initial objects.

6'
The term hS.Rf(X ) is a de-loop of A(X) since hS.Rf(X) ....

homotopy equivalence (by lemma 3.1.2) in view of the fact that X

6'
hS.Rf(X )

hS.Rf(X)

is a

respects weak homotopy equivalences (proposition 2.1.7).

The homotopy equivalence WhPL(X) is given in theorem 3.1.7.

6'The fact that X .... sS.Rf(X ) is a homology theory, finally, is provided by

theorem 3.2.1. o

Y-"'::-XX6n

The theorem may be reformulated a little by defining the auxiliary simplicial

structure in a slightly different way. Namely define a simplicial category Rf(X).

as follows. Rf(X)n is the subcategory of Rf(xx6n) given by the objects (Y,r,s)

which have the property that the composite map
pr2___.... 6n

is locally fibre homotopy trivial.

Proposition 3.3.2. There is a homotopy cartesian square

and it is homotopy equivalent to the square of the theorem by a natural map.
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Proof. The homotopy cartesianness of the square is established in the same way as

in the theorem. There is a map from the square of the theorem to that of the propo­

Sition. It is induced from the map of simplicial categories Rf(X). de­

fined as follows. The map in degree n is the composite map

n n
) ----+ ­­­­+

where the first map is given by product with and the second map is induced

from a map

n nX ,

namely the map whose second and first components are the projection map pr 2 and

the evaluation map

respectively.

In order to show that the transformation of squares is a homotopy equivalence

it suffices, in view of the homotopy cartesianness of the two squares, to show that

the map is a homotopy equivalence on three of the four corners.

This is automatic in the case of the upper right corner as both terms are con­

tractible.

the mapn

(the theorem) it suffices to know that

2.2.6) that for every

the case of the lower right corner. Namely in view of the

hS.Rf(X )

is a homotopy equivalence. This follows from the

It is still easy in

homotopy equivalence hS.Rf(X)

the map hS.Rf(X) hS.Rf(X).

fact (by the argument of lemma

is a homotopy equivalence.

As our third case we take that of the upper left corner. That case is less easy.

We consider the diagram

h h h h
sN.Cf(X) ­­­­­­. sN.Cf(X ) ­­ sN.Rf(X ) ­­­ sS.Rf(X )

1° 1 1 1
h h h h

sN.Cf(X) --- sN.Cf(X). - sN.Rf(X). ­­­+ sS,Rf (X) .

where the upper row is the chain of maps of theorem 3.1.7, and the lower row is an

analogue of that chain for the other auxiliary simplicial structure. The maps in

the upper row are homotopy equivalences (theorem 3.1.7), so it will suffice to know

that the maps in the lower row are homotopy equivalences, too. The second and third

maps in the chain now are handled as before (lemmas 3.1.5 and 3.1.6). In the case

[J

one can reduce (by the realization lemma) to showing that the map
h h

sCf(X) sCf(X)n is,

of the first map
h h

sCf(X) sCf(X). is a homotopy equivalence; or in fact, that

for every n. But this has been proved in [16].
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Oliver's Formula and Minkowski's Theorem

Shmuel Weinberger

In this note we give an elementary verification of an unpublished

formula of Bob Oliver. This leads to a three line proof of Minkowski's

theorem, that a finite group acting effectively on a surface of genus

at least two is represented faithfully by its action on homology.

Theorem. (Oliver)

If acts cellularly on a finite complex X then

z:
X(X n) = L(g)

where L(g) is the Lefshetz number of a generator.

Proof.

Examine the equivariant chain complex of X

zz
C*(X) C (X n)6)

*

where C*(X) is freely generated by cells not . Thus

L(g) i
l: (-1) Tr g i

*

. .
z (_1)l Tr g]C.(X n) + l: (_1)l Tr g C. (X)

l l

z:
X(X n)

since g Ic. (X n)
l

the diagonal.

is the identity and g!Ci(X) has only zeroes along

o



Corollary. (Minkowski)
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If acts effectively on a surface M of genus at least two then

Aut H1 is injective.

Proof.

Let 72 c::. Kernel. Since
n

circles and points so that

g* = 1 so L(g) = X(M) < O.

72
is effective M n is a union of

X(M n) ;;: O. On the other hand, by assumptiono

An easy consequence is that only finitely many groups act effective­

lyon any fixed surface of genus larger than one.

Princeton University



Some Nilpotent Complexes

Shmuel Weinberger

In this note we construct some nilpotent complexes whose existences

were unknown. (A CW complex X is nilpotent if TI
1
(X) is, and TIi(X) are

nilpotent TI 1X modules.

Proposition 1: For any finite nilpotent group TI, there is a three

dimensional nilpotent complex with fundamental group TI .

Proposition 2: There are nilpotent finite Poincare

TI 1 = 15 which are not simple Poincare complexes

(Wa) Wall.

complexes with

in the sense of

For Proposition 1, it is not hard to see that dim X 3 (if TI is

nontrivial) and P. Kahn asked if one can arrange for dim X 3, for

then by crossing with a torus one obtains for abelian groups nilpotent

spaces of smallest possible dimension with the given group ffi TI l ( (BK).

For Proposition 2, note that in Lcw] it is shown that nilpotent finite

Poincare complexes with TI 1 an odd p-group are simple.

Lemma. If TI 1X is nilpotent and acts nilpotently on Hi (X), then X is

nilpotent.

Proof. Quite easy from localization theory. See ego [we].

Proof of Proposition 1: Nilpotent groups are products of their p-Sylow

subgroups, TI = TITI . The version of Wall finiteness obstruction theory

given in (we] shoes that s3 x K(TI ,1) has the (l)(TI ) homology type
p p p

of a finite 3-dimensional complex M . Now just Zabrodsky mix the M 's.
p P

This produces a finitely dominated three dimensional homologically nil-

potent complex as desired. Q.E.D.

Problem: Can this complex be taken finite?

Proof of Proposition 2: Recall from tKM] that 15)

result

z: 2. As a
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o LZ
2

has an element of order 2 which we will construct shortly.

Since L is torsion free twa 2] this element is detected by H(li; 2;Wh(LZ 1r})

in the Rothenberg sequence.

Let M be the nontrivial module LZ 9 over 15' M is nilpotent, and

has a resolution 0 + P +;Z (22:
15

) + M + 0 where P is the nontrivial

element of KO(7L 15)' P $ P* admits a hyperbolic form which is the

desired element of L
h.

Better yet, consider the form (= as an element

of Lh) on N $ N* where N = t 22: 151 $ P*. This has a free hyperbolic

pair in it based on P $ p* C N.

Apply the proof of the Wall realization theorem to S2 x and the

f N N* d l' . f 3 3 . t th torm on $ an g ue ln coples 0 D x L15. It lS easy 0 see a

the result of surgering the geometric spheres corresponding to P $ p*

produces the desired complex. Q.E.D.

Remark: Mislin has also used the module M in his work on finiteness

obstructions for nilpotent complexes.
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