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η-PERIODIC MOTIVIC STABLE HOMOTOPY THEORY OVER FIELDS

TOM BACHMANN AND MICHAEL J. HOPKINS

Abstract. Over any field of characteristic 6= 2, we establish a 2-term resolution of the η-periodic,
2-local motivic sphere spectrum by shifts of the connective 2-local Witt K-theory spectrum. This
is curiously similar to the resolution of the K(1)-local sphere in classical stable homotopy theory.
As applications we determine the η-periodized motivic stable stems and the η-periodized algebraic
symplectic and SL-cobordism groups. Along the way we construct Adams operations on the motivic
spectrum representing Hermitian K-theory and establish new completeness results for certain motivic
spectra over fields of finite virtual 2-cohomological dimension. In an appendix, we supply a new proof
of the homotopy fixed point theorem for the Hermitian K-theory of fields.
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1. Introduction

1.1. Inverting the motivic Hopf map. Let k be a field. We are interested in studying the motivic
stable homotopy category SH(k) [Mor03, §5]. Recall that this category is obtained from the category
Smk of smooth k-varieties by (1) freely adjoining (homotopy) colimits, (2) enforcing Nisnevich descent,
(3) making the affine line A1 contractible, (4) passing to pointed objects and (5) making the operation
∧P1 invertible:

SH(k) = LA1,NisP(Smk)∗[(P
1)−1].

Of particular relevance for us is the motivic Hopf map. Recall that the geometric Hopf map is the
morphism of pointed varieties

(1.1) A2 \ 0→ P1

obtained from the construction of P1 as a quotient. There are A1-equivalences [MV99, §3 2.15–2.20]

P1 ≃ S1 ∧Gm and A2 \ 0 ≃ P1 ∧Gm;

here Gm := (A1 \ 0, 1). It follows in particular that all of these objects become invertible in SH(k) and
so are “spheres”. We may thus desuspend (1.1) by P1 to obtain the motivic Hopf map

η : Gm → 1 ∈ SH(k);
here we write 1 for the sphere spectrum. This is completely analogous to the classical stable Hopf map
ηtop : S1 → 1 ∈ SH. However, while classically we have η4 = 0, in SH(k) no power of η is null-
homotopic; this is a theorem of Morel [Mor04a, Corollary 6.4.5]. In slightly more sophisticated language,
denote by

SH(k)[η−1] ⊂ SH(k)
the subcategory of η-periodic spectra; in other words given E ∈ SH(k) we have E ∈ SH(k)[η−1] if and
only if

Gm ∧ E
η∧id−−−→ 1 ∧ E

is an equivalence. The inclusion SH(k)[η−1] ⊂ SH(k) admits a left adjoint, given by the η-periodization

E 7→ E[η−1] = colim(E
η−→ G∧−1

m ∧E η−→ . . . ).

Morel’s result shows that SH(k)[η−1] 6= 0; in fact he proves that

π0(1[η
−1]) ≃W(k) 6= 0,

where W(k) is the Witt ring of symmetric bilinear forms.

1.2. Main results. Our aim is to study the category SH(k)[η−1]; for example we would like to de-
termine the higher homotopy groups π∗(1[η

−1]) for ∗ > 0. It turns out (see §2.7) that the category
SH(k)[1/η, 1/2] is quite easy to understand. For many purposes it thus suffices to study the category

SH(k)[η−1](2) ⊂ SH(k)[η−1] of those η-periodic spectra E such that E
p−→ E is an equivalence for all

odd integers p. Our main result is the following. Here

kw = KO[η−1]≥0

is the spectrum of connective Balmer–Witt K-theory; see §6.3 for a more detailed definition.
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Theorem 1.1 (see Theorem 7.8). Let k be a field of characteristic 6= 2. In SH(k) there exists a fiber
sequence

1[η−1](2) → kw(2)
ϕ−→ Σ4kw(2).

Here ϕ is the unique (up to homotopy) map making the following diagram commute

Σ4kw(2)

kw(2) kw(2)

β

ψ3−1

ϕ ,

where ψ3 is the third Adams operation and β is the Bott element.

It is well-known that π∗kw = W(k)[β]. On the other hand the construction of well-behaved Adams
operations on kw is one of the major technical challenges of our work (see §3). We observe that this
result is curiously similar to the resolution of the K(1)-local sphere in classical stable homotopy theory
(see e.g. [Hop98, §2]); the reader is invited to speculate on the significance of this observation.

Remark 1.2. As an immediate consequence, if (for example) k = C then β lifts to π41[η
−1](2). Hornbostel

has shown [Hor18, Theorem 3.2] that in this case

π∗(cof(1[η
−1](2) → kw(2))[β

−1]) ≃ π∗Σ4kw(2)[β
−1].

Ormsby–Röndigs [OR19, p. 13] construct (still over C) a map Σ3kw→ 1[η−1](2) inducing

π∗(cof(1[η
−1](2) → kw(2))) ≃ π∗Σ4kw(2).

These are weak forms of our main result. In fact Ormsby–Röndigs [OR19, Conjecture 4.11] explicitly
ask a question equivalent to our main theorem.

The following are some consequences which can be obtained by more or less immediate computation.

Corollary 1.3 (see Theorems 8.1, 8.7 and 8.8). Let k be a field of characteristic 6= 2.

(1)

π∗(1k[η
−1](2)) ≃





W(k)(2) ∗ = 0

coker(8n : W(k)(2) →W(k)(2)) ∗ = 4n− 1 > 0

ker(8n : W(2) →W(2)) ∗ = 4n > 0

0 else

(2) π∗MSp[η−1] ≃W(k)[y1, y2, . . . ], where |yi| = 2i
(3) π∗MSL[η−1] ≃W(k)[y2, y4, . . . ]

Here MSp and MSL denote the algebraic symplectic and special linear cobordism spectra [PW10a], re-
spectively.

Result (1) above (i.e. the computation of π∗(1[η
−1])) has attracted substantial attention before; see

§8.1 for a review of previous work. To the best of our knowledge, results (2) and (3) are new in all cases.
As another application, we obtain the following cellularity results.

Corollary 1.4 (see Proposition 8.12). Let k have exponential characteristic e 6= 2. Then the spectra

ko[1/e], HZ̃[1/e] ∈ SH(k) are cellular.

See §8 for further applications, among them the determination of the HW(2)-cooperations and kw(2)-
operations.

1.3. Proof sketch. To orient the reader, we provide a rapid sketch of our proof of Theorem 1.1. Granting
the construction of ϕ, we proceed as follows. Write F for the fiber of ϕ. By a connectivity argument,

it suffices to show that the canonical map HW(2)
α−→ F ∧ HW is an equivalence, where HW = 1[η−1]≤0

is the η-periodic Eilenberg-MacLane spectrum. By base change, it suffices to prove the result for prime
fields; in particular we may assume that vcd2(k) < ∞. It suffices to show that α[1/2] and α/2 are
equivalences, and since we are working over an arbitrary field (of vcd2 < ∞ and characteristic 6= 2) it
suffices to check that we have an isomorphism on homotopy groups. The homotopy groups of kw are
given by W(k)[β], where W(k) is the Witt ring and β ∈ π4kw is the Bott element.

For α[1/2] we are dealing with a rational problem; in particular HW ⊗ Q ≃ 1[η−1] ⊗ Q and so
π∗(HW ∧ kw) ⊗ Q ≃ W(k)[β] ⊗ Q. It follows that for n > 0 we have ϕ(βn) = anβ

n−1 for some
an ∈ W(k) ⊗ Q, which we need to show is a unit. One of the basic properties of the construction of ϕ
(related to (1.2) below) is that ϕ(βn) = (9n − 1)βn−1, so α[1/2] is indeed an equivalence.
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The case of α/2 is more difficult. We may prove the result for the 2-adic completion α∧2 instead.
Note that under our assumption that vcd2(k) < ∞ we have W(k)∧2 ≃ W(k)∧I , where I ⊂ W(k) is the
fundamental ideal. Our major intermediate result is as follows.

Lemma 1.5 (see Theorem 6.1). We have

π∗((kw ∧ HW)∧2 ) ≃
{
W(k)∧I 0 ≤ ∗ ≡ 0 (mod 4)

0 else
;

moreover the generators xi ∈ π4i((kw ∧ HW)∧2 ) are compatible with base change.

Consequently for n > 0 we have ϕ(xn) = bnxn−1 for some bn ∈ W(k)∧I , which we need to show
is a unit. Since W(k)∧I is a local ring with residue field F2 independent of k, and the generators are
compatible with base change, we may extend k arbitrarily. We may thus assume that k is quadratically
closed, so that W(k) = F2.

We now employ the motivic special linear cobordism spectrum MSL. Since kw is SL-oriented and
η-periodic, by work of Ananyveskiy [Ana15] (see also §4) we have

π∗(kw ∧MSL) ≃ kw∗[p1, p2, . . . ],

with |pi| = 4i. In the case when W(k) = F2, we have partial information on the action of ϕ on kw∗MSL.

Lemma 1.6 (see Lemma 7.6). Suppose that W(k) = F2. Then ϕ◦i(pi) = 1.

Now consider the canonical ring map γ : π∗(kw ∧MSL)→ π∗((kw ∧ HW)∧2 ). We get

ϕ◦iγ(pi) = γ(ϕ◦i(pi)) = γ(1) = 1 6= 0.

This implies that ϕ(γ(pi)) 6= 0, and so bi 6= 0 as needed.

1.4. Organization. We begin in §2 by recalling well-known results and setting out notation. It can
probably be skipped and referred to only as needed.
§§3–6 contain preparations for the proof of our main theorem. They all begin with a subsection called

“summary”, in which the main results of that section are listed. Other sections will only refer to the
results stated in the summary subsections. The reader willing to take on trust the results stated in the
summary subsection may thus immediately skip to the next section.

In §3 we construct Adams operations for the motivic ring spectrum KO, and we prove the important
formula

(1.2) ψn(β) = n2n2
ǫβ.

We construct the Adams operations as E∞-ring maps

ψn : KO[1/n]→ KO[1/n] ∈ SH(S),
for n odd. Our construction begins by making the Adams operations on KGL into C2-equivariant maps
of E∞-rings, by using the Gepner–Snaith theorem [GS09]. Then we take 2-adically completed homotopy
fixed points which, by the homotopy fixed point theorem for Hermitian K-theory, gives us operations on
KO∧

2 .
1 By means of a fracture square, we combine this with a more naive operation on KO[1/2n] to yield

the Adams operation on KO[1/n]. Since our definition is rather indirect, establishing (1.2) is a fairly
delicate problem. Our proof eventually boils down to discreteness of the space of E∞-endomorphisms
of the classical spectrum ku, which is a well-known consequence of Goerss–Hopkins obstruction theory
[GH04].

In §4 we collect some results about the motivic cobordism spectra MSL and MSp. Firstly we dualize
the well-known computations of the A-cohomology of MSL and MSp if A is SL-oriented and η-periodic,
to obtain the A-homology of MSL and MSp. Secondly, under the additional assumption that W(k) = F2,
we obtain some information about the action of ψ3 on kw∗MSL and kw∗MSp.

In §5 we establish some new completeness results. Specifically, if vcd2(k) <∞ and E ∈ SH(k)veff, then
we show that E∧

2 is η-complete. This is deduced from an improved version of Levine’s slice convergence
theorem, which was recently established [BEØ20, §5].

We leverage this in §6 to compute π∗((kw ∧ HW)∧2 ), i.e. prove Lemma 1.5. This employs the equiva-
lences

(kw ∧ HW)∧2 ≃ (ko ∧KW )[η−1]∧2 ≃ (ko ∧KW )∧2 [η
−1]∧2 ≃ (ko ∧KW )∧η,2[η

−1]∧2 .

1At least under some finiteness assumptions, which we ignore for the purposes of this introduction.
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Here the most important (and nontrivial) step is the last one, which uses our new completeness result

(and the fact that Σ2,1KW ∈ SH(k)veff, which was essentially established in [Bac17]). Using that

KW /η ≃ kM ≃ (HZ/2)/τ,

we compute π∗∗(ko ∧ KW )∧η by employing a Bockstein spectral sequence, together with the known
computation of HZ/2∗∗ko [ARØ17].

With all this preparation out of the way, in §7 we prove our main result, following essentially the
argument sketched above. Finally in §8 we establish various applications.

In appendix §A we provide an alternative proof of the homotopy fixed point theorem for Hermitian K-
theory. It utilizes the improved version of Levine’s slice convergence theorem mentioned above, together
with the computation by Röndigs–Østvær of the slice spectral sequence for KW [RØ16].

1.5. Acknowledgements. It is our pleasure to thank Robert Burklund and Zhouli Xu for extensive
discussions about the homotopy groups of MSL[η−1] over C. We would further like to thank Alexey
Ananyevskiy, Marc Hoyois, Dan Isaksen, Tyler Lawson, Denis Nardin, Oliver Röndigs and Dylan Wilson
for helpful comments.

1.6. Conventions. All our statements directly or indirectly involving hermitian K-theory require the
assumption that 2 is invertible in the base scheme. We may omit specifying this explicitly to avoid
tedious repetition.

Given a map of spectra α : E → F , we denote by α also the induced map π∗E → π∗F .
We denote the category of motivic spectra over a scheme S by SH(S), and assume basic familiarity

with its construction and properties. See e.g. [BH17, §§2.2,4.1]. We view this as a presentably symmetric
monoidal, stable ∞-category [Lur16, Lur09], and we assume some familiarity with the theory of such
categories (in particular in §3).

ν2 2-adic valuation
vcd2(k) 2-étale cohomological dimension of k[

√
−1]

A[pn] pn-torsion in abelian group A
A∧
p classical p-completion of abelian group

L∧
pA derived p-completion of abelian group §2.2

E∧
p p-completion of spectrum §2.5

E[1/n], E(p) localization of spectrum §2.5
1 motivic sphere spectrum
KO,KGL hermitian and algebraic K-theory motivic spectra §3.2
KW, kw, ko variants of the above §6.3
KOtop classical orthogonal K-theory spectrum
K◦ rank 0 summand of K-theory space
β, βKGL Bott element in KO,KGL §3.2
ψn Adams operation §3
ψnGS, ψ

n
hGS Adams operations §3.3

ϕ modified Adams operation §7
KM homotopy module of Milnor K-theory

kM homotopy module of mod 2 Milnor K-theory

KW homotopy module of Witt K-theory §6.3.3
HZ motivic cohomology spectrum §6.2
τ Bott element in HZ/2
HW η-periodic Witt cohomology spectrum §6.3.2
MSL,MSp algebraic SL-, Sp-cobordism motivic spectra §4
HP∞ infinite quaternionic projective space
HGr, SGr,Gr quaternionic, special linear, and ordinary Grassmannians §4.2
⊞ external product of vector bundles (on a product of varieties)
Th(V ) Thom space of a vector bundle, V/V \ 0
η motivic Hopf map §1
ρ standard endomorphisms of motivic sphere spectrum §2.7
nǫ Milnor-Witt integer 1 + 〈−1〉+ · · ·+ 〈±1〉
W, I Witt ring and fundamental ideal §2.3
W, In sheaf of Witt rings and fundamental ideals
E[1/2]+, E[1/2]− plus and minus part of a 2-periodic spectrum §2.7.3
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E+, E− generalized plus and minus part §3.5
πi,j(E), πi(E)j bigraded homotopy groups §2.4
πi,j(E), πi(E)j bigraded homotopy sheaves §2.4
E≥0, E≤0 truncations in the homotopy t-structure §2.4
Sp,q motivic sphere Sp−q ∧G∧q

m

Σp,q bigraded suspension (smashing with Sp,q)
SH(S) category of motivic spectra over S
SH(k)veff category of very effective spectra §2.6
Spc(S) category of motivic spaces over S
fi effective cover functor [Voe02]
si slice functor [Voe02]

f̃i very effective cover functor [Bac17]
s̃i generalized slice functor [Bac17]
rR real realization functor §2.7
P(C) category of presheaves of spaces on C
Map(−,−) mapping space in an ∞-category
map(−,−) mapping spectrum in a stable ∞-category
[−,−] homotopy classes of maps, i.e. π0Map(−,−)
Spc category of spaces
SH category of spectra
Grpd category of ∞-groupoids (so Grpd ≃ Spc)
Sch, SchS category of qcqs schemes (over S)
SmS category of smooth, qcqs schemes over S
VectS 1-groupoid of vector bundles on S
PerfS category of perfect complexes on S

1.7. Table of notation.

2. Preliminaries and Recollections

In this section we collect various well-known results which will be used throughout the sequel. About
half of them are specific to motivic homotopy theory (bigraded homotopy sheaves §2.4, completion and
localization of motivic spectra §2.5, very effective spectra §2.6, and the relationship between inverting
ρ and real realization §2.7), whereas the other half is about more general algebra and homotopy theory
(filtered modules §2.1, derived completion of abelian groups §2.2, and Witt groups §2.3). We encourage
the reader to skip this section and refer back as needed.

2.1. Filtered modules.

2.1.1. We follow [Boa99, §2]. Thus by a filtered abelian group G we mean a family of subgroups

G ⊃ · · · ⊃ F sG ⊃ F s+1G ⊃ · · · .

We denote by

grn(G) = FnG/Fn+1G

the associated graded.

Definition 2.1 ([Boa99], Proposition 2.2). Let F •G be a filtered abelian group.

(1) The filtration is exhaustive if G = colims F
sG.

(2) The filtration is Hausdorff if 0 = lims F
sG.

(3) The filtration is complete if 0 = lim1
sF

sG.

More generally, we may be working with ((bi)graded) filtered modules over a ((bi)graded) filtered
ring. Since the forgetful functor from modules to abelian groups preserves limits and colimits, there is
no ambiguity in the definition of exhaustive/Hausdorff/complete. When working with graded objects
this is no longer the case, and the definitions have to be applied degreewise.



η-PERIODIC MOTIVIC STABLE HOMOTOPY THEORY OVER FIELDS 7

2.1.2.

Lemma 2.2 ([Boa99], Theorem 2.6). Let α : G → G′ be a morphism of filtered groups. Assume that
both filtrations are Hausdorff and exhaustive, and that the filtration on G is complete. Then α is an
isomorphism of filtered groups (i.e. α induces G ≃ G′ and F sG ≃ F sG′) if and only if gr•(α) an
isomorphism.

Corollary 2.3. Let R be a graded filtered ring. Assume that R is concentrated in non-negative degrees
and that the filtration is exhaustive, Hausdorff and complete.

(1) Let M be a graded filtered R-module, such that the filtration is exhaustive and Hausdorff. If
gr•(M) is a free (bigraded) gr•(R)-module with only finitely many generators in external degrees
(i.e. degree coming from the grading on M) ≤ n for every n, then M is a free R-module on
corresponding generators.

(2) Let A be a graded filtered R-algebra, such that the filtration is exhaustive and Hausdorff. If gr•(A)
is a polynomial gr•(R)-algebra on generators in positive external degrees, only finitely many of
which lie in any degree, then A is a polynomial R-algebra on corresponding generators.

Proof. (1) Choose generators {x̄i}i∈I of gr•(M) in bidegree (si, ti), where ti corresponds to the original
grading on M and si to the filtration. Lift them to xi ∈ F siMti . Consider

M ′ =
⊕

i

R[ti]{si},

where R[ti]{si} denotes a free R-module on a generator in degree ti and filtration si. There is thus
a canonical map M ′ → M inducing an isomorphism on gr•. It remains to show that M ′ is complete,
exhaustive and Hausdorff. By assumption, for each n,

M ′
n =

⊕

i:ti≤n

Rn−ti{si}

is a finite sum of complete exhaustive and Hausdorff filtered abelian groups, and so has the same prop-
erties.

(2) Choose polynomial generators {ȳi}i∈I of gr•(A) in bidegree (si, ti). Lift them to yi ∈ F siAti .
Then monomials in the ȳi are module generators of gr•(A) and our assumption implies that there are
only finitely many monomials in degrees ≤ n for any n. Thus (1) applies and A is the free R-algebra on
monomials in the yi. Let A′ be the polynomial R-algebra on generators {yi}. There is a canonical ring
map A′ → A, and it is an isomorphism since the underlying module map is. �

Lemma 2.4. Let α : G → G′ be a morphism of filtered (possibly graded) groups. Suppose that the
filtration on G′ is exhaustive and Hausdorff, and the filtration on G is complete. Suppose furthermore
that gr•(α) is surjective. Then α is surjective, and also each F pα is surjective.

Moreover in this situation
gr• ker(α) ≃ ker(gr•(α)).

Proof. By applying the argument degreewise, we may assume that we are in the ungraded situation.
First observe that if x ∈ FNG′ then there exists y0 ∈ FNG with α(y0) ∈ x + FN+1G; this is just

surjectivity of grN (α). Applying this to x− α(y0) ∈ FN+1G′ we obtain y1 ∈ FN+2G with α(y0 + y1) ∈
x+FN+2G′. Iterating we find yi ∈ FN+iG (for all i ≥ 0) with α(y0+ · · ·+ yn) ∈ x+FN+n+1G′ (for any
n ≥ 0). By completeness of G, the series

∑
i yi converges to (a possibly non-unique element) y ∈ FNG

with α(y) − x ∈ FN+n+1G′ for every n; hence by Hausdorffness of G′ we get α(y) = x. Thus FNα is
surjective.

Since F •G′ is exhaustive, every x ∈ G′ satisfies x ∈ FNG′ for some N ; hence the above argument
shows that x is in the image of α and hence α is surjective.

For the claim about kernels, apply the snake lemma [Wei95, Lemma 1.3.2] to the diagram of exact
sequences

0 −−−−→ F p+1 ker(α) −−−−→ F p+1G −−−−→ F p+1G′ −−−−→ 0
y

y
y

0 −−−−→ F p ker(α) −−−−→ F pG −−−−→ F pG′ −−−−→ 0

to get the exact sequence

0 = ker(F p+1G′ → F pG′)→ grp ker(α)→ grpG
grpα−−−→ grpG′ → 0.

This is the desired result. �
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Lemma 2.5. Let α : G → G′ be a morphisms of filtered (possibly graded) groups. Assume that G is
Hausdorff and exhaustive and gr•(α) is injective. Then α is injective.

Proof. By applying the argument degreewise, we may assume that we are in the ungraded situation.
Let 0 6= x ∈ G. By Hausdorffness and exhaustiveness there exists n with x ∈ FnG \ Fn+1G, whence
0 6= [x] ∈ grnG. It follows that α(x) ∈ FnG′ and 0 6= [α(x)] = α([x]) ∈ grnG′, and so α(x) 6= 0. �

2.1.3. Given filtered R-modules M,M ′, we can put a filtration on M ⊗M ′ by

F i(M ⊗M ′) =
∑

a+b=i

(F aM)(F bM ′) ⊂M ⊗M ′.

Lemma 2.6. Let R = k be a field. Then

gr•(M ⊗M ′) ≃ gr•(M)⊗ gr•(M ′).

Proof. We may assume that M,N are exhaustively filtered. If M = k(i) and M ′ = k(j) (i.e. F aM = k
if a ≤ i and F aM = 0 else), then gr•(M) = k[i] and M ⊗M ′ = k(i+ j); the result in this case follows. If
M , N are finite dimensional we can write M =

⊕
α∈I k(iα) (e.g. use Corollary 2.3(1)) and similarly for

M ′. The result follows since ⊗ and grp commute with sums. In general write M,N as filtered colimits of
their finite dimensional subspaces; the result follows since ⊗ and gr• commute with filtered colimits. �

2.1.4. Given any (graded) ring R and (homogeneous) ideal J , we can give R the filtration by powers
of J , i.e. FnR = Jn. In particular if S is a (possibly infinite) set of variables (possibly with some
assigned degrees) and A is a base ring, we can consider the polynomial ring R = A[S] or the exterior
algebra R = ΛA[S] (which is graded if the variables are), and filter it by powers of the augmentation
ideal ker(R→ A). In this case gr1(R) is called the indecomposable quotient.

Lemma 2.7. (1) Let S,A as above. The natural maps A→ gr0 and (gr1)⊗n → grn induce canonical
isomorphisms

grn(A[S]) ≃ Symn
A(gr

1(S)) and grn(ΛA[S]) ≃ ΛnA(gr
1(S)).

Here gr1(A[S]) is a free A-module on a basis in bijection with S.
(2) Let α : R1 → R2 be a morphism of graded A-algebras, where Ri are either both polynomial or both

exterior algebras, on generators in positive degrees. If gr1(α) : gr1(R1) → gr1(R2) is surjective
(respectively split injective, e.g. injective and A a field, respectively an isomorphism) then so is
α.

Proof. (1) Let R = A[S] or R = ΛA[S], respectively. We can give R the grading where all variables have
degree 1; then Jn = R≥n. This implies that grn(R) ≃ Rn. All claims are checked easily.

(2) If β : M → N is a surjective (respectively split injective, respectively bijective) morphism of A-
modules, then so are Symn(β) and Λn(β). Hence under our assumption gr•(α) is surjective (respectively
injective, respectively an isomorphism) by (1). The filtrations are complete, exhaustive and Hausdorff
for degree reasons. The claim thus follows from Lemmas 2.5 and 2.4. �

2.2. Derived completion of abelian groups. For an abelian group A, we write

L∧
pA = lim

n
cof(A

pn−→ A) ∈ D(Ab)

for the derived p-completion. Then there is a short exact sequence

0→ lim1A[pn]→ π0L
∧
pA ≃ Ext(Z/p∞, A)→ A∧

p := lim
n
A/pn → 0.

Moreover

π1L
∧
pA ≃ limA[pn] and πiL

∧
pA = 0 for i 6= 0, 1.

See [Sta18, Tag 0BKG].

Lemma 2.8. If the p-torsion in A is of bounded order, then A∧
p ≃ L∧

pA (so in particular π1L
∧
pA = 0).

Proof. We need to prove that limA[pn] = 0 = lim1A[pn]. By assumption the sequence of sets A[pn] is
eventually stationary, and a sufficiently high composite of the transition maps is zero (since the transition
maps are given by multiplication by p). The result follows since (derived) limits can be computed by
restriction to final subcategories of the indexing category. �
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2.3. Witt groups. For a ring A, we denote by GW(A) (respectively W(A)) its Grothendieck–Witt ring
(respectively its Witt ring) [Kne77, §§I.4, I.5]. We write I(A) ⊂W(A) for the fundamental ideal, i.e. the
kernel of the rank homomorphism [Kne77, §I.7]
Lemma 2.9. Let A be a Dedekind domain with Pic(A) = 0. Write K for the fraction field of A. Then
in the following commutative diagram, all maps are injective

GW(A) −−−−→ GW(K)
y

y

W(A)× Z −−−−→ W(K)× Z.

Proof. Since W(A) →֒W(K) [MH73, Corollary IV.3.3], it suffices to show that GW(A) →֒W(A)×Z. By
[Kne77, §I.5, Proposition] the kernel of GW(A)→W(A) is generated by “metabolic spaces” of the form
H(V ) for V a vector bundle on A. By [Kne77, §I.4, Proposition 2] the map H factors through K0(A),

and so it suffices to show that K0(A)
2rk−−→ Z is injective. But K0(A) ≃ Z ⊕ Pic(A) [Mil71, Corollary

1.11], whence the claim. �

Lemma 2.10. Let A be a Dedekind domain with vcd2(Frac(A)) <∞ and Pic(A) = 0. Then all torsion
in GW(A) and W(A) is 2-primary, and of bounded order.

Proof. It follows from Lemma 2.9 that it suffices to establish the claims about W(k), where k is a field.
For this case see e.g. [Bac18e, Lemma 29]. �

Corollary 2.11. Assumptions as in Lemma 2.10. The map GW(A) → GW(A)∧2 is injective, and
similarly for W(A).

Proof. For any abelian group G, elements in the kernel of G→ G∧
2 must be in the kernel of G→ G/2n

for all n, and hence be infinitely 2-divisible. We show the only such element in GW(A),W(A) is 0. Since
Z has no infinitely 2-divisible elements (other than 0), it suffices to prove the claim about W(A). As
above we may assume that A = k is a field. Since 2 ∈ I(k), any infinitely 2-divisible element lies in
∩nI(k)n. This group is zero [MH73, Theorem III.5.1], whence the result. �

Lemma 2.12. Let vcd2(k) < ∞. Then the I-adic and 2-adic filtrations on W(k) induce the same
topology. In particular W(k)∧2 ≃W(k)∧I .

Proof. We have 2W(k) ⊂ I(k) and I(k)vcd2(k)+1 ⊂ 2W(k) [EL99, last Theorem], which implies the
claim. �

Lemma 2.13. Let k be a field. Then W(k)(2) is a local ring with maximal ideal I. In particular
x ∈W(k)(2) is a unit if and only if rk(x) 6= 0.

Proof. There is a certain (possibly empty, possibly infinite) set Ω and a homomorphism σ : W(k) →
ZΩ inducing Spec(W(k)) ≃ (Ω × Spec(Z))/Ω × {(2)} [MH73, Remark after Lemma III.3.5]. Since
Spec(W(k)(2)) identifies with the subspace of prime ideals not containing an odd integer it is given by
(Ω× Spec(Z(2)))/Ω× {(2)}. This has [Ω× {(2)}] as unique maximal element, whence the result. �

2.4. The homotopy t-structure.

2.4.1. The category SH(k) admits a t-structure with non-negative part generated [Lur16, Proposition
1.4.4.11] by spectra of the form

Σ∞
+X ∧G∧n

m ,

for X ∈ Smk and n ∈ Z. We denote by

E 7→ E≥n and E 7→ E≤n

the truncation functors.

2.4.2. For E ∈ SH(k), denote by πi(E)j the Nisnevich sheaf on Smk associated with the presheaf

X 7→ [ΣiΣ∞
+X,E ∧G∧j

m ].

One may prove that [Hoy15, Theorem 2.3]

SH(k)≥0 = {E ∈ SH(k) | πi(E)j = 0 for all i < 0, j ∈ Z},
and similarly

SH(k)≤0 = {E ∈ SH(k) | πi(E)j = 0 for all i > 0, j ∈ Z}.
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2.4.3. The homotopy t-structure is non-degenerate [Hoy15, Corollary 2.4, Remark 2.5], i.e.

∩iSH(k)≥i = 0 = ∩iSH(k)≤i.

2.4.4. Each πi(E)j =: F is an unramified sheaf [Mor05b, Lemma 6.4.4]. This means in particular that
F = 0 if and only if for every finitely generated separable field extension K/k, which we may view as the
fraction field of a smooth k-variety, the generic stalk F (K) is zero.

2.4.5. The heart SH(k)♥ can be identified with the category of homotopy modules [Mor03, Theorem
5.2.6]. Namely for E ∈ SH(k)♥ there are canonical isomorphism

π0(E)j−1 ≃ (π0(E)j)−1,

where on the right hand side the (−)−1 means Voevodsky’s contraction operation [Mor03, Definition
4.3.10]. Moreover, any sequence of Nisnevich sheaves Fi together with isomorphisms Fi−1 ≃ (Fi)−1 such
that the cohomology of each Fi is homotopy invariant (i.e. Fi is “strictly homotopy invariant”) gives rise
to an object of SH(k)♥, and this is an equivalence of categories.

2.4.6. It turns out that [Mor04a, Theorem 6.2.1]

π0(1)∗ ≃ KMW
∗ .

This implies that [Mor12, Lemma 3.10]

π0(1[η
−1])∗ ≃W [η±1].

Here KMW
∗ is the homotopy module of Milnor-Witt K-theory [Mor12, §3.2] and W is the sheaf of

unramified Witt rings, i.e. the Zariski sheafification of X 7→W(X).

2.4.7. Another common indexing convention is

πi,j(E) = πi−j(E)−j .

We also use the common abbreviations

πi(E)j = πi(E)j(k) and πi,j(E) = πi,j(E)(k).

Note that

πi,j(E) = [Si,j , E].

If the base S is not the spectrum of a field, we will only employ the notation πi,j(E), with the above
meaning.

2.5. Completion and localization.

2.5.1. For any set of numbers S (or more generally S ⊂ π∗∗(1)) and E ∈ SH(S) there exists an initial
S-periodic spectrum E′ under E. In other words for every x ∈ S the endomorphism of E′ induced by x is
an equivalence. See e.g. [BH17, §12.1]. For the sets S = {x} and (given a prime p) S = {n | (n, p) = 1}
we respectively denote E′ by E[1/x] and E(p). These localizations may be computed as the mapping
telescope of appropriate endomorphisms [BH17, Lemma 12.1], i.e. “in the expected way”. We write
E ⊗Q for the result of inverting all primes (i.e. S = Z \ 0).

We write

SH(S)[x−1] ⊂ SH(S)
for the category of x-periodic spectra.

2.5.2. Given a prime p and E ∈ SH(S), there exists an initial p-complete spectrum E∧
p under E; in

other words whenever F is p-periodic (i.e. F ≃ F [1/p]) then [F,E∧
p ] = 0. Moreover

E∧
p ≃ lim

n
E/pn,

where E/pn denotes the cofiber of the endomorphism of multiplication by pn. See e.g. [Bac18d, §2.1].
A similar discussion holds for other graded endomorphisms of 1; e.g.

E∧
η ≃ lim

n
E/ηn.
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2.5.3. We record some basic facts about these constructions. Recall the derived p-completion of abelian
groups L∧

pA ∈ SH from §2.2.

Lemma 2.14. (1) Let E ∈ SH(k). Then πi(E(p))j ≃ (πi(E)j)(p).
(2) Let E ∈ SH(S). There is a split short exact sequence

0→ π0L
∧
p πi(E)j → πi(E

∧
p )j → π1L

∧
pπi−1(E)j → 0.

The map πi(E)j → πi(E
∧
p )j factors as

πi(E)j → π0L
∧
pπi(E)j → πi(E

∧
p )j ,

all maps being the canonical ones.

Beware the absence of underlines in (2)!

Proof. (1) Immediate.
(2) Since map(Σi,j1,−) preserves p-completions, this follows from the analogous statement for ordi-

nary spectra (see e.g. [BK87, Proposition VI.5.1]). For last assertion, apply the result to E≥i → E. �

Corollary 2.15. Let E ∈ SH(S). If πi,j(E)→ πi,j(E)∧p is injective then so is πi,j(E)→ πi,j(E
∧
p ).

Proof. By Lemma 2.14 the map πi,j(E) → πi,j(E
∧
p ) factors as πi,j(E)

α−→ π0L
∧
pπi,j(E) →֒ πi,j(E

∧
p ) so

it suffices to show that α is injective. As reviewed in §2.2, the injection πi,j(E) →֒ πi,j(E)∧p factors as

πi,j(E)
α−→ π0L

∧
pπi,j(E)→ πi,j(E)∧p . The result follows. �

2.5.4. We often employ localization and completion together, using the following well-known result.

Lemma 2.16. Let C be a presentable stable ∞-category, E ∈ C and p an integer. Then E ≃ 0 if and
only if E[1/p] ≃ 0 and E∧

p ≃ 0 (equivalently, E/p ≃ 0; a fortiori this holds if E(p) ≃ 0).
Similarly if C is presentably symmetric monoidal, L ∈ C is invertible and x ∈ π0(L) then E ≃ 0 if and

only if 0 ≃ E∧
x and 0 ≃ E[1/x].

Proof. We give the proof of the second statement, the proof of the first one is obtained by replacing x
by p. Note that by the definition of E∧

x as a localization, we have E∧
x ≃ 0 if and only if E/x ≃ 0, i.e.

x : E → E ∧ L is an equivalence, i.e. E ≃ E[1/x]. We thus need to show that E ≃ 0 if and only if
(E ≃ E[1/x] and E[1/x] ≃ 0), which is clear. �

2.6. Very effective spectra. We write

SH(k)veff ⊂ SH(k)
for the subcategory generated under colimits (equivalently, colimits and extensions [Bac17, Remark after
Proposition 4]) by spectra of the form Σ∞

+X , with X ∈ Smk. This is the non-negative part of a t-

structure [Lur16, Proposition 1.4.4.11]. If E ∈ SH(k)eff, then E ∈ SH(k)eff≥0 = SH(k)veff (respectively

E ∈ SH(k)eff≤0) if and only if πi(E)0 = 0 for i < 0 (respectively i > 0) [Bac17, §3].

2.7. Inverting ρ.

2.7.1. We denote by

ρ : 1→ Gm

the map corresponding to −1 ∈ O×. Then there is a canonical equivalence [Bac18a]

SH(S)[ρ−1] ≃ SH(RS),
where RS denotes the real space associated with S [Sch94, (0.4.2)] and SH(RS) means sheaves of spectra
on the topological space RS. One puts Sper(A) := RSpec(A).

Corollary 2.17. Let {kα/k} be the set of real closures of k. Then the canonical functor

SH(k)[ρ−1]→
∏

α

SH(kα)[ρ−1] ≃
∏

α

SH

is conservative.

Proof. Immediate from knowing the stalks of the small real étale site of k [Sch94, Proposition 3.7.2].
The last equivalence comes from Sper(k) ≃ {∗} for k real closed. �

Given topological spaces X,Y , write C(X,Y ) for the set of continuous maps from X to Y .
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Corollary 2.18. For a local ring k, we have

π∗1k[ρ
−1] ≃ C(Sper(k), πs∗) ≃ C(Sper(k),Z)⊗ πs∗.

Here Z and πs∗ are given the discrete topologies.

Proof. We need to compute [Σ∗
1,1]SH(Sper(k)). We can do this using the descent spectral sequence

Hp
rét(k, π

s
q)⇒ [Σq−p1,1]SH(Sper(k)).

Since the real étale cohomological dimension of local rings is 0 [Sch94, Theorem 7.6], the spectral sequence
collapses and yields

[Σ∗
1,1]SH(Sper(k)) ≃ H0

rét(k, π
s
∗) ≃ C(Sper(k), πs∗).

This proves the first equivalence. For the second, it suffices to prove that if X is a topological space
and A is a finitely generated abelian group, then C(X,A) ≃ C(X,Z)⊗A. For this it is enough to show
that the functor C(X,−) is exact. Since finite sums of abelian groups are products, their preservation is
clear. Given an exact sequence

0→ A→ B → C → 0

of abelian groups, exactness of

0→ C(X,A)→ C(X,B)→ C(X,C)→ 0

is clear at all but the last place; i.e. we need to show that C(X,−) preserves surjections. This is true since
if α : A→ B is a surjection of abelian groups, then there exists a set-theoretic (and so continuous) section
s : B → A, and then C(X, s) is a set-theoretic section of C(X,α), whence the latter is surjective. �

2.7.2. If RS = {∗} (such as if S = Spec(R), with R = Z,Z[1/2],Q,R, and so on) then SH(S)[ρ−1] ≃
SH. In this situation we denote by rR the composite

rR : SH(S)→ SH(S)[ρ−1] ≃ SH(RS) ≃ SH.
By construction, the equivalence is given by taking global sections. If S = Spec(R), then rR is equivalent
to the functor induced from the one sending a smooth variety X/R to its topological space of real points
[Bac18a, §10].

2.7.3. The above will arise for us mainly as follows. For E ∈ SH(k) there is a functorial splitting

E[1/2] ≃ E[1/2, 1/η]∨ E[1/2]∧η =: E[1/2]− ∨ E[1/2]+.

Equivalently, the ring GW(k)[1/2] ≃ [1[1/2],1[1/2]]SH(k) splits as

GW(k)[1/2] ≃W(k)[1/2]× Z[1/2].

We obtain a splitting at the level of categories

SH(k)[1/2] ≃ SH(k)[1/2]− × SH(k)[1/2]+.
For any E ∈ SH(k), η acts as an isomorphism on E[1/2]− and as zero on E[1/2]+. On the other hand

(2.1) ηρ = −2 on SH(k)[η−1],

and ρ is nilpotent on E[1/2]+. See [Bac18a, Lemma 39] for all of this. We deduce the following.

Corollary 2.19. Let k be uniquely orderable. Then

SH(k)[1/2, 1/η] rR−→ SH[1/2]
is an equivalence.

For any field k, with set of real closures {kα}, the functor

SH(k)[1/2, 1/η] (rα
R
)α−−−−→
∏

α

SH[1/2]

is conservative.

Proof. The first claim is clear from the above discussion. The second is an immediate consequence of
Corollary 2.17. �

One easily deduces the motivic Serre finiteness theorem [ALP17]

(2.2) π∗(1[η
−1])⊗Q ≃W ⊗Q.

Remark 2.20. Since η is the geometric Hopf map, rR(η) comes from the Hopf map S1 → P1(R) ≃ S1.
This is just the squaring map, and so rR(η) = 2. This observation is closely related to (2.1).
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3. Adams operations for the motivic spectrum KO

Throughout this section we will work with base schemes S such that 1/2 ∈ S.

3.1. Summary. See §3.2 for the definition of the motivic spectra KO,KGL and the Bott element β (and
the table of notation in §1.7 for the meaning of nǫ).

Theorem 3.1. Let n be odd. For every scheme with 1/2 ∈ S we construct a map ψn : KOS [1/n] →
KOS [1/n] ∈ SH(S). These maps satisfy the following properties.

(1) They are compatible with base change (up to homotopy).
(2) We have ψn(β) = n2 · n2

ǫ · β.
(3) ψn is a morphism of E∞-ring spectra.
(4) The following diagram commutes (up to homotopy)

KO[1/n] −−−−→ KGL[1/n]

ψn

y ψn

y

KO[1/n] −−−−→ KGL[1/n],

where ψn : KGL[1/n] → KGL[1/n] is the usual Adams operation; see e.g. [Rio10, Definition
5.3.2 and sentences thereafter].

Remark 3.2. Shortly after this article was written, Fasel–Haution supplied a much simpler construction
of operations ψnFH : KO[1/n] → KO[1/n] [FH20]. These operations satisfy (1) and (4) by construction,
and (2) is an immediate consequence of the construction (see Lemma 3.36 for details). Their operations
are only constructed as homotopy ring maps [FH20, Theorem 5.2.4] rather than E∞-ring maps, so they
do not (on the nose) “satisfy” (3). However in the sequel we never use that our operations are E∞
(rather than just homotopy ring maps), so the article [FH20] can be used as a drop-in replacement for
the entirety of this section.

Remark 3.3. For a scheme X , exterior powers of vector bundles induce a special λ-ring structure on
GW(X) [Zib18, FH20]. As in any special lambda ring, there are thus induced Adams operations. From
our construction, it is unclear if these “geometric” operations coincide with the ones induced by the
spectrum maps ψn. On the other hand the spectrum maps ψnFH are by construction closely related to
the geometric operations (see Lemma 3.36).

Remark 3.4. We show in §3.8 that ψn ≃ ψnFH (see Proposition 3.38). One can view this as either
identifying ψn with the geometric operation, or lifting ψnFH to an E∞-operation.

Remark 3.5. One may show that for any n (even or odd), ψn(β) = n2 · n2
ǫ · β, where by ψn we mean the

“geometric” operation mentioned above. This implies that any spectrum map realizing this geometric
operation must invert n2 and n2

ǫ (since β is a unit). If n is odd, then n2
ǫ maps to a unit in Z[1/n] (namely

n2) and also in W(k)[1/n] (namely 1), whence is a unit in GW(k)[1/n] and so KO[1/(n2 ·n2
ǫ)] ≃ KO[1/n].

One the other hand if n is even then the image of n2
ǫ in W(k) is 0 and so

KO[1/(n2 · n2
ǫ)] ≃ KO[1/2]+[1/(n2 · n2

ǫ)] ∨KO[1/2]−[1/(n2 · n2
ǫ)] ≃ KO[1/n]+.

An Adams operation ψn : KO[1/n]+ → KO[1/n]+ for n even satisfying all expected properties exists but
is not very interesting; see Remark 3.26.

Remark 3.6. The endofunctors of SH(k) given by E 7→ E≥0 and E 7→ E[η−1] are respectively lax and
strong symmetric monoidal (the former being the composite of the strong symmetric monoidal functor
SH(k)≥0 →֒ SH(k) and its hence lax symmetric monoidal right adjoint, and the latter being a smashing
localization). It follows that the functor

SH(k)→ SH(k), E 7→ E≥0[η
−1]

is lax symmetric monoidal. Applying it to the homotopy ring map ψn : KO[1/n]→ KO[1/n] we obtain

ψn : kw[1/n]→ kw[1/n] ∈ CAlg(hSH(k)).
Example 3.7. We will use many times the following fact: if E → F ∈ SH(S) is any morphism, then
the induced map π∗∗(E)→ π∗∗(F ) is a π∗∗(1)-module morphism. For example, suppose that KO0(S) is
generated by elements of the form 〈a〉, for a ∈ O(S)× (e.g. S the spectrum of a field or Z[1/d!] [BW20,
Lemma 5.5]). Then π0,0(1) → π0,0(KO) is surjective, and hence any ring map ψ : KO → KO acts
trivially on π0,0(KO). More generally, ψ acts trivially on the image of π∗∗(1)→ π∗∗(KO), e.g. on η.
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Here is a sketch of our construction. We view KGL as a motivic spectrum with (homotopy coher-
ent) C2-action coming from passage to duals. Using the Gepner–Snaith theorem, we construct a C2-
equivariant E∞-endomorphism ψnGS of KGL[1/n]. By the homotopy fixed point theorem, over sufficiently

nice base schemes, like Z[1/2], KGLhC2 is 2-adically equivalent to KO. We obtain for n odd an E∞-

endomorphism ψnhGS on KO+ := KGLhC2 . There is a fracture square for KO involving KO+, KO[1/2]−

and KO∧
2 [1/2]

−. To build our Adams operation on KO[1/n] we will choose a compatible operation ψn− on
KO[1/2]−. We have SH(Z[1/2])[1/2]− ≃ SH[1/2] (see §2.7), and KO[1/2]− corresponds to the topologi-
cal orthogonal K-theory spectrum KOtop[1/2] under this equivalence. It thus seems natural to let ψn− be

the topological Adams operation on KOtop[1/2n]. Since KO∧
2 [1/2]

− ∈ SH(Z[1/2])⊗Q− ≃ D(Q), compat-
ibility of ψnhGS and ψn− is purely a question about homotopy groups. The operation ψn− on KOtop[1/2n]
acts on a generator of π4 by multiplication by n2. We can write ψnhGS(β) = aβ, for some a ∈ GW(Z[1/2])∧2 ,
and the compatibility is equivalent to requiring that the image of a in W(Z[1/2])∧2 [1/2] ≃ Q2 be n2. Our
proof of this ultimately relies on the fact that the space of E∞-endomorphisms of KUtop is discrete, i.e.
Goerss–Hopkins obstruction theory.

Remark 3.8. This proof seems very unsatisfying to the authors. We believe that the Grothendieck–Witt
space of any scheme should admit E∞ Adams operations after inverting the relevant integer, functorially
in the scheme. Presumably this should be related to the spectral λ-ring theory of Barwick–Glasman–
Mathew–Nikolaus. This operation would coincide with Zibrowius’ one essentially by construction, and
the fact that ψn(β) = n2 · n2

ǫ · β would be a fairly straightforward computation. Taking suspension
spectra and inverting the Bott element (see §3.2), we would immediately obtain an E∞ Adams operation
on KO[1/n].

Unfortunately we have been unable to implement this idea, forcing us to perform the contortions
sketched above instead.

Along the way, we also determine the real realization of KO. Recall the real realization functor rR from
§2.7.2. Note that the periodicity generator β : S8,4 → KO gives a periodicity of degree 4 in rR(KOS), so
this spectrum cannot possibly be the topological KOtop.

Lemma 3.9. Let S = Spec(R).

(1) rR(KGL) = 0
(2) The map rR(KO)→ rR(KO∧

2 ) identifies with KOtop[1/2]→ (KOtop)∧2 [1/2].

3.2. Motivic ring spectra KO and KGL.

3.2.1. Recall that BC2 is the ordinary 1-category with one object C2, and space of endomorphisms
given by the group C2 of order 2. The category BC⊳2 is obtained by adding an initial object ∗; in other
words BC⊳2 is equivalent to the opposite of the ordinary 1-category of C2-orbits (i.e. the subcategory of
FinC2 on the two objects C2 and ∗). For a category C, Fun(BC2, C) is the category of objects in C with
a homotopy coherent C2-action. Given X ∈ Fun(BC2, C) we write XhC2 ∈ C for its limit. The functor
Fun(BC⊳2 , C) → Fun(BC2, C) given by evaluation at C2 admits a (partially defined) right adjoint (the
right Kan extension) sending X ∈ Fun(BC2, C) to the diagram XhC2 → X [Lur09, Proposition 4.3.2.17
and Definition 4.3.2.2]. It follows that given any object (X → Y ) ∈ Fun(BC⊳2 , C) there is a functorially
induced morphism X → Y hC2 ∈ C (provided that Y hC2 exists).

3.2.2. The group completion or (direct sum) K-theory functor

CMon(Grpd)→ CMon(Grpd)gp → Spc∗

(with the second functor being the forgetful one, using that Grpd ≃ Spc) is lax symmetric monoidal
(e.g. use [GGN16, Theorem 5.1] and the fact that right adjoints of symmetric monoidal functors are lax
symmetric monoidal) and hence induces

K⊕ : CAlg(CMon(Grpd))→ CAlg(Spc∗).

Here we use the convention that for a symmetric monoidal category C⊗, CAlg(C) = CAlg(C⊗) denotes
the category of E∞-algebras, and for any category D (symmetric monoidal or not) with finite products
CMon(D) := CAlg(D×). The symmetric monoidal structure on CMon(Spc) is given by tensor product,
and the one on Spc∗ by smash product.
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3.2.3. Let S be a scheme. Write Vect(S) for the ordinary 1-groupoid of vector bundles on S. This
carries the following structures.

• For V,W ∈ Vect(S), there is the direct sum V ⊕W ∈ Vect(S); this way Vect(S) becomes an
object in CMon(Grpd).
• For V,W ∈ Vect(S), there is their tensor product V ⊗W ∈ Vect(S). This operation distributes
over the sum, promoting Vect(S) to CAlg(CMon(Grpd)).
• For V ∈ Vect(S), there is the dual V ∗ = Hom(V,OS). This operation commutes with sum and
tensor product, and there is a functorial isomorphism (V ∗)∗ ≃ V . Hence Vect(S) is promoted
to Fun(BC2,CAlg(CMon(Grpd))).2
• For f : X → Y ∈ Sch, there is a pullback operation f∗ : Vect(Y )→ Vect(X). This is compatible
with composition in f , and also with all the previous structures.

All in all we obtain

Vect : BC2 × Schop → CAlg(CMon(Grpd)).
Applying K⊕ we get K⊕Vect : BC2 × Schop → CAlg(Spc∗), or equivalently

K⊕Vect ∈ Fun(BC2,CAlg(P(Sch)∗)).
If X ∈ Sch is affine, then K⊕Vect(X) is the K-theory space of X [TT90, Theorem 7.6], but in general
this is not correct. We can fix this issue by passing to Zariski sheaves:

K := LZarK
⊕Vect ∈ Fun(BC2,CAlg(P(Sch)∗)).

Then for every X ∈ Sch the space K(X) is the (Thomason–Trobaugh) K-theory space of X [TT90,
Theorem 8.1].

3.2.4. Consider the homotopy fixed points Vect(S)hC2 . This is an ordinary 1-category, which can be
described as follows: an object consists of a vector bundle V together with isomorphism α : V ≃ V ∗,
such that α∨ corresponds to α under the double dual identification. In other words, Vect(S)hC2 is the
category of non-degenerate symmetric bilinear forms (see e.g. [Sch10a, Definition 2.4]) on S, which we
also denote by Bil(S).

Using §3.2.1, we may thus extend Vect over BC⊳2 to obtain

(Bil→ Vect) : BC⊳2 × Schop → Grpd.
Using that CAlg(CMon(Grpd))→ Grpd preserves limits (being a right adjoint), this further upgrades to

(Bil→ Vect) ∈ Fun(BC⊳2 ,CAlg(CMon(Grpd)).
Applying as before direct sum K-theory and sheafification, we obtain the presheaf

GW := LZarK
⊕Bil ∈ P(SchZ[1/2])∗.

We are restricting the base schemes here to 1/2 ∈ S because then this definition of GW given us the
correct Grothendieck-Witt space [Sch10a, Remark 4.13] [Sch10b, Corollary 8.5]. All in all we have thus
built

(GW→ K) ∈ Fun(BC⊳2 ,CAlg(P(SchZ[1/2])∗)).

3.2.5. Restricting K from P(Sch)∗ to P(SmS)∗ and motivically localizing, we obtain LmotK ∈ CAlg(Spc(S)∗)
and then Σ∞LmotK ∈ CAlg(SH(S)). We have the Bott element βKGL ∈ K̃0(P1) ≃ [S2,1,K] and hence
obtain β′

KGL ∈ π2,1Σ∞LmotK. By definition we have

KGLS := (Σ∞LmotK)[β′−1
KGL] ∈ CAlg(SH(S)).

See [Hoy16a, Proposition 3.2, Lemma 3.3 and Theorem 3.8] for details on periodic E∞-ring spectra; the
upshot is that KGLS is represented by the prespectrum (LmotK, LmotK, . . . ) with bonding maps given
by multiplication by β. It follows from [Hoy16a, Example 3.4] and [TT90, Proposition 6.8 and Theorem
10.8] that if S is Noetherian and regular, then the canonical map K|SmS

→ Ω∞KGLS is an equivalence;
in other words KGL represents algebraic K-theory.

There is a similar Bott element β ∈ G̃W
0
(HP1 ∧HP1) ≃ [S8,4,GW] [PW10b, Definition 5.3, Theorem

5.1], and inverting it in the suspension spectrum we obtain

KOS := (Σ∞LmotK)[β′−1] ∈ CAlg(SH(S)).

2To be precise, the generator of C2 acts via Vect(S) → Vect(S), V 7→ V ∗, α : V
≃−→ W 7→ (α∗)−1 : V ∗ → W ∗. We

must pass to inverses in order to obtain a functor Vect(S) → Vect(S) instead of Vect(S)op → Vect(S).
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Arguing as above, using [Sch17, Theorems 9.6, 9.8 and 9.10] we see that if S is Noetherian, regular, and
1/2 ∈ S, then the canonical map GW|SmS

→ Ω∞KOS is an equivalence; in other words KO represents
hermitian K-theory. In fact (in this situation) [Sch17, Theorem 9.10] implies that

(3.1) Ω∞Σ2n,nKO ≃ GW[n],

where GW[n] is the presheaf of n-shifted Grothendieck–Witt spaces [Sch17, Definition 9.1].
One may show that the image β̄ of β under the map GW→ K is β4

KGL (see e.g. [RØ16, Proposition
3.3]). It follows that we could equivalently define KGL as (Σ∞LmotK)[β̄′−1], and in particular we obtain
a morphism of E∞-rings KO→ KGL. We now make this C2-equivariant.

3.2.6. Consider the functor

F : CAlg(SH(S))→ Cat, E 7→ 2π∗∗E ;

in other words F (E) is the set of subsets of π∗∗E. We view this power set as a category (in fact poset)
by partially ordering it by inclusion. The functor F classifies a fibration (by [Lur09, Theorem 3.2.0.1])

CAlg(SH(S))mrk → CAlg(SH(S)).

Thus the objects of CAlg(SH(S))mrk are pairs (E,X) with E ∈ CAlg(SH(S)) and X ⊂ π∗∗(E), and

the morphisms (E,X)→ (E′, X ′) are morphisms E
α−→ E′ such that α∗(X) ⊂ X ′. In particular given a

functor b : C → CAlg(SH(S)), a lift of b to CAlg(SH(S))mrk is a section of F , or in other words a choice
for every object c ∈ C of Xc ⊂ π∗∗(b(c)) subject to the condition that for every map α : c′ → c ∈ C we
have b(α)∗(Xc′) ⊂ Xc.

The functor CAlg(SH(S)) → CAlg(SH(S))mrk, E 7→ (E, π∗∗(E)×) has a left adjoint which sends
(E,X) to the initial E-algebra in which all elements of X become invertible.

3.2.7. We have the functor

(Σ∞LmotGW→ Σ∞LmotK) : BC⊳2 → CAlg(SH(S)).

We lift this to a functor BC⊳2 → CAlg(SH(S))mrk by choosing the sets {β′} and {β̄′} respectively.
Here β̄′ is the image β′4

KGL of β′ in π∗∗Σ
∞LmotK) and so fixed by the C2-action. Composing with the

localization functor CAlg(SH(S))mrk → CAlg(SH(S)) we obtain

(KOS → KGLS) ∈ Fun(BC⊳2 ,CAlg(SH(S)).

3.2.8. It is straightforward to make this entire construction functorial in S as well.

3.2.9. It can be shown that the space LmotK (respectively LmotGW) is motivically equivalent to the
product of Z and the infinite Grassmannian (respectively the infinite orthogonal Grassmannian) [ST15,
Proposition 8.1 and Theorem 8.2] [Hoy16b, Corollary 2.10]. Since Grassmannians are stable under base
change, so are the motivic spaces LmotK and LmotGW, and hence so are the spectra KGL and KO.

3.2.10. Recall the real realization functor rR from §2.7.2. We now determine rR(KO) (and rR(KGL)).

Proof of Lemma 3.9. (1) Since KGL ≃ Σ∞(Z×Gr)[β−1
KGL] we get rR(KGL) ≃ Σ∞(Z×Gr(R))[rR(βKGL)

−1].
It suffices to show that rR(βKGL) ∈ π1(Z ×Gr(R)) is nilpotent. Since Gr(R) ≃ BO, by Bott periodicity
[Kar05, §4.1] we have π3(Z×Gr(R)) ≃ π2(O) ≃ 0, whence the result.

(2) The Wood cofiber sequence [RØ16, Theorem 3.4] Σ1,1KO
η−→ KO→ KGL together with rR(η) = 2

(Remark 2.20) and (1) implies that rR(KO) is 2-periodic. We deduce that rR(KO) ≃ rR(KO[1/2]−) ≃
rR(KW[1/2]), and this was shown to be KO[1/2] in [Rön16, Theorem 4.4]. It also follows that rR(KO∧

2 )
is rational, and to conclude it suffices to show that π∗rR(KO∧

2 ) ≃ Q2[β
±1]. We have (see Corollary 2.19

for the first step)

π∗rR(KO∧
2 ) ≃ π∗(KO∧

2 [1/2]
−) ≃ π∗(KO∧

2 [1/η, 1/2]) ≃ π∗(KO∧
2 [1/(βη

4), 1/2]).

For n < 0 we have πn(KO) ≃W (R) ≃ Z if n ≡ 0 (mod 4), and = 0 else; in either case multiplication by
βη4 is an isomorphism [Sch17, Proposition 6.3] [Bal05, Theorem 1.5.22]. This implies that πn(KO∧

2 ) ≃ Z∧
2

or 0, depending on n as before, the same is true in the colimit along βη4. The result follows. �

3.3. The Gepner–Snaith and homotopy fixed point theorems.
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3.3.1. The presheaf Gm : X 7→ O(X)× defines an abelian group object in P(SmS). Sending an element
to its inverse inverse lifts this to Gm ∈ Fun(BC2,Ab(P(SmS)≤0)). Let L ⊂ Vect denote the subgroupoid
spanned sectionwise by the trivial line bundle O. This is closed under tensor products and duals, and
hence defines a subfunctor

L →֒ Vect : BC2 → CMon(P(SmS)).

By inspection ΩL is discrete, and identifies with Gm. Since L is (sectionwise) connected, we thus obtain
BGm ≃ L →֒ Vect. Composing with Vect→ Ω∞KGL and using the adjunction

Σ∞
+ ⊣ Ω∞ : CMon(P(SmS))⇆ CAlg(SH(S))

we obtain a map3

Σ∞
+ BGm → KGL ∈ Fun(BC2,CAlg(SH(S))).

We also have the map

β̃KGL : S2,1 ≃ Σ∞P1 → Σ∞P∞ ≃ Σ∞BGm → Σ∞
+ BGm,

employing the stable splitting X+ ≃ X ∨ S0. The image of β̃KGL in π∗∗KGL is the Bott element βKGL

[GS09, Proposition 4.2]. We may thus lift the map Σ∞
+ BGm → KGL to Fun(BC2,CAlg(SH(S))mrk)

by choosing the sets {β̃KGL, σβ̃KGL} and {βKGL,−βKGL} respectively above Σ∞
+ BGm and KGL (here σ

denotes the action by C2, so that in particular σβKGL = −βKGL). Inverting the marked elements and
noting that βKGL,−βKGL are units in KGL we obtain the Gepner–Snaith map

Σ∞
+ BGm[β̃−1

KGL, σβ̃
−1
KGL]→ KGL ∈ Fun(BC2,CAlg(SH(S))).

Lemma 3.10. The Gepner–Snaith map is an equivalence.

Proof. We have Σ∞
+ BGm[β̃−1

KGL] ≃ KGL by [GS09, Theorem 4.17]. The image of σβ̃KGL in this ring is a
unit (e.g. because it corresponds to −βKGL), so the further inversion does nothing. �

3.3.2. Since Gm is a discrete abelian group object, we have the endomorphisms ψn : Gm → Gm, x 7→ xn

for all n ∈ Z, and they all commute. In particular we obtain

ψn : Gm → Gm ∈ Fun(BC2,Ab(P(SmS)≤0)).

This deloops to
ψn : BGm → BGm ∈ Fun(BC2,CMon(P(SmS))).

Lemma 3.11. The composite

S2,1 β̃KGL−−−→ Σ∞
+ BGm

Σ∞
+ Bψn

−−−−−→ Σ∞
+ BGm → KGL

is homotopic to nβKGL.

Proof. The stable splitting P1 → P1
+ induces the map

K0(P1
+) ≃ K0(∗)[O(1)]/(O(1)− 1)2 → K0(P1) ≃ K0(∗)

a+ bO(1) 7→ b.

The element

P1
+ → BGm+

Bψ−−→ BGm+ → KGL ∈ K0(P1
+)

corresponds to
O(1)⊗n = ([O(1)− 1] + 1)n = 1 + n[O(1)− 1]

which thus maps to nβKGL as desired. �

We can thus form the following composite in Fun(BC2,CAlg(SH(S))mrk)

(Σ∞
+ BGm, {β̃KGL, σβ̃KGL})

ψn

−−→ (Σ∞
+ BGm, {ψn(β̃KGL), σψ

n(β̃KGL)})→ (KGL, {nβKGL,−nβKGL}).
Inverting the marked elements we obtain

KGL ≃ Σ∞
+ BGm[β̃−1

KGL, σβ̃
−1
KGL]→ KGL[nβ−1

KGL] ≃ KGL[1/n].

Further inverting n in the source, we finally arrive at

ψnGS : KGL[1/n]→ KGL[1/n] ∈ Fun(BC2,CAlg(SH(S))).
Proposition 3.12. The underlying map ψnGS : KGL[1/n]→ KGL[1/n] coincides (up to homotopy) with
the map ψnRiou constructed by Riou [Rio10, Definition 5.3.2 and sentences thereafter].

3Note that if C ⇆ D is an adjunction then so is Fun(A, C)⇆ Fun(A,D), e.g. by [BH17, Lemmas D.3 and D.6].
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Proof. Since both operations are stable under base change, we may assume that S = Spec(Z). By [Rio10,
Remark 5.2.9] the map

[KGL,KGL]→ [Σ∞
+ P∞,KGL] ≃ ZJUK

is injective. Here U = O(1)− 1 is the first Chern class of the tautological bundle. The image of ψnRiou is
(1 + U)n [Rio10, Definition 5.3.2]. It suffices to verify that the same holds for ψnGS. The image in this
case is given by

Σ∞
+ P∞ ≃ Σ∞

+ BGm
Bψn−−−→ Σ∞

+ BGm → KGL.

This corresponds to O(1)⊗n = (1 + U)n by construction. �

Remark 3.13. In light of [Rio10, §3], this means that the ψnGS act on (higher) algebraic K-groups in the
same way as any of the other standard constructions.

3.3.3. The map

KO→ KGL ∈ Fun(BC⊳2 ,CAlg(SH(S)))
induces by definition a map

KO→ KGLhC2 .

Proposition 3.14. Let S be Noetherian, regular, 1/2 ∈ S and vcd2(s) < ∞ for all s ∈ S. Then the

map KO→ KGLhC2 is a 2-adic equivalence.

Proof. It suffices to show that for every (absolutely) affine, smooth S-scheme X the morphism

map(Σ2n,nX+,KO)/2→ map(Σ2n,nX+,KGLhC2)/2

is an equivalence. Since these spectra are periodic, we may assume that n ≥ 0, and then since X is
arbitrary we may assume that n = 0. Since X is a QL-scheme in the sense of [BKSØ15, Definition
2.1], the claim follows from [BKSØ15, Theorem 2.4 and Corollary 2.6]. To be precise, their definition of
(Hermitian) K-theory (and the involution on K-theory) uses perfect complexes, but the evident functor
Vect→ Perf is duality preserving (when using the 0-shifted duality on Perf, which is why we reduced to
n = 0) and induces an equivalence on (Hermitian) K-theory spaces, as we have seen in §3.2.5. �

Definition 3.15. Let n be odd, whence invertible in Z∧
2 . We denote by

ψnhGS : KO∧
2 → KO∧

2

the map induced from ψnGS by completing at 2 and taking homotopy fixed points. (If the base scheme
does not satisfy the assumptions of Proposition 3.14, pull back from Z[1/2].)

3.4. Action on the Bott element. For an algebraically closed field K̄ of characteristic zero, the group
K2(K̄) is uniquely divisible, and K1(K̄) = K̄× ≃ Q/Z⊕D where Q/Z corresponds to the roots of unity
and D is uniquely divisible [Wei13, Theorem VI.1.6]. This implies (using e.g. Lemma 2.14(2)) that
π2(KGL(K̄)∧2 ) ≃ Z∧

2 .

Lemma 3.16. The action of ψn on π2(KGL(K̄)∧2 ) is given by multiplication by n.

Proof. We have π2(KGL(K̄)∧2 ) ≃ π1L
∧
2K1(K̄), compatibly with the Adams action. It thus suffices to

show that the action on K1(K̄) is multiplication by n, i.e. ψn([a]) = [an]. This is [Wei13, Example
IV.5.4.1]. �

Viewing GL(K) as a discrete topological group, apply the topological +-construction to obtain a
space BGL(K)+ × Z with πi(BGL(K)+ × Z) = Ki(K) for i ≥ 0. In this model, the C2-action on
K(K) ≃ BGL(K)+ × Z is induced from the automorphism of GL(K) given by A 7→ A−T (and the
identity on Z). If K = R or K = C, we can give GL(K) its usual topology instead; denote the result by
GL(Ktop). Functoriality of the +-construction yields

K(K)→ BGL(Ktop)+ × Z ∈ Fun(BC2,SH≥0).

These maps are in fact p-adic equivalences for all p [Sus84, Corollary 4.7].

Lemma 3.17. Let E ∈ Fun(BC2 × BC′
2,CAlg(SH)) denote ku∧2 with its usual action by complex con-

jugation and passage to dual bundles. Suppose given a map ψ : E → E such that the induced map on π2
is given by multiplication by the odd integer n. Then the induced endomorphism of

((EhC2)≥0)
hC′

2

acts by multiplication by n−2 on π−4.
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Proof. By Goerss–Hopkins obstruction theory, the space MapCAlg(SH)(KU∧
2 ,KU∧

2 ) is discrete and iso-

morphic to HomCAlg♥(π∗KU∧
2 , π∗KU∧

2 ) ≃ (Z∧
2 )

× via evaluation at the Bott element [GH04, Corollary

7.7]. K(1)-localization and connective cover provide inverse equivalences MapCAlg(SH)(KU∧
2 ,KU∧

2 ) ≃
MapCAlg(SH)(ku

∧
2 , ku

∧
2 ). It follows that

MapFun(BC2×BC′
2,CAlg(SH))(E,E) ≃MapCAlg(SH)(E,E)hC2×C

′
2

is also discrete. The upshot of all this is that ψ is just given by the ordinary ψn, made equivariant with
respect to C2 × C′

2 in the usual way.
We have (EhC2)≥0 ≃ ko∧2 and the induced action by C′

2 is trivial (since ko ≃ BO+ ×Z and transpose
coincides with inverse on orthogonal matrices). By the above discussion, the map induced by ψ is the
usual Adams operation ψn on ko∧2 , made compatible with the trivial action in the canonical (trivial)

way. We thus need to show that the Adams action on π−4(ko
∧
2 )
hC′

2 ≃ (ko∧2 )
4RP∞

+ is by multiplication
by n−2.

We first consider the KO-cohomology. Let us write x ∈ ko4 and β ∈ ko8 for the generators, so that
x2 = 4β. The groups (KO∧

2 )
4∗(RP∞

+ ) can be read off from [Fuj67, Theorem 1] as follows

(KO∧
2 )

4∗RP∞
+ ≃ Z∧

2 [λ, x, β, β
−1]/(λ2 + 2λ, x2 − 4β);

the (KO∧
2 )

∗ ≃ Z∧
2 [x, β, β

−1]/(x2 − 4β)-algebra structure (coming from pullback along RP∞ → ∗) is the
evident one. Here |λ| = 0 and λ corresponds to O(1) − 1. The algebra structure is compatible with
Adams operations (here we are crucially using that ψ is compatible with the trivial action in the trivial
way). Note that ψ(λ) = λ. For this it suffices to show that ψ(O(1)) = O(1); but ψ(O(1)) = O(n)
[Ada62, Theorem 5.1(iii)] and O(2) ≃ O (e.g. since O(2) = (1 + λ)2 = 1 since λ2 = −2λ), so this holds
since n is odd. It follows that the Adams action on (KO∧

2 )
4∗(RP∞

+ ) is via multiplication by n−2∗, since
this holds for the generators 1 (ψ being a ring map), λ (as seen above), and x, β±1 (which can be checked
in KO∗, where it e.g. follows from the injection into KU∗)

It remains to observe that (ko∧2 )
4(RP∞

+ )→ (KO∧
2 )

4(RP∞
+ ) is injective. Indeed the obstruction to this

is
[Σ−3RP∞

+ , (KO∧
2 )<0] = [Σ−3RP∞

+ , (KO∧
2 )≤−4] = 0.

�

Theorem 3.18. Let S be a scheme with 1/2 ∈ S and n odd. The action of ψnhGS on the Bott element
β is given by multiplication by n2 · n2

ǫ .

Proof. It suffices to prove the result for S = Spec(Z[1/2]). We can write ψnhGS(β) = aβ, for some
a ∈ GW(Z[1/2])∧2 ; we need to show that a = n2 · n2

ǫ . Since the map KO∧
2 → KGL∧

2 is compatible with
the Adams action by construction, it follows (e.g. from Lemma 3.11) that rk(a) = n4. Hence (using
Lemma 2.9) it suffices to prove that a has image n2 in W(Z[1/2]).

We first prove the result for S = Spec(R) instead. Consider

E = KGL∧
2 (C) := mapSH(R)(Σ

∞
+ Spec(C),KGL∧

2 ) ∈ Fun(BC2 ×BC′
2,SH);

here the first action comes from complex conjugation and the second from the C2-action on KGL (i.e.
taking duals). We have a map E → K(Ctop)∧2 ≃ ku∧2 which is an equivalence by Suslin’s theorem [Sus84,
Corollary 4.7]. It is C2 × C′

2-equivariant for the usual action on ku∧2 . By Lemma 3.16 the action of ψn

on π2E is by multiplication by n. We may hence apply Lemma 3.17 to deduce that the Adams action
on π−4((E

hC2)≥0)
hC′

2 is by multiplication by n−2. By the Quillen–Lichtenbaum conjecture for algebraic
K-theory [RØ05, Theorem 2] we have ((KGL(C)∧2 )

hC2)≥0 ≃ KGL(R)∧2 . We thus learn that ψnhGS acts by
multiplication by n−2 on π−4(KO(R)∧2 ) ≃W(R)∧2 {η4β−1}. The claim (over R) follows since the Adams
action on η must be trivial (since it comes from the sphere spectrum; see Example 3.7).

Now we go back to S = Spec(Z[1/2]). It would be enough to show that ψnhGS(β) = aβ, for some
a ∈ GW(Z)∧2 ⊂ GW(Z[1/2])∧2 . Indeed then we could determine a by comparison with S = Spec(R).
This argument indeed works; see Lemma 3.37. Since the proof of Lemma 3.37 is rather involved (in that
it relies on [CDH+20]), we provide here an alternative way of proceeding. It is enough to show that
ψnhGS acts on π−4(KO∧

2 ) ≃W(Z[1/2])∧2{β−1η4} by multiplication by n−2. By arguing as in for example
[BW20, proof of Theorem 5.8], we find that

(∗) W(Z[1/2]) ≃ Z[g]/(g2, 2g),

where g := 〈2〉 − 1.
Consider the decomposition

Spec(F2)
i−→ Spec(Z)

j←− Spec(Z[1/2]).
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The sequence of functors

Perf(F2)
i∗−→ Perf(Z)

j∗−→ Perf(Z[1/2])

induces a localization cofiber sequence K(F2) → K(Z) → K(Z[1/2]) [Wei13, Example 6.11] [TT90,
Theorems 3.21, and 7.4]. The functor i∗ is duality preserving if we give Perf(F2) the duality Hom(−, i!O);
then all the functors become C2-equivariant and we get an induced localization sequence

KGL∧
2 (F2)

hC2 → KGL∧
2 (Z)

hC2 → KGL∧
2 (Z[1/2])

hC2 .

Since i!O ≃ ΣO we see that we get the shifted duality on K(F2). We have K(F2)
∧
2 ≃ HZ∧

2 [Wei13,
Corollary IV.1.13], and the C2-action is given by multiplication by −1, the duality being shifted. In
particular (see e.g. [Čad99, Lemma 1])

π∗(K(F2)
∧
2 )
hC2 = H−∗(BC2,Z

∧
2 ) =

{
0 ∗ even
Z/2 ∗ < 0 odd

.

We thus get a short exact sequence

(∗∗) 0 = π−4KGL∧
2 (F2)

hC2
i∗−→ π−4KGL∧

2 (Z)
hC2

j∗−→ π−4KGL∧
2 (Z[1/2])

hC2

∂−→ π−5KGL∧
2 (F2)

hC2 = Z/2.

We now determine the image of the injection j∗. By the homotopy fixed point theorem and (∗) we
have

π−4KGL∧
2 (Z[1/2])

hC2 ≃W(Z[1/2])∧2 ≃ Z∧
2 [g]/(g

2, 2g) ≃ Z∧
2{1} ⊕ Z/2{g}.

The filtration induced by the homotopy fixed point spectral sequence is the I-adic one, so the first two
subquotients are

gr0(Z[1/2]) = W(Z[1/2])/I ≃ F2{1} and gr2(Z[1/2]) = I(Z[1/2])/I2 ≃ F2{〈−1〉, 〈2〉},

which must be a subquotient of the appropriate group e
(i)
2 (Z[1/2]) = H4+i(C2,Ki(Z[1/2])

∧
2 ) on the E2

page. By [Mil71, Corollary 16.3]

K1(Z[1/2])
∧
2 ≃ (Z[1/2]×)∧2 ≃ Z∧

2 ⊕ Z/2,

and also K0(Z[1/2])
∧
2 ≃ Z∧

2 . We deduce that e
(i)
2 (Z[1/2]) is a finite abelian group of rank at most 1

if i = 0, and at most 2 if i = 1; since the subquotient gri(Z[1/2]) has the same rank we find that

e
(i)
2 (Z[1/2]) = gri(Z[1/2]). The map e

(0)
2 (Z) → e

(0)
2 (Z[1/2]) is an isomorphism, which implies that

gr0(Z) → gr0(Z[1/2]) is injective. On the other hand K1(Z)
∧
2 ≃ Z×, which implies that the map

e
(1)
2 (Z) → e

(1)
2 (Z[1/2]) ≃ F2{〈−1〉, 〈2〉} is an injection onto F2{〈−1〉}. These facts together imply that

j∗ : π−4KGL∧
2 (Z)

hC2 → π−4KGL∧
2 (Z[1/2])

hC2 does not hit the element g. Consequently ∂(g) = 1 and
∂(1 + ǫg) = 0 for some ǫ ∈ {0, 1}. Let us put α := 1 + ǫg. It follows from exactness of (∗∗) that

π−4KGL∧
2 (Z)

hC2 ≃ Z∧
2{α} ⊂ π−4KGL∧

2 (Z[1/2])
hC2 .

Note that we have an action of ψn := ψnGS also on KGL(Z), and hence on KGL∧
2 (Z)

hC2 . It follows
that ψn(α) = pα for some p ∈ Z2. We know (by Example 3.7) that ψ acts on π−4KGL∧

2 (Z[1/2])
hC2 by

multiplication by some element a + ǫ′g ∈ W(Z[1/2]); here a ∈ Z2 and ǫ′ ∈ Z/2. Comparison with the
case S = Spec(R) shows that a = n−2. We thus get

pj∗α = j∗(pα) = j∗(ψ(α)) = ψ(j∗(α)) = (n−2 + ǫ′g)j∗α

and so

p(1 + ǫg) = (n−2 + ǫ′g)(1 + ǫg)

= n−2 + (n−2ǫ+ ǫ′)g.

Comparing coefficients of 1 yields p = n−2, and then comparing coefficients of g yields ǫ′ = 0. This was
to be shown. �
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3.5. The 2-adic fracture square. Recall the following well-known fact.

Lemma 3.19. Let C be a stable, presentable, compactly generated ∞-category and n ∈ Z. Then for
every E ∈ C the natural commutative square

E −−−−→ E[1/n]
y

y

E∧
n −−−−→ E∧

n [1/n]

is cartesian.

Proof. Let X ∈ C be compact. Functors of the form map(X,−) preserve limits and colimits, so comple-
tion and localization, and form a conservative collection. This reduces the result to C = SH where it is
well-known; see e.g. [Bau11, Proposition 2.2]. �

We can apply this with C = SH(S) and n = 2 to obtain the fracture square

(3.2)

E −−−−→ E[1/2] ≃ E[1/2]− ∨ E[1/2]+
y

y

E∧
2 −−−−→ E∧

2 [1/2] ≃ E∧
2 [1/2]

− ∨ E∧
2 [1/2]

+;

here we have used the decomposition of 2-periodic spectra into + and − parts (see §2.7.3).

Definition 3.20. For E ∈ SH(S) we define

E± = E∧
2 ×E∧

2 [1/2]± E[1/2]±.

Note that there are maps

E → E± and E± → E∧
2 → E∧

2 [1/2]
∓.

Lemma 3.21. Let C be an ∞-category and X,A1, A2, B1, B2 ∈ C with maps X → B1×B2 and Ai → Bi.
Then

X ×B1×B2 (A1 × A2) ≃ (X ×B1 A1)×B2 A2.

Proof. Consider the following commutative diagram

(X ×B1 A1)×B2 A2 A1 ×A2 A2

X ×B1 A1 A1 ×B2
B2

A1

X B1 ×B2 B1.

The right hand squares and horizontal rectangles are cartesian, hence so are the left hand squares, and
hence so is the left hand vertical rectangle, by the pasting law [Lur09, Lemma 4.4.2.1]. �

Our slightly unconventional Definition 3.20 is partially justified by the following result.

Corollary 3.22. For E ∈ SH(S) we have cartesian squares

E −−−−→ E[1/2]−
y

y

E+ −−−−→ E∧
2 [1/2]

−

and

E −−−−→ E[1/2]+
y

y

E− −−−−→ E∧
2 [1/2]

+

Proof. Immediate from Lemma 3.21, the fracture square (3.2) and the definition of E±. �

Remark 3.23. Note that if E ∈ CAlg(SH(S)) then E∧
2 , E[1/2]+ = E[1/2]∧η and E[1/2]− = E[1/2, 1/η]

are E∞-rings, and hence so are E± (being pullbacks of E∞-rings along E∞-ring maps). All in all the
fracture squares for E from Corollary 3.22 are pullback diagrams in CAlg(SH(S)).
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3.6. Proof of the main theorem.

Lemma 3.24 (Heard). The diagram (α : KO → KGL) ∈ Fun(BC⊳2 ,SH(S)) is a universal η-complete
limit diagram: if F : SH(S)→ C is any functor preserving binary products, then F (α/η)) : F (KO/η)→
(F (KGL/η))hC2 is an equivalence.

Proof. This is essentially [Hea17, §3]. To paraphrase, (KO/η → KGL/η) ∈ Fun(BC2,SH(S)) identifies
with (KGL→ KGLC2), where by KGLC2 we mean the product KGL×KGL with its switch action. This
is clearly a universal limit diagram. In slightly more detail, let i : ∗ → BC2 and p : BC2 → ∗ be the
canonical functors. Then XC2 ≃ i∗(X) and Y hC2 ≃ p∗(Y ); thus (XC2)hC2 ≃ p∗i∗X ≃ (id)∗X ≃ X . �

We can use this to identify KO+, in the sense of Definition 3.20.

Lemma 3.25. Let S satisfy the assumptions of Proposition 3.14 (such as Spec(Z[1/2])). Then for n
odd we have KO[1/n]+ ≃ KGL[1/n]hC2 ∈ SH(S). The same holds for n even and any S.

Proof. For n even we have
KO[1/n]+ ≃ KO[1/n]∧η ≃ KGL[1/n]hC2,

by Lemma 3.24. Thus we now consider n odd.
Taking homotopy fixed points in the 2-adic fracture square for KGL[1/n] we obtain a cartesian square

KGL[1/n]hC2 −−−−→ KGL[1/2n]hC2

y
y

(KGL∧
2 )
hC2 −−−−→ (KGL∧

2 [1/2])
hC2,

noting that KGL[1/n]∧2 ≃ KGL∧
2 . By Proposition 3.14 we have (KGL∧

2 )
hC2 ≃ KO∧

2 ≃ KO[1/n]∧2 . We
also have

KGL[1/2n]hC2 ≃ (KGL[1/2n]hC2)∧η
(L.3.24)≃ KO[1/2n]∧η ≃ KO[1/n][1/2]+;

here we have used that KGL[1/2n]hC2 is η-complete since KGL[1/2n] is (η acting by 0). The same
argument shows that (KGL∧

2 [1/2])
hC2 ≃ KO∧

2 [1/2]
+ ≃ KO[1/n]∧2 [1/2]

+. Hence the above cartesian
square identifies with the defining square of KO[1/n]+. �

Remark 3.26. Using KO[1/n]+ ≃ KGL[1/n]hC2, for any n we can define (ψn)+ : KO[1/n]+ → KO[1/n]+

as (ψnGS)
hC2 . If n is even this is the best we can do (see Remark 3.5). For n odd we shall see how to

extend this to an endomorphism of all of KO[1/n].

Definition 3.27. For n odd and S satisfying the assumptions of Proposition 3.14, we denote by

ψnhGS : KO[1/n]+ → KO[1/n]+

the map induced from ψnGS : KGL[1/n] → KGL[1/n] (see §3.3.2) via the equivalence KGL[1/n]hC2 ≃
KO[1/n]+.

For S = Spec(Z[1/2]) we have KO[1/2n]− ∈ SH(Z[1/2])[1/2]− rR≃ SH[1/2], and rR(KO) ≃ KOtop[1/2]
by Lemma 3.9. By ψntop : KOtop[1/n] → KOtop[1/n] we mean the topological Adams operation, for
example obtained by taking homotopy fixed points of the complex realization of the operation on KGL.

Lemma 3.28. In CAlg(SH(Z[1/2])) there exists a unique (up to homotopy) map ψn : KO[1/n] →
KO[1/n] such that the two squares

KO[1/n] −−−−→ KO[1/n]+

ψn

y ψn
hGS

y

KO[1/n] −−−−→ KO[1/n]+

and

KO[1/n] −−−−→ KO[1/2n]− ≃ KOtop[1/2n]

ψn

y ψn
top

y

KO[1/n] −−−−→ KO[1/2n]− ≃ KOtop[1/2n]

commute (in CAlg(SH(Z[1/2]))).
Proof. Applying Remark 3.23 with E = KO[1/n] (and S = Spec(Z[1/2])) we obtain a pullback square

MapCAlg(SH(Z[1/2]))(KO[1/n],KO[1/n]) −−−−→ MapCAlg(SH(Z[1/2]))(KO[1/n],KO[1/n]+)
y

y

MapCAlg(SH(Z[1/2]))(KO[1/n],KO[1/2n]−) −−−−→ MapCAlg(SH(Z[1/2]))(KO[1/n],KO∧
2 [1/2]

−) =:M.

We have two maps a, b : KO[1/n] → KO∧
2 [1/2]

− ∈ CAlg(SH(Z[1/2])), induced by ψnhGS and ψntop,
respectively. A choice of E∞-ring map ψn with the desired properties is a path in M from a to b. Thus
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such a map exists if a, b are homotopic, and is unique if π1 of the corresponding component ofM vanishes.

Since KO∧
2 [1/2]

− ∈ SH(Z[1/2])[1/2]− ⊗Q
rR≃ D(Q), we find that

M ≃MapCAlg(D(Q))(rR(KO)⊗Q, rR(KO∧
2 [1/2]

−)).

We claim that rR(KO) ⊗ Q is the free E∞-ring over Q on an invertible generator in degree 4. Indeed if
we denote that universal object by F (Σ4

1)[x−1], then the canonical map F (Σ4
1)[x−1] → rR(KO) ⊗ Q

induces an isomorphism on π∗ by Lemma 3.9 and the well-known computation π∗F (Σ
2n
1) ≃ Q[x] (with

|x| = 2n; this follows e.g. from [RS17, Corollary 8.4]). We deduce that

M ⊂ Ω∞+4rR(KO∧
2 [1/2]

−)

is given by the union of those path components corresponding to invertible elements of π4rR(KO∧
2 [1/2]

−).
It thus follows from Lemma 3.9 again that π0M ≃ Q×

2 {x} and π1M = 0 (for any choice of base point).
In other words ψn exists if and only if a and b act in the same way on β, and if so it is unique. Since both
maps act by multiplication by n2 (see Theorem 3.18 for ψnhGS, and for ψntop we can use e.g. comparison
with the action on KU and Lemma 3.11), the result follows. �

Proof of Theorem 3.1. Since everything is stable under base change, we may assume that S = Spec(Z[1/2]).
We let ψn be the map constructed in Lemma 3.28. Hence (∗) the induced endomorphism of KO+ ≃
KGLhC2 is given by ψnhGS ≃ (ψnGS)

hC2 . It follows that (∗∗) the induced endomorphism of KO∧
2 ≃

(KO+)∧2 ≃ (KGL∧
2 )
hC2 is also given by ψnhGS.

(1,3) Hold by definition.
(2) By Corollary 2.15 and Lemma 2.11, the map π8,4(KO) → π8,4(KO∧

2 ) is injective, and hence it
suffices to prove the claim for (ψn)∧2 . By (∗∗), this is ψnhGS, so the claim follows from Theorem 3.18.

(4) The map KO → KGL factors as KO → KO+ ≃ KGLhC2 → KGL, so the claim follows from
(∗). �

Remark 3.29. The construction of ψn also implies that if S is a regular QL-scheme, then under the
equivalence KO[1/n]+ ≃ KGL[1/n]hC2 we have (ψn)+ ≃ ψnhGS (see Definition 3.27).

3.7. The motivic orthogonal image of j spectrum. In this section we show that our Adams op-
eration can be used to construct a “motivic image of orthogonal j” spectrum. This idea originated in
discussions with JD Quigley and Dominic Culver regarding [CQ19]. None of the results in this section
are used in the sequel.

We begin by determining the lowest two “generalized slices” of the sphere spectrum.

Theorem 3.30. Let k be a field of exponential characteristic e 6= 2.

(1) The unit map 1

u−→ KO ∈ SH(k) induces an equivalence on s̃0.
(2) There is a fibration sequence

Σ3,2HZ/24→ s̃1(1)[1/e]
s̃1(u)−−−→ s̃1(KO)[1/e] ≃ Σ2,1HZ/2.

Proof. (1) For E ∈ SH(k) there is a functorial cofiber sequence [Bac17, Lemma 11(1)]

s0(E≥1)→ s̃0E → f0π0(E)∗.

It thus suffices to show that 1→ KO induces an equivalence on s0(−≥0) and π0(−)0. Indeed then it also
induces an equivalence on f0π0(−)∗, so on s0(π0(−)∗), and on s0(−≥1) (the latter since s0 is a stable
functor), and hence on s̃0(−) by the cofiber sequence. It is well-known that the unit map 1 → KO
induces an isomorphism on π0,0. Similarly we know that s0(1) ≃ HZ and s0(KO≥0) ≃ HZ (e.g. use
[Bac17, Theorem 16]). In the commutative diagram

GW(k) ≃ π0,0(1) ≃−−−−→ π0,0(KO≥0) ≃ GW(k)
y

y

Z ≃ π0,0s0(1) α−−−−→ π0,0s0(KO≥0) ≃ Z

the vertical maps are both the rank map; it follows that α is an isomorphism. Since this holds over any
field, the map s0(1) → s0(KO≥0) induces an isomorphism on π0,0; since this is the only non-vanishing
effective homotopy sheaf of HZ the map is an equivalence.

(2) We invert the exponential characteristic throughout. For E ∈ SH(k) there is a functorial cofiber
sequence [Bac17, Lemmas 11(2) and 8]

f2Σπ1(E)∗ → s̃1(E)
β−→ s1(E≥1).
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Note that s1 of the first term of the cofiber sequence vanishes, so (∗) the map β is equivalent to the
projection s̃1E → s1s̃1E.

We shall show that (a) f2Σπ1(1)∗ ≃ Σ3,2HZ/24, (b) the unit map induces an isomorphism s1(1≥1)→
s1(KO≥1) ≃ Σ2,1HZ/2, and (c) f2Σπ1(KO)∗ = 0. This will imply the result.

(a) First note that

π1(f0KO)−2 ≃ π1(KO)−2 ≃ π0(KO[−1])−1

(∗∗)
≃ Z−1 ≃ 0,

where (∗∗) is obtained from e.g. [Bac17, Table 1]. This implies via [RSØ16b, (1.2)] that

π1(1)−2 ≃ Z/24.

Since this holds compatibly over any field (see [RSØ16b, Remark 5.8]), Lemma 3.31 below implies the
claim.

(b) The claim that s1(KO≥1) ≃ Σ2,1HZ/2 is immediate from (∗) and [Bac17, Theorem 16]. Since
1→ KO induces an isomorphism π0(−)0 it also does on f0π0(−)∗ and hence on s1π0(−)∗. Considering
the cofiber sequence s1(−≥1)→ s1(−≥0)→ s1(π0(−)∗), it thus suffices to show that s1(1)→ s1(KO≥0)
is an equivalence. Note that s1(KO≥0) ≃ s1f0KO≥0 ≃ s1ko. The claim thus follows from [ARØ17,
Theorem 3.2] and [RSØ16b, Corollary 2.13 and Lemma 2.28] (both spectra are given by Σ1,1HZ/2).

(c) Since s̃1KO ≃ Σ2,1HZ/2 [Bac17, Theorem 16] is a 1-slice, the claim follows from (∗).
This concludes the proof. �

Lemma 3.31. Let k be a field, H ∈ SH(k)veff♥. Suppose that (1) π0,0(H) ≃ Z/n for some n ∈ Z, and
(2) for every finitely generated separable field extension K/k, the map π0,0(H)(k) → π0,0(H)(K) is an
isomorphism. Then H ≃ HZ/n.

Proof. Write GW ∈ SH(k)veff♥ for the unit. The isomorphism π0,0(H) ≃ Z/n induces a map α :
GW → H . We also have the rank map β : GW → HZ/n. We shall show that α, β are surjections
with equal kernels; this will prove the result. Since π0,0(H)(k) → π0,0(H)(K) is an isomorphism and
GW (k) → π0,0(H)(k) is surjective, α is surjective. We claim that α(K) is the rank map. Indeed let

K̄/K be a separable closure and consider the commutative diagram

GW (K)
α(K)−−−−→ π0,0(H)(K) ≃ Z/n

y
∥∥∥

Z ≃ GW (K̄)
α(K̄)−−−−→ π0,0(H)(K̄) ≃ Z/n.

The map α(K̄) is the unique morphism of abelian groups sending 1 to 1, whence α(K) is the rank map
as desired. We deduce that ker(α)(K) = ker(β)(K), and hence ker(α) = ker(β) by unramifiedness (and
since “taking the underlying sheaf” is an exact conservative functor [Bac17, Proposition 5(3)]). The
result follows. �

We put ksp := f̃0Σ
4,2KO, so that

Σ4,2ksp ≃ f̃2KO.

Corollary 3.32. For n odd, the Adams operation ψn − 1 : ko[1/n] → ko[1/n] lifts to ϕn : ko[1/n] →
Σ4,2ksp[1/ne].

Proof. We invert e throughout.
Let us write f̃≤1 for the cofiber of f̃2 → id. Then we have a cofiber sequence Σ4,2ksp → ko → C :=

f̃≤1ko. We need to show that the composite

ko[1/n]
ψn−1−−−−→ ko[1/n]→ C[1/n]

is zero. Considering the cofiber sequence

1→ ko→ D,

it suffices to show that (a) the composite 1 → ko
ψn−1−−−−→ ko → C is zero, and (b) any map D → C is

zero.

(a) It is enough to show that 1→ ko
ψn−1−−−−→ ko is zero. This is clear since ψn(1) = 1.

(b) Recall that Σ4,2SH(k)veff defines the non-negative part of a t-structure on SH(k) with f̃2 and

f̃≤1 as non-negative and negative truncation, respectively (see e.g. [BH17, §B]). It follows that C is
in the negative part of this t-structure, and hence it is enough to show that D is in the non-negative
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part. Consider the following commutative diagram, in which all rows and columns are cofiber sequences
(defining E,F )

f̃21 −−−−→ 1 −−−−→ f̃≤11y
y

y

f̃2ko −−−−→ ko −−−−→ f̃≤1koy
y

y

E −−−−→ D −−−−→ F.
It suffices to show that E,F ∈ Σ4,2SH(k)veff. This is clear for E, since Σ4,2SH(k)veff is closed under
colimits. It follows from Theorem 3.30 that F ≃ Σ4,2HZ/24 ∈ Σ4,2SH(k)veff.

This concludes the proof. �

Definition 3.33. A motivic orthogonal image of j spectrum is any spectrum jo in a fiber sequence

jo → ko(2)
ϕ3

−→ Σ4,2ksp(2).

Clearly the unit map 1(2) → ko(2) lifts to jo. Theorem 7.8 states that the lifted unit map 1(2) → jo is
an η-periodic equivalence.

3.8. Geometric operations. In this section we compare our stable Adams operations to the ones
constructed by Fasel–Haution [FH20]. None of the results in this section are used in the sequel.

3.8.1. We begin with the following adaptation of [PW10b, Theorem 13.1].

Lemma 3.34. For n 6= 0 the map

[KO[1/n],KO[1/n]]CAlg(hSH(Z[1/2])) → KSp[1/n]0(HP∞)×GW(Z[1/2])[1/n], α 7→ (α(H(1)), α(β)/β)

is injective. Here H(1) ∈ KSp0(HP∞) corresponds to the tautological bundle.

Proof. There is a presentation KO ≃ colimiΣ
∞+(4−8i,2−4i)Xi, for a sequence of pointed, smooth, affine

Z[1/2]-schemesXi [PW10b, Theorem 12.3]. By [PW10b, proof of Theorems 13.1, 13.2, 13.3], the induced
map γ : [KO,KO[1/n]] → limiKO[1/n]8i−4,4i−2(Xi) is an injection (in fact, equivalence). Note that
γ(α)i = α(γ(id)i). The isomorphism KO[1/n]8i−4,4i−2(Xi) ≃ KSp[1/n]0(Xi){β−i} hence shows that a
ring map α : KO[1/n]→ KO[1/n] is determined by its effect on KSp[1/n]0(X) for X smooth affine, and
on β. By [PW10b, Theorem 8.1], since X is affine the action of α is determined by the action on the
class corresponding to the tautological bundle of HGr(r,∞) (for various r), and on β. The claim now
follows by the computation of the cohomology of HGr(r,∞) in terms of HP∞ [PW10c, Theorems 11.4
and 8.1]. �

Recall that over any base scheme S with 1/2 ∈ S we have

KSp0(HP∞
S ) = KO4,2(HP∞

S ) ≃
⊕

i≥0

KO4−4i,2−2i(S){bKO
1 (γ)i}.

Since KO8i,4i(S) = GW(S) and KO8i−4,4i−2(S) = Z make sense also for S = Spec(Z) (with GW(Z) =
Z⊕ Z{〈−1〉}), we will by slight abuse of notation put

KSp0(HP∞
Z ) :=

⊕

i≥0

KO4−4i,2−2i(Z){bKO
1 (γ)i}.

Corollary 3.35. Let n be odd and R ⊂ [KO[1/n],KO[1/n]]SH(Z[1/2]) denote the set of those homotopy

ring maps such that α(β)/β ∈ GW(Z)[1/n] ⊂ GW(Z[1/2])[1/n] and α(H(1)) ∈ KSp0(HP∞
Z )[1/n] ⊂

KSp0(HP∞
Z[1/2])[1/n]. Then the map

R→ GW(Z)[1/n], α 7→ α(β)/β

is an injection.

Proof. Consider the commutative diagram

R −−−−→ KSp[1/n]0(HP∞
Z )×GW(Z)[1/n]

α7→α⊗Q

y
y

[KO⊗Q,KO⊗Q]CAlg(hSH(Z[1/2])) −−−−→ (KSp⊗Q)0(HP∞
Z[1/2])× (GW(Z[1/2])⊗Q).
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The top horizontal map is injective by Lemma 3.34, and the right hand vertical map is injective since
GW(Z),Z are torsion-free. It follows that the left hand vertical map is injective.

Write H− ∈ KO−4,−2(∗) for the trivial symplectic bundle. We shall now show that a homotopy ring
map α : KO⊗Q→ KO⊗Q (over Z[1/2]) is determined by its effect on β and H−. Since

SH(S)⊗Q ≃ (SH(S)⊗Q)+ × (SH(S)⊗Q)−

as symmetric monoidal categories, we need only prove the same claim about (KO ⊗ Q)±. We have
equivalences of homotopy ring spectra (KO⊗Q)+ ≃ HZ[t, t−1]⊗Q and (KO⊗Q)− ≃ (1⊗Q)−[u, u−1]
(see e.g. [DF19, Theorem D]); here |t| = (4, 2) and |u| = (8, 4). Since

[1,Σ2n,n(1⊗Q)−]
rR≃ [Q,Q[n]]D(Q) = 0 for n 6= 0

and similarly
[HZ,Σ2n,nHZ⊗Q]SH(Z[1/2]) = 0 for n 6= 0

(see e.g. [Rio10, Remark 5.3.16]), it follows that α is determined by its effect on t, u. Since t can be
chosen to be the image of H−, and u the image of β, the claim follows.

We deduce the following: given α ∈ R, write α(β) = aβ and α(H−) = bH−, for some a ∈ GW(Z)[1/n],
b ∈ Z[1/n] (uniquely determined). Then a and b determine α. To conclude the proof, we need to show
that a determines b. Since H2

− = 2hβ, we find that b2 = rk(a), so that a determines b up to a sign. It

will thus suffice to prove that b ≡ 1 (mod 4). Since the complex realization of KO is KOtop (see e.g.
[ARØ17, Lemma 2.13]), we may as well show: if α : KO∧

2 → KO∧
2 ∈ SH is a homotopy unital map,

then (α − 1)(H−) ≡ 0 (mod 4). One has [KO∧
2 ,KO∧

2 ]SH ≃ Z∧
2 JT K, where T = ψ5 − 1 (see e.g. [HM07,

Proposition 3.7]). We may thus (formally) write α =
∑

i≥0 aiT
i for certain ai ∈ Z∧

2 . Since α is unital we

must have 1 = α(1) = a0. Since ψ
5(H−) = 25H− (e.g. by comparison with the Adams action on KU∧

2 )
we get T (H−) = 24H− ≡ 0 (mod 4). This implies the claim and concludes the proof. �

3.8.2. For a scheme X over Z[1/2], put GW±(X) = KO0(X)⊕KSp0(X). This is a commutative, Z/2-
graded λ-ring with λ-operations given by exterior powers of vector bundles [FH20, Theorem 4.2.4]. We
denote the associated Adams operations by ψngeo. Recall the stable operations ψ

n
FH : KO[1/n]→ KO[1/n]

from [FH20, §5.2].
Lemma 3.36. For n odd, we have

π0Ω
∞(ψnFH) = ψngeo|KO0(−)[1/n]

and
π0Ω

∞+4,2(ψnFH) = 〈(−1)n(n−1)/2〉nnǫψngeo|KSp0(−)[1/n].

Moreover ψnFH(β) = n2n2
ǫβ.

Proof. Put αi = π0Map(Σ4i,2i−, ψnFH), ω = 〈(−1)n(n−1)/2〉nnǫ. By construction, for X ∈ SmS and

E ∈ KO0(X) or E ∈ KSp0(X) we have

(3.3) αi((H(1)−H−)⊠ E) = (H(1)−H−)⊠ αi+1(E) ∈ GW±(HP1 ∧X+).

Furthermore by construction [FH20, p. 16], the map α−1 is given by ω−1ψngeo. Since ψ
n
geo(H(1)−H−) =

ω(H(1) −H−) [FH20, Lemma 5.1.4], and ψngeo preserves products in all of GW±(X), (3.3) inductively

implies that αi = ωiψngeo. All claims follow. �

3.8.3. We need some facts about homotopy fixed point K-theory. For part (2) below we require some
difficult results about Hermitian K-theory over schemes in which 2 is not invertible from [CDH+20].

Lemma 3.37. (1) For any scheme S, the ring spectrum KGLhC2 ∈ SH(S) is SL-oriented.
(2) For S = Spec(Z) we have

π4∗,2∗((KGLhC2)∧2 ) ≃ GW(Z)∧2 [β, β
−1, H−]/(I(Z)H−, H

2
− − 2hβ).

Proof. (1) The construction of the ring map MSL → KO→ KGL in [BW20, Corollary B.3] shows that
over any base, MSL→ KGL refines to a C2-equivariant map (for the trivial action on MSL). The result
follows.

(2) We have map(X,KGL) ≃ K(PerfX), for any X ∈ SmZ. The C2-action on KGL corresponds to
the action on PerfX by dualization E 7→ Hom(E,OX). The equivalence ΩP1K ≃ K is implemented
by the pushforward i∗ : K(X) → K(X × P1). Since i∗ : PerfX → PerfX×P1 is duality preserving if
on PerfX×P1 we use the n-shifted duality and on PerfX the (n + 1)-shifted duality, we find that for
n ≥ 0 the duality on map(Σ2n,nX,KGL) ≃ K(PerfX) is the n-shifted one. Iterated tensoring with OX [1]
induces a C2-equivariant automorphism of PerfX , intertwining the 4n-shifted duality and the usual one,
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or the (4n + 2)-shifted duality and the negative of the usual one [Sch10b, Proposition 7]. Denote by

β ∈ π8,4(KGLhC2) the element corresponding to 1 ∈ π0,0(KGLhC2) under the induced equivalence; in
other words β is represented by the perfect complex O[2] (with a certain canonical 4-shifted duality
naively expressed as Hom(O[2],O[4]) ≃ Hom(O,O[2]) ≃ O[2]). Multiplication by β is an automorphism

of KGLhC2 (indeed this can be checked before taking fixed points, and β corresponds to an automorphism

of PerfX , and hence of KGL). It follows that A = π4∗,2∗((KGLhC2)∧2 ) is (8, 4)-periodic. We shall show
that A0,0 = GW(Z)∧2 and A4,2 = Z∧

2 , in such a way that the map

α : A→ π4∗,2∗((KGLhC2

Z[1/2])
∧
2 ) ≃ (KO4∗,2∗

Z[1/2])
∧
2

is the canonical one in degrees (0, 0) and (4, 2). Since α(β) = β by construction, the map α is an injection,
and we can check all the desired relations over Z[1/2], where we know them to be true.

It remains to determine A0,0 and A4,2. Since we have determined above the dualities on map(1,KGL) ≃
K(Z) and map(S4,2,KGL) ≃ K(Z) to be the usual one and its negative, the desired result is an immediate
consequence of [CDH+20, Theorem 1]. �

3.8.4. We can now compare the Adams operations.

Proposition 3.38. Let S be a scheme with 1/2 ∈ S, and n an odd integer. The two maps

ψn, ψnFH : KO[1/n]→ KO[1/n] ∈ SH(S)

are homotopic.

Proof. By definition, the maps are pulled back from Spec(Z[1/2]), so we may assume that S = Spec(Z[1/2]).
By Lemma 3.36 and Theorem 3.1, both maps act on β by multiplication by n2n2

ǫ . Hence by Corollary 3.35,
it suffices to check that both maps send H(1) to an element of KO4,2(HP∞

Z )[1/n] ⊂ KO4,2(HP∞
Z[1/2])[1/n].

First we treat ψnFH. Lemma 3.36 shows that up to a factor in GW(Z)[1/n]×, ψnFH(H(1)) = ψngeo(H(1)).
By definition, this is a linear combination with integer coefficients of exterior powers of H(1), which are
clearly already defined over Z.

For ψn, note that it suffices to show that the subring KO4∗,2∗(HP∞
Z )∧2 is preserved. Lemma 3.37

(together with the homotopy fixed point theorem over Z[1/2]) implies that this ring coincides with the
image of

((KGL∧
2 )
hC2)4∗,2∗(HP∞

Z )→ ((KGL∧
2 )
hC2)4∗,2∗(HP∞

Z[1/2]) ≃ (KO∧
2 )

4∗,2∗(HP∞
Z[1/2]).

The result follows since (ψn)∧2 = ψnhGS by definition, and the latter is already defined over Z. �

4. Cobordism spectra

4.1. Summary. We will be using the algebraic cobordism spectra MSL and MSp [BH17, Example 16.22]
[PW10a]. They can be constructed explicitly out of the Thom spaces of tautological bundles on special
linear (respectively quaternionic) Grassmannians; we review this in §4.2. In particular there is a canonical
map

(4.1) Σ−4,−2Σ∞
+ HP∞ → Σ−4,−2Th(γ)→ MSp,

where γ denotes the tautological bundle on HP∞.
There are notions of SL-oriented and Sp-oriented cohomology theories [PW10a, Definitions 5.1 and

8.1]. We will only deal with cohomology theories represented by homotopy commutative ring spectra A ∈
CAlg(hSH(S)). In this situation one way of exhibiting an SL-orientation (respectively Sp-orientation) is
to exhibit a homotopy ring map MSL → A (respectively MSp → A) (see e.g. [BW20, Proposition 4.13]
or [PW10a, Theorems 5.5 and 13.2]).

If A is Sp-oriented and V is a symplectic vector bundle bundle on X ∈ SmS , then we obtain the Borel
classes bi(V ) ∈ A4i,2i(X) [PW10a, Definition 11.5]. One has [PW10a, Theorem 8.2]

A∗∗(HP∞) ≃ A∗∗Jb1(γ)K.

Similarly if A is SL-oriented and V is an oriented vector bundle, then we obtain the Pontryagin classes
pi(V ) ∈ A8i,4i(X) [Ana15, Definition 19]. When dealing with η-periodic cohomology theories, we will
implicitly shift everything into weight zero (by multiplying by powers of η); so then we write

bi(V ) ∈ A2i(X) and pi(V ) ∈ A4i(X).
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The cohomology of MSp and MSL have been worked out in [PW10a, Theorem 13.1] [Ana15, Theorem
10]4. We perform the straightforward dualization:

Theorem 4.1. Let A be a cohomology theory (i.e. A ∈ CAlg(hSH(S))).
(1) Suppose that A is Sp-oriented. The Kronecker pairing A∗∗(HPn)⊗ A∗∗(HPn)→ A∗∗ is perfect.

Denote by {βi}ni=0 ∈ A∗∗(HPn) the dual basis to {b1(γ)i}ni=0 ∈ A∗∗(HPn). The βi are compatible

with HPn →֒ HPn+1; denote by βi ∈ A∗∗(HP∞) their common images. Write bi ∈ A4i,2i(MSp)
for the image of βi+1 under the map induced by (4.1). Then

A∗∗(MSp) ≃ A∗∗[b0, b1, b2, . . . ]/(b0 − 1).

(2) Suppose that A is η-periodic and SL-oriented. The canonical map MSp → MSL annihilates bi
for i odd; write pi for the image of b2i in A4i(MSL). Then

A∗MSL ≃ A∗[p0, p1, . . . ]/(p0 − 1).

Example 4.2. KO admits a ring map fromMSL (see e.g. [BW20, Corollary B.3]), and hence is SL-oriented

(whence also Sp-oriented). Since MSL is very effective, ko = f̃0KO is also SL-oriented. Similarly so are
kw = ko[η−1] and KW = KO[η−1], since they receive ring maps from ko.

If A denotes any of the above theories, then by Remark 3.6 we obtain Adams operations on A-
homology. We are particularly interested in the case S = Spec(k) and A = kw(2). Note that if W(k) = F2

then kw ≃ kw(2) and so all ψn act on kw∗E for any E ∈ SH(k) and n odd.

Proposition 4.3. Let S = Spec(k), where k is a field (of characteristic 6= 2). Suppose that W(k) = F2.
Then

ψ3(pi) ∈ pi + βpi−1 + β2kw∗MSL.

In fact

ψ3(bi) ∈ bi + β2kw∗MSp +

{
βbi−2 i even

0 i odd
.

We also record the following well-known facts.

Lemma 4.4. We have rR(MSp) ≃ MU and rR(MSL) ≃ MSO.

4.2. Real realization. For an algebraic group G, write BG for the stack of G-torsors, viewed as a
sheaf of groupoids on SmS .

5 Suppose given furthermore an inclusion G → GLn. Then we obtain a
map BG → BGLn → K◦ corresponding to the tautological virtual bundle on BGLn, and consequently
a Thom spectrum MG ∈ SH(S) [BH17, §16.2]. For a G-torsor E, write V (E) = E ×G An for the
associated vector bundle, where G acts on An via the embedding into GLn.

Lemma 4.5. There is a cofibration sequence6

Σ∞−2n,n
+ (An \ 0)hG → Σ∞−2n,n

+ BG→MG.

Proof. By definition,

MG ≃ colim
E:X→BG

Th(V (E)),

where the colimit is over all smooth schemes with a map to BG, i.e. smooth schemes and G-torsors
on them, and Th(V (E)) is the associated Thom spectrum. In other words there is a cofiber sequence

Σ∞−2n,n
+ V (E) \ 0→ Σ∞−2n,nX+ → Th(V (E)) and hence

colim
E:X→BG

Σ∞−2n,n
+ V (E) \ 0→ Σ∞−2n,n

+ BG→MG.

4In [Ana15], the author works over perfect fields of characteristic 6= 2 only. However, all results hold over general base
schemes [personal communication]. Indeed the only place where the assumption on the base is used is in Lemma 12. This
holds over general bases, as can be seen as follows. It suffices to show that the endomorphisms [x : y] 7→ [y : x] and

[x : y] 7→ [−x : y] of P1 are A1-homotopic. Since both have determinant −1, and SL2(Z) is A1-connected (being generated
by elementary matrices), the result follows.

5There might be some concern here which topology we are using, but we shall only apply the following discussion to
special groups, where all torsors are Zariski-locally trivial.

6Again, the G-orbits should be taken as sheaves in some sufficiently strong topology.
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By universality of colimits in ∞-topoi [Lur09, Theorem 6.1.0.6], passage to G-orbits preserves pullbacks.
It follows that there is a cartesian square

(E × (An \ 0))hG ≃ V (E) \ 0 −−−−→ (An \ 0)hGy p

y

EhG ≃ X −−−−→ ∗hG ≃ BG.
Thus colimE:X→BG V (E) \ 0 ≃ (An \ 0)hG, by universality of colimits again (this time in the presheaf
∞-topos). The result follows. �

If G = GLn, the association E 7→ V (E) induces an equivalence between G-torsors and vector bundles
of rank n. Similarly if G = SLn, we get an equivalence between G-torsors and oriented vector bundles
(i.e. carrying a trivialization of the determinant), and if G = Spn then we obtain an equivalence with
symplectic bundles of rank 2n (i.e. carrying a non-degenerate, alternating bilinear form). See e.g.
[AHW18, §3] for this. The Grassmannian variety Gr(n, k) represents the functor of n-dimensional vector
subbundles of Ok; similarly SGr(n, k) represents the functor of n-dimensional vector subbundles of Ok
together with an orientation, and HGr(n, k) represents the functor of 2n-dimensional vector subbundles
V of O2k such that the restriction of the canonical alternating form on O2k to V remains non-degenerate.
There are thus canonical GLn, SLn and Spn torsors on Gr(n, k), SGr(n, k) and HGr(n, k), respectively,
inducing maps

(4.2) Gr(n,∞)→ BGLn, SGr(n,∞)→ BSLn and HGr(n,∞)→ BSpn.

Each of these maps is well-known to be a motivic equivalence; see e.g. [MV99, Proposition 2.6], [AHW18,
proof of Theorem 4.1.1], [PW10b, proof of Theorem 8.2].

We can use this to connect to more standard definitions of Thom spectra.

Lemma 4.6. We have motivic equivalences

MGLn ≃ Σ∞−2n,nTh(γGL
n ), MSLn ≃ Σ∞−2n,nTh(γSLn ) and MSpn ≃ Σ∞−4n,2nTh(γSpn ),

where γGL
n → Gr(n,∞) (respectively γSLn → SGr(n,∞), γSpn → HGr(n,∞)) denotes the tautological

bundle.

Proof. We need to prove that the motivic Thom spectrum functor inverts the motivic equivalence Grn →
BGLn, and similarly for SLn, Spn. This follows from [BH17, Proposition 16.9 and Remark 16.11]. �

By definition [BH17, Example 16.22], the (E∞-ring maps of) spectra

(4.3) MSp→ MSL→ MGL

are obtained by applying the motivic Thom spectrum formalism to the maps KSp◦ → KSL◦ → K◦. Since

KSp◦ A1

≃ colimnBSpn (argue as in the discussion just before [BH17, Theorem 16.13]), we find (using
Lemma 4.6 and [BH17, Proposition 16.9 and Remark 16.11]) that

MSp ≃ colim
n

MSpn ≃ colim
n

Σ∞−4n,2nTh(γSpn ),

as expected. Similarly

MSL ≃ colim
n

Σ∞−2n,nTh(γSLn ) and MGL ≃ colim
n

Σ∞−2n,nTh(γGL
n ).

Corollary 4.7. We have rR(MSp) ≃ MU and rR(MSL) ≃ MSO. In fact rR(MSpn) ≃ MUn and
rR(MSLn) ≃MSOn.

Proof. It suffices to show the “in fact” part. By Lemma 4.5, we have

MSLn ≃ Σ∞−2n,ncof(Tn → Gn),

where Tn = (An \ 0)hSLn
and Gn = ∗hSLn

. Since SLn is a special group [Ser58, §4.4.b], we can take the
homotopy orbits in the Zariski topology, and hence (since Zariski equivalences are motivic equivalences),
we can just take the homotopy orbits in the category of motivic spaces. In other words we obtain

Tn ≃ colim
m∈∆op

SL×m
n × (An \ 0) ∈ Spc(S)∗.

Since rR preserves colimits and finite products, we find that

rR(Tn) ≃ colim
m∈∆op

SLn(R)
×m × (Rn \ 0) ≃ (Rn \ 0)hSLn(R).
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The inclusion SOn → SLn(R) is a homotopy equivalence [Hal15, §E.5], so that this is the same as
(Rn \ 0)hSOn

. Similarly we find that rR(Gn) ≃ BSOn, whence
rR(MSLn) ≃ Σ−ncof((Rn \ 0)hSOn

→ BSOn) ≃MSOn,

as desired. The argument for MSp is similar, using that Spn is special [Ser58, §4.4.c] and Spn(R) ≃ Un
[AG01, §4.4]. �

4.3. Homology.

4.3.1. We recall some well-known facts about duality in homology and cohomology theories represented
by (motivic) spectra.

Let A ∈ CAlg(hSH(S)) and X ∈ SH(S). Then we have the Kronecker pairing

A∗∗(X)⊗A∗∗
A∗∗(X)→ A∗∗

(f : Σ∗∗
1→ A ∧X)⊗ (g : X → Σ∗∗A) 7→ (Σ∗∗

1

f−→ A ∧X id∧g−−−→ A ∧ A→ A).

This is easily seen to be A∗∗-bilinear.

Lemma 4.8. If X is cellular and strongly dualizable, and either A∗∗X or A∗∗X is flat over A, then the
Kronecker pairing is perfect.

Proof. Write DX for the dual and put ⊗ := ⊗A∗∗
. Replacing X by DX if necessary, we may assume

that A∗∗X is flat. Then for any cellular object Y we get A∗∗(DX ∧ Y ) ≃ A∗∗(DX) ⊗ A∗∗(Y ); indeed
this holds for spheres by construction and is a natural transformation of homological functors preserving
filtered colimits (here we use that A∗∗X is flat).

Let u : 1 → DX ∧X and c : X ∧DX → 1 be the unit and co-unit of the strong duality between X
and DX . Since X is cellular, A∗∗(DX∧X) ≃ A∗∗(DX)⊗A∗∗(X), and hence A∗∗(u), A∗∗(c) define maps
of the correct shape to exhibit a strong duality between A∗∗(X) and A∗∗(DX). Consider the following
diagram

A∗∗(X)⊗A∗∗ A∗∗(X)⊗A∗∗(DX)⊗A∗∗(X) A∗∗ ⊗A∗∗(X)

A∗∗(X)⊗A∗∗(DX ∧X) A∗∗(X ∧DX)⊗A∗∗(X)

A∗∗(X ∧ 1) A∗∗(X ∧DX ∧X) A∗∗(1 ∧X).

≃

id⊗A∗∗(u)
≃ ≃

≃

A∗∗(c)⊗id

A∗∗(id∧u) A∗∗(c∧id)

The vertical maps are lax monoidal structure maps; the equivalence A∗∗(DX∧X) ≃ A∗∗(DX)⊗A∗∗(X)
has already been established. The diagram commutes because A∗∗ is lax symmetric monoidal. Up to
suppressing tensoring with the unit, the bottom horizontal composite is the identity (by definition of u, c
exhibiting a strong duality). It follows that the top horizontal composite (inverting the middle vertical
maps) (id⊗A∗∗(c))◦(A∗∗(u)⊗id) is the identity. A similar diagram shows that (A∗∗(c)⊗id)◦(id⊗A∗∗(u))
is the identity. Thus A∗∗(u), A∗∗(c) exhibit a strong duality between A∗∗(X) and A∗∗(DX). This was
to be shown. �

In preparation for later, we also observe the following.

Lemma 4.9. Let ψ : A→ A be a ring automorphism. Then the Kronecker pairing satisfies

〈ψx, y〉 = ψ〈x, ψ−1y〉.

Proof. The commutative diagram (in which suspensions have been suppressed)

1

x−−−−→ X ∧A y∧id−−−−→ A ∧ A

id∧ψ

y id∧ψ

y

X ∧A y∧id−−−−→ A ∧ A m−−−−→ A

ψ−1∧ψ−1

y ψ−1

y

A ∧ A m−−−−→ A

shows that ψ−1〈ψx, y〉 = 〈x, ψ−1y〉. The result follows. �
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Let
X0 → X1 → · · · ∈ SH(S)

be a directed system and put X = colimiXi. Suppose that lim1
iA

∗∗(Xi) = 0. Then

A∗∗(X) ≃ lim
i
A∗∗(Xi),

and we can give this the inverse limit topology (i.e. give each A∗∗(Xi) the discrete topology and take
the limit in bigraded topological abelian groups).

Corollary 4.10. Assume in addition that each Xi is strongly dualizable and cellular, and A∗∗(Xi) or
A∗∗(Xi) is flat. Then

(4.4) A∗∗(X) ≃ HomA∗∗
(A∗∗(X), A∗∗) and A∗∗(X) ≃ HomA∗∗,c(A

∗∗(X), A∗∗).

Here HomA∗∗,c means continuous homomorphisms (for the discrete topology on the target and the inverse
limit topology on the source).

Proof. For the first claim we compute

A∗∗(X) ≃ lim
i
A∗∗(Xi) ≃ lim

i
HomA∗∗

(A∗∗(Xi), A∗∗)

≃ HomA∗∗
(colim

i
A∗∗(Xi), A∗∗) ≃ HomA∗∗

(A∗∗(X), A∗∗),

using the Milnor exact sequence [GJ09, Proposition VI.2.15], Lemma 4.8, and compactness of the spheres.
For the second claim, note that by definition a basis of open neighborhoods of 0 in A∗∗(X) is given by
ker(A∗∗(X) → A∗∗(Xi)). Any continuous homomorphism thus factors through A∗∗(Xi) for some i,
yielding the formula

HomA∗∗,c(A
∗∗(X), A∗∗) ≃ colim

i
HomA∗∗

(A∗∗(Xi), A∗∗).

But also
colim
i

HomA∗∗
(A∗∗(Xi), A∗∗) ≃ colim

i
A∗∗(Xi) ≃ A∗∗(X),

using Lemma 4.8 and compactness of the spheres again. �

4.3.2. We recall some standard facts about oriented ring spectra and Thom isomorphisms. Given a
homotopy ring spectrum E over S and an algebraic group G → GLn, a G-orientation of E consists of
a choice of Thom class t(V ) ∈ E2n,n(Th(V )) for every G-bundle V on a smooth S-scheme, satisfying
certain naturality and normalization axioms (see e.g. [Ana19, Definition 3.3]).

Lemma 4.11. Let E be G-oriented and V a Nisnevich locally trivial G-bundle on X ∈ SmS (e.g. G
special and V arbitrary). Then the map

E ∧Th(V )
idE ∧∆−−−−→ E ∧Th(V ) ∧X+

idE ∧t(V )∧idX−−−−−−−−−→ E ∧ Σ2n,nE ∧X+
m−→ E ∧ Σ2n,nX+

is an equivalence.

We call this equivalence the (homological) Thom isomorphism; it induces in particular t : E∗∗Th(V ) ≃
E∗−2n,∗−n(X).

Proof. By the smooth projection formula, we may assume that X = S. By Nisnevich separation [Hoy16b,
Proposition 6.23] and naturality of the Thom class, we may assume that V is trivial. In this case the
map is homotopic to the identity, by definition. �

4.3.3. We now compute the homology of MSp, following the standard topological proof.
Write HGr(r, n) denote the quaternionic Grassmannian of 2r-dimensional symplectic subspaces in

2n-dimensional symplectic space (see e.g. [PW10c]). For example HGr(1, n) = HPn.

Lemma 4.12. Suppose that A is Sp-oriented. We have A∗∗(HP∞) ≃ A∗∗{β0, β1, . . . }, and the canonical
map α : (HP∞)n → HGr(n,∞) induces

A∗∗(HGr(n,∞)) ≃ Symn(A∗∗(HP∞)⊗n).

Proof. Σ∞
+ HGr(r, n) ∈ SH(S) is cellular and strongly dualizable [RSØ16a, Proposition 3.1]. By [PW10c,

Theorem 11.4] the maps
A∗∗(HGr(r, n))← A∗∗(HGr(r, n+ 1))

are surjective, and

(4.5) A∗∗(HGr(r,∞)) ≃ lim
n
A∗∗(HGr(r, n)) ≃ A∗∗Jb1, . . . , brK.
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We deduce (using Corollary 4.10) that A∗∗(HP∞) is the topological dual of A∗∗(HP∞) ≃ A∗∗Jb1K, so
that compatible classes βi exist as claimed. In particular

(4.6) A∗∗(HP∞) ≃ A∗∗{β0, β1, . . . }.
Since (4.5) holds over any base, we find that

A∗∗((HP∞)n) ≃ A∗∗Ja1, . . . , anK,

where ai = b1(γi), γi being the tautological bundle on the i-th factor HP∞. There is a map7 α :
(HP∞)n → HGr(n,∞) such that

α∗(γ) ≃ γ1 ⊞ γ2 ⊞ · · ·⊞ γn =: E.

By the Cartan formula [PW10c, Theorem 10.5], the map

α∗ : A∗∗(HGr(n,∞))→ A∗∗((HP∞)n)

is given by
bi 7→ bi(E) = σi(a1, . . . , an),

where σi is the i-th elementary symmetric polynomial. It is thus a split injection onto (A∗∗((HP∞)n))Σn .
The map α∗ is obtained by passing to continuous duals, and hence as claimed. �

Remark 4.13. The above result can also be deduced from [Ana17, Theorem 5.10].

Lemma 4.14. Let γ be the tautological bundle on HP∞. Then γ \ 0 is (motivically) contractible.

Proof. Let γn be the tautological bundle on HPn. Then γn \ 0 = Spn/G × Spn−1, where G ⊂ Sp1 is
the subgroup fixing the first vector. One checks (e.g. using Sp1 = SL2) that G ≃ Ga. Since all of these
groups are special, the étale quotients are homotopy quotients, and we deduce that γn \ 0 ≃ Spn/Spn−1.
Taking colimits we get γ \ 0 ≃ Sp/Sp ≃ ∗. �

Proof of Theorem 4.1(1). Consider the motivic space BSp
A1

≃ colimnHGr(n,∞) (see (4.2)). This has an
H-space structure coming from addition of vector bundles. The diagram

(HP∞)n −−−−→ BSpn

α

y m

y

HGr(n,∞) −−−−→ BSp

commutes (essentially by construction); here the horizontal maps classify the tautological bundles. The
inclusion at the base point (HP∞)n → (HP∞)n+1 covers the canonical map HGr(n,∞)→ HGr(n+1,∞)
and induces in cohomology the quotient map

A∗∗((HP∞)n+1) ≃ A∗∗JbK⊗̂n+1 → A∗∗JbK⊗̂n ≃ A∗∗((HP∞)n).

Passing to continuous duals, we deduce that under the identification A∗∗(HGr(n,∞)) ≃ Symn(A∗∗HP∞),
the map HGr(n,∞)→ HGr(n+ 1,∞) corresponds to multiplication by β0. This implies that

A∗∗(BSp) ≃ colim
n

A∗∗(HGr(n,∞)) ≃ colim
n

Symn(A∗∗HP∞) ≃ A∗∗[β0, β1, . . . ]/(β0 − 1).

The Thom isomorphism (Lemma 4.11) induces an isomorphism of rings A∗∗BSp
t−→ A∗∗MSp. It

remains to identify the classes t(βi). Let γ be the tautological bundle on HP∞. The defining cofiber
sequence of pointed spaces

γ \ 0→ γ ≃ HP∞ s−→ Th(γ)

has the property that γ \ 0 is contractible (Lemma 4.14). This supplies us with an isomorphism

s : A∗∗{β1, β2, . . . } ≃ Ã∗∗(HP∞) ≃ A∗∗(Th(γ)).

To conclude the proof, we shall show that s(βi) = t(βi−1).
To see this, it suffices to show that the composite

Ã∗∗(HP∞)
s≃ A∗∗(Th(γ))

t≃ A∗−4,∗−2(HP∞)

maps βi to βi−1. By construction, its dual is

A∗+4,∗+2(HP∞)
t(γ)·−−−→ A∗∗(Th(γ))

s−→ Ã∗∗(HP∞),

7Recall that HGr(n, k) represents the functor of 2n-dimensional symplectic subbundles of the trivial symplectic bundle

O2k. On HPk we thus have γ →֒ O2k whence γ⊞n →֒ O2nk ; this defines a map (HPk)n → HGr(n, nk). Now take colimits.
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i.e. multiplication by s∗(t(γ)). By definition, this is b = b1(γ) [PW10c, Proposition 7.2], and so the claim
follows by dualization. �

4.3.4. Write SGr(n, k) for the special linear Grassmannian varieties [Ana15, Definition 22].

Lemma 4.15. Σ∞
+ SGr(n, k) ∈ SH(S) is cellular and strongly dualizable.

Proof. By definition we have SGr(n, k) = det γn,k \ 0, where γn,k is the tautological bundle on Gr(n, k).
We thus have a cofiber sequence

SGr(n, k)→ Gr(n, k)→ Th(det γn,k).

Since Gr(n, k) and Th(det γn,k) ≃ P(det γn,k ⊕ O)/P(det γ) [MV99, Proposition 2.17] are strongly du-
alizable [CD09, Proposition 2.4.31] so is SGr(n, k). For cellularity we use the description SGr(n, k) =
SLn/P

′
k. The group P ′

k is an extension of special groups (SLk, SLn−k and Ga) and thus special. Thus
the étale quotient defining SGr(n, k) is a Zariski quotient, and hence (the action being free) a homotopy
quotient:

SGr(n, k) ≃ (SLn)hP ′
k
≃ colim

i∈∆op
P×i
k × SLn.

It thus suffices to show that SLn and P ′
k are (stably) cellular; this is proved in [Wen10, Proposition

4.1]. �

Essentially by construction, the space SGr(n, k) represents the functor of n-dimensional subbundles of
Ok, together with a choice of trivialization of the determinant. If V is a symplectic bundle, then det(V )
is trivialized (by the Pfaffian; see e.g. the discussion just before [Ana12, Definition 4.5]), and so V is also
a special linear bundle. This induces maps HGr(n, k)→ SGr(2n, 2k) and HGr(n,∞)→ SGr(2n,∞).

Lemma 4.16. Suppose that A is SL-oriented and η-periodic. The composite

(HP∞)n → HGr(n,∞)→ SGr(2n,∞)→ SGr(2n+ 1,∞)

induces

A∗∗(SGr(2n+ 1,∞)) ≃ Symn(A∗∗(HP∞)/{β1, β3, . . . }).

Proof. Write α for the composite. We first determine the map

α∗ : A∗∗(SGr(2n+ 1,∞))→ A∗∗((HP∞)n) ≃ A∗∗Ja1, . . . , anK.

By [Ana15, Theorem 10] we have

A∗∗(SGr(2n+ 1,∞)) ≃ A∗∗Jp1, . . . , pnK;

here pi = pi(γ) are the Pontryagin classes of the tautological bundle γ on SGr(2n + 1,∞). Thus
α∗(pi) = pi(E), where E := γ1 ⊞ γ2⊞ · · ·⊞ γn is the tautological bundle on (HP∞)n. We compute using
[Ana15, Lemma 12]

pt(E) =
∏

i

pt(γi) =
∏

i

(1 + a2i t
2).

In other words

α∗(pi) = σi(a
2
1, . . . , a

2
n).

It follows that α∗ is a split injection onto A∗∗Ja21, a
2
2, . . . , a

2
nK

Σn . By Lemma 4.15, Corollary 4.10 and
[Ana15, Remark 13] the map α∗ is the topological dual of α

∗, which is easily checked to be as claimed. �

Proof of Theorem 4.1(2). By the Thom isomorphism (Lemma 4.11) we have

A∗∗MSL ≃ colim
n

A∗∗SGr(2n+ 1,∞),

which by the above identifies with

A∗∗(MSp)/(b1, b3, . . . ).

This was to be shown. �
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4.4. Adams action. In this section we work over a field k of characteristic 6= 2. Recall that for any
Sp-oriented cohomology theory A we have A∗∗(HP∞) ≃ A∗∗JbK, where b = b1(γ) [PW10a, Theorem 8.2].
Recall also that we put KW = KO[η−1] and kw = KW≥0.

Lemma 4.17. Suppose that W(k) = F2. Then

ψ3(b) = b(1 + βb2) ∈ kw2(HP∞).

Proof. We implicitly invert 3 throughout this proof.
Since kw∗∗(HP∞) →֒ KW∗∗(HP∞), it suffices to prove the claim for KW. Note that

KO4,2(HP∞) ≃
⊕

i≥0

KO4−4i,2−2i{bKO
1 (γ)i} ≃

⊕

i≥0

Z{bKO
1 (γ)i} →֒ KGL4,2(HP∞);

here we use that KO8n,4n ≃ GW(k) = Z by assumption, and KO8n+4,4n+2 ≃ Z as always (see e.g.
[Bac17, Table 1]). Write α : KO→ KGL for the canonical map and H(1) ∈ KO4,2(HP∞) ≃ KSp0(HP∞)
for the class of the tautological bundle. We shall first determine ψ3(H(1)), and to do this we determine
α(ψ3(H(1))) = ψ3(α(H(1))) (see Theorem 3.1(4)). We have α(H(1)) = β−2

KGLγ, where γ ∈ KGL0(HP∞)
is the tautological bundle. By Remark 3.13, “our” Adams operation on KGL is just the classical one, so
can be computed in terms of exterior powers of vector bundles (see e.g. [Wei13, §II.4]). It follows that
for any rank 2 vector bundle V we have

ψ3(V ) = V ⊗3 − 3V ⊗ detV ∈ KGL0(X).

If the bundle is symplectic, then det V = 1. Hence

ψ3(α(H(1))) = ψ3(β−2
KGLγ) = 3−2β−2

KGL(γ
⊗3 − 3γ)

= 3−2(β−2
KGLγ)(β

4
KGL(β

−2
KGLγ)

2 − 3) = α(3−2H(1)(βH(1)2 − 3)).

Here we have used that ψ3 is a ring map and ψ3(βKGL) = 3βKGL (by construction). Hence by injectivity
of α we get

ψ3(H(1)) = 3−2H(1)(βH(1)2 − 3).

By [Ana17, Theorem 6.10] we have bKO
1 (γ) = H(1)−H−, where H− ∈ KO4,2(∗). Hence also ψ3(H−) ∈

KO4,2(∗). It follows that ψ3(b) ∈ KW2(HP∞) is the image of ψ3(H(1)) − ψ3(H−) ∈ KO4,2(HP∞). One
has KW∗ ≃ W(k)[β±1], with |β| = 4 (see e.g. §6.3.2). Thus KW2 = 0, so ψ3(b) is just the image of
ψ3(H(1)). Since 2 = 0 ∈ KW∗, the result follows. �

Remark 4.18. Our proof is complicated by the fact that we did not want to use the geometric description
of the Adams operations on KO∗∗(HP∞); in particular this made it difficult to determine ψ3(b) without
the assumption that W(k) = F2. If we allow ourselves this description (i.e. Proposition 3.38 and Lemma
3.36) we get

ψ3(b1(γ)) =
ψ3
geo(H(1)−H−)

〈−1〉 · 3 · 3ǫ
∈ KO4,2(HP∞).

Using that for a rank 2 symplectic bundle E one has ψ3
geo(E) = E3 − 3E, one easily deduces that

ψ3(b) = b(1− βb2/3) ∈ kw2(HP∞),

over any field.

Lemma 4.19. For a scheme S and n odd, the maps ψn : KW[1/n]→ KW[1/n] ∈ SH(S) and (provided
S is a field) ψn : kw[1/n]→ kw[1/n] are equivalences.

Proof. The second map is obtained from the first by applying the connective cover functor, so the second
claim follows from the first. The first claim is compatible with base change, so we may check it over
Spec(Z[1/2]), and thus we may reduce to fields [BH17, Proposition B.3]. It thus suffices to show that
ψn : π∗KW[1/n] → π∗KW[1/n] is an isomorphism; recall that π∗KW[1/n] = W [1/n, β, β−1]. Hence
by Example 3.7 and Theorem 3.1(2,3) the map on π4i is given by multiplication by n2i, which is an
isomorphism as needed (and all other homotopy sheaves vanish). �

Proof of Proposition 4.3. It suffices to prove the “in fact” statement.
Denote the inverse of ψ3 by ψ1/3. Note that ψ3(β) = 9β = β, so that ψ3 acts by the identity on kw∗,

and hence so does ψ1/3. Applying Lemma 4.9 to ψ1/3 we deduce that 〈ψ1/3x, y〉 = 〈x, ψ3y〉, i.e. that the
action of ψ1/3 on kw∗HP∞ is dual to the action of ψ3 on kw∗HP∞. On kw∗HP∞ we have

ψ3(bn) = ψ3(b)n = bn(1 + βb2)n = bn + nβbn+2 +O(β2).
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Hence

(4.7) ψ1/3(βi) = βi + β(i− 2)βi−2 +O(β2).

It follows that for any x ∈ kw∗HP∞ we have ψ1/3(x) = x + O(β). Since ψ3 is β-linear and inverse to
ψ1/3, we deduce that x = ψ3ψ1/3(x) = ψ3(x) +O(β), i.e. ψ3(x) = x+ O(β). Using this when applying
ψ3 to (4.7) we find that

βi = ψ3(βi) + β(i− 2)(βi−2 +O(β)) +O(β2), whence ψ3(βi) = βi + β(i− 2)βi−2 +O(β2).

Using that the βi ∈ kw∗HP∞ maps to bi−1 ∈ kw∗MSp and 2 = 0 ∈ kw∗ the result follows. �

5. Some completeness results

5.1. Summary.

Theorem 5.1. Let k be a field of char(k) 6= 2, and suppose that vcd2(k) < ∞. If E ∈ SH(k)veff, then
E∧

2 is η-complete.

In particular, the map

π∗∗E
∧
2 → π∗∗E

∧
2,η

is an isomorphism. This is the only form of the result we shall use in the sequel. In §5.2 we give a
complete argument for this π∗∗-isomorphism. The extension to an equivalence of spectra uses a technical
result established in the remaining subsections; this is not relevant for the sequel and so can be skipped.

5.2. Main result. We first recall and extend the slice completeness result of [BEØ20, §5]. Recall that
the slice tower [Voe02] is a functorial tower f•E → E ∈ SH(k); the slice completion of E is

scE = lim
n

cof(fnE → E).

Proposition 5.2. Let k be a field of exponential characteristic e, t coprime to e with vcdt(k) <∞.8 If
E ∈ SH(k)≥0, then E

∧
t,ρ → sc(E)∧t,ρ is an equivalence.

Note that the fact that E∧
t,ρ → sc(E)∧t,ρ is a π∗∗-isomorphism was established in [BEØ20, Corollary

5.13]. We will give the full proof of Proposition 5.2 in §5.3.4.

Example 5.3. Let E ∈ SH(k)[η−1]≥0. Since ρ = 2 on SH(k)[η−1], we deduce that E/2n is slice complete.
It follows that slice spectral sequence techniques as in [OR19] could be used (over fields of characteristic
6= 2 and vcd2 <∞) to study the relationship between 1[η−1]∧2 and kw∧

2 . We pursue a different strategy
in the sequel.

The following argument is closely related to part of [HKO11a, Lemma 20].

Lemma 5.4. Let E ∈ SH(k). Then E∧
2 is η-complete if and only if E/(2, ρ) is η-complete.

Proof. Necessity is clear since η-complete spectra are stable under finite colimits. We thus show suffi-
ciency. Consider the fiber sequence

F → E/2→ (E/2)∧η .

Then F is η-periodic, 2-complete, and F/ρ ≃ 0 by assumption. By (2.1) we have F/ρ ≃ F/2. We deduce
that F ≃ 0 (F being 2-complete); in other words E/2 is η-complete. The result follows since η-complete
spectra are stable under limits. �

Proof of Theorem 5.1. By Proposition 5.2, E/(2, ρ)→ sc(E)/(2, ρ) is an equivalence. Since slices are η-
complete (being modules over HZ(2) ≃ s0(1(2)); see e.g. [BH17, Theorem B.4]), we deduce that E/(2, ρ)
is η-complete (being a limit of finite extensions of slices, by the effectivity assumption). We conclude by
Lemma 5.4. �

5.3. Remaining proofs.

8We are using here the slightly extended definition of virtual cohomological dimension introduced in [BEØ20, §1.1.2],
i.e. vcdt(k) = max{cdp(k[

√
−1] | p|t}.
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5.3.1.

Definition 5.5. (1) By a tower in a category C we mean an object of Fun(Zop, C), i.e. a diagram

E• = . . . E2 → E1 → E0 → E−1 → · · · ∈ C.

(2) Suppose that C is pointed. We call a tower E• nilpotent if for every n ∈ Z there exists N > n
such that the composite map EN → En is zero.

Lemma 5.6. Let E• ∈ SH be a tower of spectra such that each tower πi(E•) of abelian groups is
nilpotent. Then

lim
i→∞

Ei ≃ 0.

Proof. For fixed i, the tower πi(E•) is Mittag–Leffler, and hence lim1
sπi(Es) ≃ 0 [Wei95, Proposition

3.5.7]. Clearly also lims πiEs ≃ 0. The claim thus follows from the Milnor exact sequence [GJ09,
Proposition VI.2.15]. �

Recall that if A• → A is a tower in C/A with C an abelian category, there is a canonical descending
filtration on A denoted by

F kA = im(Ak → A).

5.3.2. Let C be a triangulated category with a t-structure. Fix X ∈ C. For every E ∈ C, we have a
natural tower

· · · → E≥2 → E≥1 → E≥0 → · · · → E.

Applying [X,−] we obtain a tower in abelian groups, and hence a natural descending filtration on [X,E]
which we denote by G•[X,E]. Given F ∈ C♥, we put Hi(X,F ) = [X,ΣiF ].

Lemma 5.7. Let α : E → F ∈ C induce the zero map Hi(X, πiE)→ Hi(X, πiF ). Then

α(Gi[X,E]) ⊂ Gi+1[X,F ].

Proof. An element of Gi[X,E] is represented by a map X → E≥i. Its image in [X,F ] is lands in
Gi+1[X,F ] if and only if the composite X → E≥i → E → F factors through F≥i+1 → F . For this it is
enough that the composite X → E≥i → F≥i → Σiπi(F ) is zero. Since this factors as X → Σiπi(E) →
Σiπi(F ), the result follows. �

We now specialise this to C = SH(k), X (the suspension spectrum of) a smooth variety.

Remark 5.8. Let X ∈ Smk. Then Gk[X,E] = 0 for k > dimX ; in fact [X,E≥k] = 0. This follows
from the fact that the Nisnevich topos of X has homotopy dimension at most dimX (see e.g. [BH17,
Proposition A.3(3)]).

Corollary 5.9. Let X ∈ Smk be connected of dimension ≤ d. Let α : E → F ∈ SH(k) induce the zero
map on the generic stalk πi(−)0(k(X)), for i = 0, 1, . . . , d. Then the map

α∗ : [X,E]→ [X,F ]

increases filtration by (at least) 1.

Proof. We first claim that α : Hk(X, πi(E)0)→ Hk(X, πi(F )0) is the zero map, for k ≥ 0 and 0 ≤ i ≤ d.
Since Zariski and Nisnevich cohomology of the homotopy sheaves of E agree [Mor05b, Lemma 6.4.7],
for this it suffices to show that α : πi(E)0|XZar → πi(F )0|XZar is the zero map. This follows from
unramifiedness of homotopy sheaves [Mor05b, Lemma 6.4.4] and our assumption on α(k(X)). We have
thus proved the claim.

Applying Lemma 5.7, we deduce that (∗) α(Gi[X,E]) ⊂ Gi+1[X,F ] for 0 ≤ i ≤ d. Since Σ∞
+X ∈

SH(k)≥0, for i < 0 we have [X,F ] ≃ [X,F≥0] ≃ [X,F≥i+1], and so (∗) still holds. For i > d we have
Gk[X,E] = 0 by Remark 5.8, and so again (∗) holds.

This concludes the proof. �
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5.3.3.

Definition 5.10. Let E• ∈ SH(k) be a tower.

(1) We call E• locally nilpotent if for every connected X ∈ Smk and i, j ∈ Z, the tower

πi,j(E•)(k(X))

is nilpotent.
(2) We call E• sectionwise nilpotent if for every X ∈ Smk and i, j ∈ Z, the tower

[Σi,jX,E•]

is nilpotent.

Proposition 5.11. Let E• ∈ SH(k) be locally nilpotent. Then it is sectionwise nilpotent.

Proof. Let X ∈ Smk. It suffices to show that there exists N > 0 such that [X,EN ] → [X,E0] is the
zero map. Writing X as the disjoint union of its (finitely many) connected components, and using that
[X1

∐
X2, E] ≃ [X1, E] ⊕ [X2, E], we may assume that X is connected, say of dimension d. We claim

that for any i there exists N(i) > i such that [X,EN(i)] → [X,Ei] increases postnikov filtration by (at

least) 1. Assuming this for now, if N = N◦(d+1)(0), then the composite

[X,EN ]→ [X,EN◦d(0)]→ [X,EN◦(d−1)(0)]→ · · · → [X,E0]

increases postnikov filtration by d+ 1, and hence is the zero map by Remark 5.8.
It hence suffices to prove the claim; clearly we may assume that i = 0. The local nilpotence assumption

implies that there exists N = N(0) > 0 such that the maps πi(EN )0(k(X)) → πi(E0)0(k(X)) are all
zero, for 0 ≤ i ≤ d. The claim now follows from Corollary 5.9.

This concludes the proof. �

Corollary 5.12. Let E• ∈ SH(k) be locally nilpotent. Then limi Ei ≃ 0.

Proof. Immediate from Proposition 5.11 (which shows that πimap(Σj,kX,E•) is nilpotent) and Lemma
5.6 (which implies that map(Σj,kX, limi Ei) ≃ limimap(Σj,kX,Ei) ≃ 0). �

5.3.4. We can now prove our extended slice completeness result.

Proof of Proposition 5.2. By [BEØ20, Theorem 5.3(1)] (using [BEØ20, Remark 5.12]) we know that
f•(E)/(tn, ρm) is locally nilpotent. The claim thus follows from Corollary 5.12. �

6. The HW-homology of kw

6.1. Summary. Throughout k is a field with vcd2(k) < ∞. Recall (see Lemmas 2.12, 2.10 and 2.8)
that then

W(k)∧I ≃W(k)∧2 ≃ L∧
2W(k).

See §6.3 for a definition of the motivic spectra HW, kw. The following result will be improved upon in
Proposition 7.7.

Theorem 6.1. Let vcd2(k) <∞. We have

π∗((kw ∧ HW)∧2 ) ≃
{
W(k)∧I ∗ = 4i ≥ 0

0 else
.

There exist generators ti ∈ π4·2i((kw∧HW)∧2 ) and xi ∈ π4i((kw∧HW)∧2 ) such that the following hold.

(1) Let k′/k be an extension with vcd2(k
′) <∞. Then xi|k′ generates π4i((kwk′∧HWk′)

∧
2 ) ≃W(k′)∧2 .

(2) For i ≥ 0 we have t2i ∈ (2 + I(k)2)ti+1.
(3) Writing i =

∑
n ǫn2

n for the binary expansion of i ≥ 0, up to a unit (of W(k)∧I ) we have

xi =
∏

n

tǫnn .

(4) x0 can be chosen to be 1.

Remark 6.2. It follows that π∗((kw ∧ HW)∧2 ) is a flat W(k)∧2 -algebra generated by t0, t1, . . . , subject to
the relations t2i = (2 + ri)ti+1 for certain ri ∈ I(k)2.

6.2. The motivic dual Steenrod algebra.
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6.2.1. We will use the mod 2 motivic cohomology spectrum HZ/2. It is a consequence of the solution of
the Beilinson–Lichtenbaum and Milnor conjectures (see e.g. [KRØ18, (7.1)]) that

π∗(HZ/2)∗ ≃ kM∗ [τ ].

Here kM∗ denotes the homotopy module of mod 2 Milnor K-theory [Mor12, Example 3.33], and τ ∈
π1(HZ/2)1. In particular we have a cofiber sequence

(6.1) Σ0,−1HZ/2
τ−→ HZ/2→ kM .

6.2.2. We recall the structure of the motivic dual Steenrod algebra [HKØ, Theorem 5.6]. There exist
elements

τi, ξj ∈ HZ/2∗∗HZ/2, i = 0, 1, 2, . . . , j = 1, 2, . . .

with

|τi| = (2i+1 − 1, 2i − 1) and |ξi| = (2i+1 − 2, 2i − 1).

Then, when viewed as a left HZ/2-algebra, there is an equivalence9

(6.2) HZ/2 ∧ HZ/2 ≃ HZ/2[τ0, τ1, . . . , ξ1, ξ2, . . . ]/(τ
2
i − (τ + ρτ0)ξi+1 − ρτi+1).

We may occasionally write ξ0 := 1. The switch map on HZ/2 ∧ HZ/2 induces an automorphism of
HZ/2∗∗HZ/2 called antipode which we denote by x 7→ x.

Lemma 6.3. (1) The action of HZ/2∗∗HZ/2 on HZ/2∗∗ is determined by Sq1(τ) = ρ, Sqi(x) = 0

for x = τ and i > 1, or i ≥ 0 and x = 1 or x ∈ kM1 (k).
(2) The right unit ηR : HZ/2∗∗ → HZ/2∗∗HZ/2 is given by ηR(τ) = τ + ρτ0 and ηR(a) = a, for

a ∈ kM∗ (k).

Proof. The right unit is a special case of a homology coaction, and so dual to the action of HZ/2∗∗HZ/2

on HZ/2∗∗: ηR(x) =
∑

I Sq
I(x) · ŜqI . Thus (1) and (2) are (essentially) equivalent. The right unit

is kM∗ (k)-linear (see e.g. Example 3.7 and use that π0(1)∗ ≃ KMW
∗ → π0(HZ/2) ≃ kM∗ is surjective)

and satisfies ηR(1) = 1. Thus for x ∈ kM∗ (k) we get ηR(x) = x. For degree reasons, we must have

ηR(τ) = aτ + bτ0 + cξ1, for some a ∈ F2, b ∈ kM1 (k), c ∈ kM2 (k). This translates into Sq0(τ) = aτ ,
Sq1(τ) = b and Sq2(τ) = c (using [Voe03b, Lemmas 13.1 and 13.5]). Hence a = 1. We have c = 0 by
[Voe03b, Lemma 9.9]; b = ρ is holds essentially by definition (using that Z(1)[1] = Gm and considering
the long exact sequence computing H∗(k,Z/2(1))). �

Corollary 6.4. The monomials ∏

i,j

τi
ǫiξj

nj

form a left HZ/2∗∗-module basis of HZ/2∗∗HZ/2.

Proof. Since the conjugates form a left basis, it is clear that these monomials form a right basis. It
suffices to prove that elements of the form τpm (where m is one of the monomials) form a kM∗ -basis. By
Lemma 6.3, elements of the form (τ + ρτ0)

pm form a kM∗ -basis, where m is one of the monomials in the
claim. Order the monomials in the τ i, ξi and τ lexicographically, with τ < τ i < ξi < τ i+1. The relation
from (6.2) ensures that τ2i is a sum of monomials > τi; this implies that if τpm is any such monomial,
τ0τ

pm is a sum of larger monomials. Since τ0 = τ0 (see again [HKØ, Theorem 5.6]), it follows that the
matrix expressing the elements {(τ +ρτ0)pm}p,m in terms of the basis {τpm}p,m is triangular (with unit
diagonal). The result follows. �

6.2.3. The Kronecker pairing induces an isomorphism HZ/2∗∗HZ/2 ≃ (HZ/2∗∗HZ/2)
∗ (see e.g. [Hoy15,

Proposition 5.5]). By passing to the dual of the monomial basis of HZ/2∗∗HZ/2, any monomial m ∈
HZ/2p,qHZ/2 defines a dual m̂ ∈ HZ/2p,qHZ/2.

Warning 6.5. We can extend this map HZ/2∗∗-linearly, but the extension is not compatible with gradings:
if a ∈ HZ/2r,s then âm ∈ HZ/2p−r,q−sHZ/2 whereas am ∈ HZ/2p+r,q+sHZ/2.

9in the naive sense that the right hand side has an HZ/2-module structure and also a homotopy HZ/2-algebra structure,
and there is an equivalence respecting both structures
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Example 6.6. Since HZ/2pq is concentrated in q > 0, except for HZ/20,0 = Z/2, we find that HZ/2∗,0HZ/2
is generated as an F2-vector space by 1 and τ̂0. In other words

HZ/20,0HZ/2 = F2, HZ/21,0 = F2{τ̂0} and HZ/2p,0HZ/2 = 0 else.

Similarly HZ/2∗,1HZ/2 is generated by τ, kM1 , ξ̂1, τ̂1, τ τ̂0, k
M
1 τ̂0, ξ̂1τ0, τ̂1τ0, so that

HZ/20,1HZ/2 = F2{τ},HZ/21,1HZ/2 = kM1 ⊕ F2{τ τ̂0},HZ/22,1HZ/2 = F2{ξ̂1} ⊕ kM1 {τ̂0},
HZ/23,1HZ/2 = F2{τ̂1} ⊕ F2{τ̂0ξ1},HZ/24,1HZ/2 = F2{τ̂0τ1}, and HZ/2p,1HZ/2 = 0 else.

If α ∈ HZ/2∗∗HZ/2 is any endomorphism, then we denote by

αL = α ∧ id, αR = id∧α : HZ/2 ∧ HZ/2→ HZ/2 ∧HZ/2

the induced maps. We obtain

αL∗ , α
R
∗ : HZ/2∗∗HZ/2→ HZ/2∗∗HZ/2.

Lemma 6.7. (1) For any α ∈ HZ/2∗∗HZ/2, the map αL∗ is right HZ/2∗∗-linear, and αR∗ is left
HZ/2∗∗-linear

(2) We have the formulas

τ̂0
L
∗ (τ0) = 1

τ̂0
L
∗ (τi) = 0, i > 0

τ̂0
L
∗ (ξi) = 0, i ≥ 0

τ̂1
L
∗ (τ1) = 1

τ̂1
L
∗ (τi) = 0, i 6= 1

τ̂1
L
∗ (ξi) = 0, i ≥ 0

ξ̂1
L

∗ (τ1) = τ0

ξ̂1
L

∗ (τi) = 0, i 6= 1

ξ̂1
L

∗ (ξ1) = 1

ξ̂1
L

∗ (ξi) = 0, i 6= 1

τ̂0
R
∗ (τi) = ξi, i ≥ 0

τ̂0
R
∗ (ξi) = 0, i ≥ 1, and

ξ̂1
R

∗ (τi) = 0, i ≥ 0

ξ̂1
R

∗ (ξi) = ξ2i−1, i ≥ 0.

(Here in the last formula ξ−1 := 0.)

(3) τ̂0
L
∗ is a derivation (i.e. satisfies τ̂0

L
∗ (ab) = τ̂0

L
∗ (a)b + aτ̂0

L
∗ (b)), τ̂1

L
∗ is a derivation on the right

HZ/2∗∗-subalgebra on all the generators except τ0, and ξ̂1
L

∗ is a derivation on the right HZ/2∗∗-
subalgebra on all the generators except τ0, τ1.

Proof. (1) Immediate from the definitions.
(2) For E ∈ SH(k) we have an action

HZ/2∗∗HZ/2 ⊗HZ/2∗∗ HZ/2∗∗E → HZ/2∗∗E,α⊗ e 7→ α∗(e).

By the eightfold way [Boa82, p. 190], this is obtained from the coaction

∆ : HZ/2∗∗E → HZ/2∗∗HZ/2⊗HZ/2∗∗ HZ/2∗∗E

by partial dualization: if ∆(e) =
∑

i ai ⊗ ei then α∗(e) =
∑
i〈ai, α〉ei. Applying this with E = HZ/2, it

follows that for α ∈ HZ/2∗∗HZ/2 and x ∈ HZ/2∗∗HZ/2 with ∆(x) =
∑
xi ⊗ yi, we have

αL∗ (x) =
∑

i

〈xi, α〉yi, and similarly αR∗ (x) =
∑

i

〈yi, α〉xi.

The formulas now follow from the formulas for the comultiplication in HZ/2∗∗HZ/2 [HKØ, Theorem
5.6].

(3) By (1), it suffices to show the claims about the Z/2-subalgebras. Let g be one of the monomial
generators of HZ/2∗∗HZ/2 and a, b ∈ HZ/2∗∗HZ/2. Suppose we can write

∆(a) = 1⊗ a+ g ⊗ a′ +
∑

ai ⊗ a′i, ∆(b) = 1⊗ b + g ⊗ b′ +
∑

bi ⊗ b′i,
where the ai, bi are monomials. Suppose further that when expanding aibj into monomials, g does not
appear. Then ĝL∗ (a) = a′, ĝL∗ (b) = b′ and

∆(ab) = g ⊗ (ab′ + a′b) + . . . ,

where g does not appear on the left in the omitted terms. It follows that ĝL∗ (ab) = ab′ + a′b, which is
what we wanted. ∆(a),∆(b) can always be written in the desired form, the only problem may occur
when expanding the product. As long as g itself is not a product, the only way the assumption can fail
is from an “unexpected” contribution, i.e. coming from τ2i = (τ + ρτ0)ξi+1 + ρτi+1. It thus suffices to
ensure that ∆(a),∆(b) do not contain τi on the left hand side, for 0 ≤ i < N for certain N depending on
g. This will happen if τi for i < N are excluded as generators (considering again the explicit formulas
for the comultiplication). One checks that for g = τ0, τ1, ξ1, respectively N = 0, 1, 2 work. The result
follows. �
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6.3. Spectra employed in the proof.

6.3.1. We write ko = f̃0KO for the spectrum of very effective hermitian K-theory. We also put ku =
f0KGL ≃ f̃0KGL. Note that we have canonical ring maps ko→ ku→ s0(KGL) ≃ HZ.

Proposition 6.8. The canonical map HZ/2∗∗ko → HZ/2∗∗HZ/2 is injective and hits the elements

ξ
2

1, ξ2, . . . , τ2, τ3, . . . . The resulting map

HZ/2 ∧ ko← HZ/2[ξ
2

1, ξ2, . . . , τ2, τ3, . . . ]/(. . . ) →֒ HZ/2 ∧ HZ/2

is an algebra isomorphism.
Similarly HZ/2∗∗kgl→ HZ/2∗∗HZ/2 is injective and

HZ/2 ∧ kgl ≃ HZ/2[ξ1, ξ2, . . . , τ2, τ3, . . . ]/(. . . ) →֒ HZ/2 ∧ HZ/2.

Also

HZ/2 ∧ HZ ≃ HZ/2[ξ1, ξ2, . . . , τ1, τ2, τ3, . . . ]/(. . . ) →֒ HZ/2 ∧ HZ/2.

Proof. Once we have produced the maps in question, to show they are equivalences it suffices to show
isomorphisms on π∗∗ over any field extension. Since all the maps and spectra are stable under base
change, we thus need only prove the assertions on the level of π∗∗.

This is essentially contained in [ARØ17]. We first explain the case of HZ. We have the cofiber sequence

HZ
2−→ HZ

p−→ HZ/2
∂−→ ΣHZ.

The map idHZ/2 ∧2HZ is given by 2 = 0 (since 2 ∈ π∗∗(1)), hence after smashing with HZ/2 the cofiber
sequence splits and we get

HZ/2∗∗HZ/2 ≃ HZ/2∗∗HZ⊕ C.
Putting δ = p ◦ ∂, we find that HZ/2∗∗HZ = ker(δR∗ ). One knows that δ = τ̂0 corresponds to the
Bockstein Sq1. Using Lemma 6.7 we find that δL∗ vanishes on the right HZ/2∗∗-algebra M generated by
τ1, τ2, . . . , ξ1, ξ2, . . . and does not vanish in τ0M . Dualizing, we find that δR∗ vanishes on M and does not
vanish on τ0M (these are now left HZ/2∗∗-modules). By Lemma 6.4 we have HZ/2∗∗HZ/2 =M ⊕ τ0M .
It follows that ker(δR∗ ) =M , as desired.

The argument kgl is essentially the same, using Σ2,1kgl
βKGL−−−→ kgl → HZ. It is not immediately

apparent that βKGL : HZ/2 ∧ kgl→ HZ/2 ∧ kgl is the zero map, since βKGL 6∈ π∗∗(1). We can argue as
follows. Over the ring π∗∗(HZ/2∧ kgl) the formal group laws x+ y+ βKGLxy and x+ y are isomorphic;
in particular the former must have infinite height [Rav86, Lemma A2.2.9]. Thus 0 = [2]kgl(x) = βKGLx

2,
whence βKGL is zero in π∗∗(HZ/2 ∧ kgl). Continuing with the above argument, this time it turns out
that δ = τ̂1 [ARØ17, Lemma 2.9]; the rest of the argument goes through as before.

For ko the same argument works, using Σ1,1ko
η−→ ko→ kgl. Since η ∈ π∗∗(1) it is immediate that it

acts by 0 on HZ/2∧ko. The boundary map δ turns out to be ξ̂1 [ARØ17, Lemma 2.12] [Voe03b, Lemma
13.1]. The rest goes through as before. �

6.3.2. We denote by KW = KO[η−1] the Witt theory spectrum. As the name suggest, it represents
Balmer–Witt theory [Hor05]. We put kw = KW≥0. The image of the Bott element β ∈ π8,4KO yields
an element β ∈ π4KW = π4kw and we have [Bal05, Theorem 1.5.22]

π∗(KW) ≃W [β±] and π∗(kw) ≃W [β].

Lemma 6.9. The canonical map ko→ KO→ KW induces an equivalence ko[η−1] ≃ kw.

Proof. Since ko ∈ SH(k)≥0, the map ko→ KW indeed factors through kw. We have

π∗(ko[η
−1]) ≃ colim

[
π∗(ko)0

η−→ π∗(ko)−1
η−→ . . .

]
.

Since π∗(ko)−n ≃ π∗(KO)−n for ∗, n ≥ 0 and π∗(ko)−n = 0 for ∗ < 0, the result follows. �

We put HW = 1[η−1]≤0; in other words this is just the homotopy module W [η±]. The unit map
induces

(6.3) HW ≃ kw≤0 ≃ kw/β.

Warning 6.10. In other works HW would perhaps have been denotedKW [η−1] orW [η±] (and HW would
have denoted something else). Since this object is so central for our work, we reserve the prominent
notation.
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6.3.3. Consider the spectrum f0HW. One may show (e.g. see [Bac17, Theorem 17]) that π0(f0HW)∗ ≃
KW

∗ is the homotopy module ofWitt K-theory; in other wordsKW
∗ = I∗ (and multiplication by η induces

the inclusion I∗+1 →֒ I∗; for ∗ < 0 we put I∗ =W ). There is a canonical map KW
∗ → kM [Mor04b]; by

the resolution of the Milnor conjecture [Voe03a, OVV07, Mor05a] this induces a cofiber sequence

(6.4) Σ1,1KW η−→ KW → kM .

Taking effective covers, we obtain a map f0HW → f0k
M ≃ HZ/2 [Bac17, Lemma 12]. The induced

square

(6.5)

f0HW −−−−→ KW

y
y

HZ/2 −−−−→ kM

is cartesian [Bac17, Theorem 17].

Lemma 6.11. The map τ : Σ0,−1HZ/2→ HZ/2 lifts uniquely (up to homotopy) to a map τ̃ : Σ0,−1HZ/2→
f0HW, and cof(τ̃ ) ≃ KW .

Proof. Since Σ0,−1HZ/2 ≃ ΣG∧−1
m ∧HZ/2 ∈ SH(k)≥1 and KW , kM ∈ SH(k)≤0, the long exact sequence

for [Σ0,−1HZ/2,−] shows that there is a unique lift as claimed. We can view this as a morphism from
the bicartesian square

Σ0,−1HZ/2 −−−−→ 0

id

y
y

Σ0,−1HZ/2 −−−−→ 0

into (6.5); taking cofibers we get a bicartesian square

cof(τ̃ ) −−−−→ KW

y
y

cof(τ) −−−−→ kM .

The bottom horizontal map is an equivalence by (6.1), hence so is the top one. This was to be shown. �

Corollary 6.12. We have KW ∈ Σ0,−1SH(k)veff.
Proof. Since SH(k)veff is closed under colimits (and HZ/2, f0HW ∈ SH(k)veff), this is immediate from
Lemma 6.11. �

6.4. Determination of π∗(kw ∧HW)∧2 .

6.4.1. For E ∈ SH(k), consider the η-multiplication tower

(6.6) · · · → Σ2,2E
η−→ Σ1,1E

η−→ E.

Functorially associated with this is a spectral sequence (the η-Bockstein spectral sequence) with [Lur16,
beginning of §1.2.2 and Construction 1.2.2.6]

(6.7)

Ep,q,w1 = πp+q(cof(η : Σ−p+1,−p+1E → Σ−p,−pE))w, p ≤ 0

dr : E
p,q,w
r → Ep−r,q+r−1,w

r+1

 πp+q(E)w .

Here by the last line we mean that the E∞-page in position (p, q, w) is is related to πp+q(E)w (but we
are not claiming any kind of convergence).

Remark 6.13. Since the tower (6.6) is compatible with base change, so is the associated spectral sequence
(6.7).

The boundary map in the cofiber sequence

Σ1,1E
η−→ E

p−→ E/η
∂−→ Σ2,1E

induces the Bockstein

δ = p∂ : E/η→ Σ2,1E/η.
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By construction, δ2 = 0 and so δ∗ gives π∗(E/η)∗ the structure of a chain complex. We write its
homology (respectively cycles, respectively the entire complex) in spot corresponding to πa(E/η)b as
Ha(π∗(E/η)∗, δ∗)b (respectively Za(π∗(E/η)∗, δ∗)b, Ca(π∗(E/η)∗, δ∗)b). Recall the notion of conditional
convergence from [Boa99, Definition 5.10].

Lemma 6.14. By suitably re-indexing the spectral sequence (6.7) we obtain a conditionally convergent
spectral sequence

Es,f,w1 = πs(E/η)w+f ⇒ πs(E
∧
η )w

dr : E
s,f,w
r → Es−1,f+r,w

r .

Here Es,f,w1 = 0 for f < 0. We have

Es,0,w2 = Zs(π∗(E/η)∗, δ∗)w

Es,f,w2 = Hs(π∗(E/η)∗, δ∗)f+w, f > 0.

Proof. We have cof(η : Σ−p+1,−p+1E → Σ−p,−pE) ≃ Σ−p,−pE/η and hence Ep,q,w1 ≃ πp+q(E/η)w−p.
The re-indexing is obtained by putting s = p+ q and f = −p.

By Lemma 6.16 below, the spectral sequence converges conditionally to

cof(lim
p

Σp,pE → E) ≃ lim
p

cof(Σp,pE
ηp−→ E) ≃ lim

p
E/ηp ≃ E∧

η .

By construction, the d1-differentials are induced by δ∗, whence the identification of the E2-page. �

Remark 6.15. If E → E/η is an E∞-ring map, then the spectral sequence above can be identified with
the descent spectral sequence for this map. In particular, it is multiplicative. Furthermore F is an
E-module, then the spectral sequence for F is a module over the one for E.

In the proof of Lemma 6.14, we have made use of the following well-known fact. Let E• : Zop → SH
be a tower of spectra. Then as above there is an associated spectral sequence Ep,qn (E•).

Lemma 6.16. The spectral sequence Ep,qn (E•) converges conditionally to cof(limE• → colimE•).

Proof. Let E′
p = cof(limE• → Ep). Then there is a morphism of towers E• → E′

• inducing a morphism
of spectral sequences Ep,qn (E•) → Ep,qn (E′

•). By construction, this induces an isomorphism on the E1-
page, and hence on all following pages. Noting that limE′

• ≃ 0 and colimE′
• ≃ cof(limE• → colimE•),

we may replace E• by E′
•, and so assume that limE• ≃ 0. Conditional convergence to the colimit means

by definition [Boa99, Definition 5.10] that

limπi(E•) ≃ 0 ≃ lim1πi(E•), for i ∈ Z.

By the Milnor exact sequence [GJ09, Proposition VI.2.15], this follows from (and is in fact equivalent
to) limE• ≃ 0. �

6.4.2. Applying Remark 6.15 to the map (see (6.4))

KW → KW /η ≃ kM

and G = E ∧KW , we obtain the spectral sequence

(6.8)
E1(G)

∗,∗,∗ = C(π∗(E ∧ kM )∗, δ∗)[h]⇒ π∗((E ∧KW )∧η )∗

E2(G)
∗,∗,∗ = Z(π∗(E ∧ kM )∗, δ∗)[h]/h · im(δ∗)

.

Here
h = 1 ∈ E1(KW )0,1,−1 ≃ kM (k)0,

and we have used the module structure to act with h ∈ E1(K
W ) on E1(G).

Example 6.17. Taking E = 1, we get E1(G)
s,f,w = 0 unless s = 0, so the spectral sequence collapses

at E1. The spectral sequence converges to π0((K
W )∧η )∗ = (KW (k)∗)

∧
I ; on E1 = E∞ we see the I-adic

filtration (as we must) with subquotients given by kM (k)∗. The element h detects η ∈ KW (k)−1. In
particular h is a permanent cycle.

Via the spectral sequence, we obtain a filtration F •π∗(G
∧
η )∗ on the bigraded group π∗(G

∧
η )∗. Multi-

plication by η induces a map π∗(G
∧
η )∗ → π∗(G

∧
η )∗−1 which maps F • to F •+1 and on associated graded

corresponds to multiplication by h. Taking the colimit we obtain a filtration on

π∗(G
∧
η )∗[η

−1] = colim
i

π∗(G
∧
η )∗−i ≃ π∗(G∧

η [η
−1])
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with

(6.9) F •π∗(G
∧
η [η

−1])∗ = colim
i

F •+iπ∗(G
∧
η )∗−i

and associated graded

gr•π∗(G
∧
η [η

−1])∗ ≃ E∞(G)∗,•,∗[h−1].

Note that even though the filtration F •π∗(G
∧
η )∗ terminates at F 0 (i.e. F 0π∗(G

∧
η )∗ = π∗(G

∧
η )∗) this need

not be the case for the induced filtration on π∗(G
∧
η [η

−1])∗: we could well have

F 0 ( F−1 ( F−2 ( . . . .

Note also that we are not making any claim about the completeness etc. of the filtrations.

6.4.3. We may wish to apply spectral sequence (6.8) with E = HZ/2. To begin with, using that

(HZ/2)/τ ≃ kM (see (6.1)), the form of HZ/2∗∗HZ/2 (see (6.2)) and the fact that ηR(τ) = τ + ρτ0
(Lemma 6.3) we find that

(6.10) π∗∗(HZ/2 ∧ kM ) ≃ kM∗ (k)[τ0, τ1, . . . , ξ1, ξ2, . . . ]/(τ
2
i − ρτi+1).

Now we determine the differential.

Lemma 6.18. The action of δ∗ on π∗∗(HZ/2 ∧ kM ) satisfies

δ∗(τi) = 0 and δ∗(ξi) = ξ2i−1

Proof. We claim that there exists a commutative square

kM
δ−−−−→ Σ2,1kM

x
x

HZ/2
δ̃−−−−→ Σ2,1HZ/2,

where the vertical maps are the canonical projections. Indeed using the cofiber sequence

Σ2HZ/2
τ−→ Σ2,1HZ/2→ Σ2,1kM → Σ3HZ/2

it suffices to show that [HZ/2,Σ3HZ/2] = 0, which follows from the form of the motivic Steenrod algebra
(see Example 6.6). We have (again by Example 6.6)

[HZ/2,Σ2,1HZ/2] ≃ F2{ξ̂1} ⊕ kM1 (k){τ̂0},

so that δ̃ = aξ̂1 + bτ̂0, for some a ∈ F2 and b ∈ kM1 (k). Comparison with Lemma 6.7 (and noting that

we are looking at δ̃R∗ ) yields

δ∗(τi) = bξi and δ∗(ξi) = aξ2i−1.

Since η = 0 on HZ/2, smashing the cofiber sequence for KW /η ≃ kM with HZ/2 we obtain a splitting

π∗∗(HZ/2 ∧ kM ) ≃ π∗∗(HZ/2 ∧KW )⊕ π∗∗(Σ2,1HZ/2 ∧KW ),

with the first summand given by ker(δ∗). Since HZ/2∧ kM 6= 0 (e.g. π0(−)∗ = kM∗ ) we find that neither
of the (isomorphic) summands can be trivial, and so δ∗ 6= 0. After base change to an algebraically closed

field we get kM1 (k̄) = 0, so that the only way to get δ∗ 6= 0 is a = 1. Now we compute

δ∗(δ∗(τ1)) = δ∗(bξ1) = b.

But δ2 = 0, so that b = 0. The result follows. �

6.4.4. We now apply the spectral sequence with E = ko. Recall that we have determined π∗∗(HZ/2∧kM )
in (6.10).

Lemma 6.19. The map ko→ HZ/2 induces an isomorphism

π∗∗(ko ∧ kM ) ≃ kM∗ (k)[ξ21 , ξ2, . . . , τ2, τ3, . . . ]/(τ
2
i − ρτi+1) →֒ π∗∗(HZ/2 ∧ kM ).

The homology of δ∗ acting on this is given by kM∗ (k)[τ2, τ3, . . . ]/(τ
2
i − ρτi+1).
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Proof. Applying antipodes in Lemma 6.8, we find that π∗∗(ko∧HZ/2) →֒ π∗∗(HZ/2∧HZ/2) is the right
HZ/2∗∗-algebra generated by ξ21 , ξ2, . . . , τ2, τ3, . . . . Since these generators form part of a right HZ/2∗∗-

basis (see Corollary 6.4), multiplication by ηR(τ) is injective and we obtain π∗∗(ko∧kM ) as the quotient.
This proves the first claim.

It follows from Remark 6.15 that δ∗ is a derivation, which by Lemma 6.18 satisfies δ∗(τi) = 0,

δ∗(ξi) = ξ2i−1 (and also δ∗(k
M
∗ (k)) = 0, since these elements come from the sphere). This implies that

the homology of δ∗ is given by

kM∗ (k)[τ2, τ3, . . . ]/(τ
2
i − ρτi+1)⊗H ′,

where H ′ is the homology of δ∗ restricted to the subring

F2[ξ
2
1 , ξ2, . . . ].

We can determine this as follows, adapting [Ada95, Proof of §3 Lemma 16.9]. Let Fi ⊂ F2[ξ
2
1 , ξ2, . . . ] be

the F2-vector space with basis {ξ2ni , ξ2ni ξi+1}n≥0. Then δ∗(Fi) ⊂ Fi and H∗(Fi, δ) = F2{1}. Since we
are working over a field,

H∗

(⊗

i

Fi

)
≃
⊗

i

H∗(Fi) ≃ F2{1}.

It thus remains to observe that
⊗

i Fi = F2[ξ
2
1 , ξ2, . . . ]; equivalently every monomial (in which ξ1 occurs

to even power) can be written uniquely as a product
∏
imi, with mi one of the basis elements of Fi.

This is easily checked. �

Lemma 6.20. The spectral sequence E∗(ko ∧KW )∗,∗,∗ collapses at E2.

In other words, there are no further differentials, and E2 = E∞. In particular the spectral sequence
converges strongly [Boa99, Theorem 7.1].

Proof. We have E2(ko∧kW ) = Z(δ∗)[h]/h · im(δ∗) and so in particular E2(ko∧KW )∗,f>0,∗ = h ·H(δ∗)[h].
Recall that the generator τi has bidegree (2i+1 − 1, 2i − 1), so that τi ∈ π2i(HZ/2 ∧HZ/2)1−2i . Thus τi
defines an element with s = 2i and w = 1 − 2i (and f = 0) in our spectral sequence. Similarly kM∗ (k)

yields elements with s = 0, w = ∗, f = 0. Since i ≥ 2, it follows that E2(ko∧KW )∗,f>0,∗ is concentrated
in stems s ≡ 0 (mod 4). Since all differentials lower s by 1, we find that any differential emanating from
positive filtration vanishes.

Now we prove by induction on r that all differentials vanish on Er , starting with r = 2. By the
induction hypothesis we have Er = E2. Let dr(x) = y be any differential. Then dr(hx) = hdr(x) = hy
is another differential, h being a permanent cycle (see Example 6.17). Since hx has positive filtration f
(since f(x) ≥ 0 and f(h) = 1), by the above we have hy = 0. But multiplication by h is injective on

E∗,f>0,∗
2 = E∗,f>0,∗

r and f(y) > 0, so y = 0. This was to be shown. �

Now we invert η to obtain a new filtration, as in (6.9).

Lemma 6.21. The filtration F •π∗((ko ∧KW )∧η [η
−1])∗ is complete, Hausdorff and exhaustive.

Proof. By strong convergence of the spectral sequence, the filtration F •π∗(ko ∧ KW )∧η )∗ is complete,
Hausdorff and exhaustive. It is clear that exhaustive filtrations are stable under colimits. We thus need
to show completeness and Hausdorffness, or in other words that

R lim
i
F iπ∗((ko ∧KW )∧η [η

−1])∗ ≃ 0.

We claim that for i > 0 the map

η : F iπ∗((ko ∧KW )η)∗ → F i+1π∗((ko ∧KW )η)∗−1

is an isomorphism. Indeed giving F iπ∗((ko ∧ KW )η)∗ the obvious induced filtration, this becomes a
morphism of complete, Hausdorff, exhaustively filtered groups inducing an isomorphism on associated
gradeds (given by h : hiH(δ∗)[h]→ hi+1H(δ∗)[h]), so this follows from Lemma 2.2. Hence for i > 0 the
canonical map

F iπ∗((ko ∧KW )η)∗ → F iπ∗((ko ∧KW )η[η
−1])∗

is an isomorphism Thus

0 ≃ R lim
i
F iπ∗((ko ∧KW )∧η )∗

≃−→ R lim
i
F iπ∗((ko ∧KW )∧η [η

−1])∗,

and the result follows. �
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6.4.5. Proof of Theorem 6.1. We first compute π∗((ko ∧KW )∧η [η
−1])∗. This is a filtered graded module

over

π∗((K
W )∧η [η

−1])∗ ≃W(k)∧I [η
±].

Here a priori W(k)∧I must mean the derived I-adic completion, but since vcd2(k) <∞ the I-adic and 2-
adic completion agree (by Lemma 2.12), and the ordinary completion agrees with the derived completion

(by Lemmas 2.10 and 2.8). Note that gr•π∗((K
W )∧η [η

−1])∗ = kM∗ (k)[h±]. Put ui−2 = h1−2iτi; we have

(s, f, w)(ui) = 4(2i, 1− 2i, 0). For n =
∑
i ǫi2

i put

yn =
∏

i

uǫii .

Observe that

gr•π∗((ko ∧KW )∧η [η
−1])∗ ≃ kM∗ (k)[h±, τ2, τ3, . . . ]/(τ

2
i − ρτi+1) ≃ kM∗ (k)[h±]{y0, y1, . . . }.

This is a free module on kM∗ [h±] with at most one generator in every degree, and all our filtrations are
complete, Hausdorff and exhaustive, so by Corollary 2.3 we get

π∗((ko ∧KW )∧η [η
−1])∗ ≃W(k)∧I [η

±]{x0, x1, . . . },

where xi is a lift of yi.
It follows from Corollary 6.12 and Theorem 5.1 that (ko ∧KW )∧2 ≃ (ko ∧KW )∧2,η and hence

((ko ∧KW )∧η [η
−1])∧2 ≃ ((ko ∧KW )∧2,η[η

−1])∧2 ≃ ((ko ∧KW )∧2 [η
−1])∧2 ≃ (ko ∧KW [η−1])∧2 .

Since ko[η−1] ≃ kw (Lemma 6.9) and KW [η−1] ≃ HW, we deduce that

(kw ∧ HW)∧2 ≃ ((ko ∧KW )∧η [η
−1])∧2 .

Note that the W(k)∧I is derived 2-complete, and hence all of π∗((ko ∧KW )∧η [η
−1]) is. In other words

π∗((ko ∧KW )∧η [η
−1]) ≃ π∗(((ko ∧KW )∧η [η

−1])∧2 )

(by Lemma 2.14). We have thus computed

π∗((HW ∧ kw)∧2 ) ≃W(k)∧I {x0, x1, . . . }.

(1) Since our spectral sequence as well as the motivic dual Steenrod algebra are stable under base
change (Remark 6.13), so are the yi. Corollary 2.3 shows that any set of lifts will generate.

(2) Let ti be a lift of ui. Then t
2
i is detected by u2i = ui+1hρ. Since

hρ = −η[−1] = −(〈−1〉 − 1) = −2 ∈W(k)

we have

t2i = −2ti+1 + (higher filtration) = 2ti+1 + (higher filtration),

whence the claim.
(3) True by construction.
(5) Clearly 1 lifts y0 = 1, whence the claim.
This concludes the proof.

7. Main theorem

Lemma 7.1. The unit map u : 1[η−1]→ kw is 1-connected: cof(u) ∈ SH(k)≥2.

Proof. Immediate from examination of the homotopy sheaves (see §6.3.2 and §2.4.6). �

Corollary 7.2. (1) Let ψ : kw(2) → kw(2) be any map such that ψ(1) = 1. Then in the following
commutative diagram, the dotted arrow can be filled uniquely up to homotopy.

Σ4kw(2)

kw(2) kw(2)

β

ψ−1

ϕ
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(2) Let ϕ : kw(2) → Σ4kw(2) be any map. Then in the following commutative diagram, the dotted
arrow can be filled uniquely up to homotopy.

1[η−1](2)

fib(ϕ) kw(2) Σ4kw(2)

u

ϕ

Proof. Put F = fib(ϕ). Note that (∗) by Lemma 7.1, if E ∈ SH(k)≤0 then [kw, E] ≃ [1, E]. We have

cof(β : Σ4kw(2) → kw(2)) ≃ HW(2) (see (6.3)); hence ϕ exists if (a) kw
ψ−1−−−→ kw(2) → HW(2) is zero,

and is unique if (b) [kw,Σ−1HW(2)] = 0. The factorization 1 → F exists if (c) [1,Σ4kw(2)] = 0 and is

unique if (d) [1,Σ3kw(2)] = 0.
We have HW(2) ∈ SH(k)≤0, whence by (∗) for (a) it suffices to show that

1

1−→ kw
ψ−1−−−→ kw(2) → HW(2)

is zero, which holds since ψ(1) = 1 by assumption. For (b), again by (∗) it is enough to show that
[1,Σ−1HW(2)] = 0. This is clear since Σ−1HW(2) ∈ SH(k)<0. (c) and (d) are immediate. �

We apply Corollary 7.2 to the map ψ = ψ3 constructed in Remark 3.6 to obtain ϕ : kw(2) → Σ4kw(2).
From now on, this is the only map we will denote by ϕ.

Remark 7.3. The defining property of ϕ implies that for E ∈ SH(k)(2) and a ∈ kw∗(E) we get βϕ(a) =

ψ3(a)− a. In particular, if kw∗E is β-torsion free, then

(7.1) ϕ(a) = (ψ3(a)− a)/β.

Specializing even further, assume that 2 = 0 ∈ W(k). Then ψ3(β) = 9β = β (by Theorem 3.1(2)) and
hence

(7.2) ϕ(βx) = βϕ(x).

Remark 7.4. Arguing as in Example 3.7, we see that ϕ : kw∗E → kw∗−4E is W(k)(2)-linear.

Example 7.5. Since kw∗ ≃W(k)[β] is β-torsion free, we deduce from Theorem 3.1(2) that

ϕ(βn) = (ψ3(βn)− βn)/β = (ψ3(β)n − βn)/β = (9n − 1)βn−1.

Recall from Theorem 4.1(2) (and Example 4.2) that

kw∗MSL ≃ kw∗[p0, p1, p2, . . . ]/(p0 − 1).

Lemma 7.6. Suppose that W(k) ≃ F2. Consider the action of ϕ on kw∗MSL.

(1) We have ϕ(pi) ∈ pi−1 + βkw∗MSL.
(2) We have ϕ◦i(pi) = 1.

Proof. Since kw∗MSL ≃ kw∗[p1, . . . ] is β-torsion free, by (7.1) and Proposition 4.3 we get

ϕ(pi) ∈ β−1(pi + βpi−1 + β2kw∗MSL− pi) = pi−1 + βkw∗MSL,

whence (1). By (7.2), ϕ commutes with β, and hence by iteration we find that ϕ◦i(pi) = 1 + aiβ, for
some ai ∈ kw−4MSL. (2) follows since kw−4MSL = 0. �

Proposition 7.7. Consider the maps

π∗(kw ∧MSL)
α−→ π∗(kw ∧ kw(2))

r−→ π∗(kw ∧HW(2)).

Put x̃i = α(pi) and xi = rx̃i.

(1) The canonical maps induce equivalences (of right modules)

kw ∧ kw(2) ≃
∨

i

kw(2){x̃i} and kw ∧ HW(2) ≃
∨

i

HW(2){xi}.

(2) x ∈ π4i(kw ∧ HW(2)) ≃W(k)(2) is a generator if and only if ϕ◦i(x) generates π0(kw ∧HW(2)).
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Proof. (1) We first prove the claim about kw ∧ HW. By stability under base change, we may assume
that vcd2(k) <∞. Since the field is arbitrary, it suffices to show that the map induces an isomorphism
on π∗. This we can check separately after inverting 2 and after completing at 2 (see Lemma 2.16). Note
that (2.2) implies that 1[η−1]⊗Q ≃ HW ⊗Q and hence (kw ∧ HW)⊗Q ≃ kw⊗Q, and so

π∗(kw ∧ HW)⊗Q ≃
{
W(k) ⊗Q ∗ = 4n ≥ 0

0 else
.

Similarly by Theorem 6.1 we have

π∗((kw ∧ HW)∧2 ) ≃
{
W(k)∧I ∗ = 4i ≥ 0

0 else
.

We thus need to show that the image of pi in π4i(kw∧HW)⊗Q ≃W(k)⊗Q and π4i((kw∧HW)∧2 ) ≃W(k)∧I
is a unit. We first deal with the 2-complete case, in which it suffices to show that the image of pi is a
unit modulo I [Sta18, Tag 05GI]. Since W(k)/I = F2 is independent of k, we may reduce to the case
where k is quadratically closed and hence W(k) = F2; it hence suffices to show that the image yi of pi
is non-zero. But ϕ◦i(yi) is the image of ϕ◦i(pi) = 1 (by Lemma 7.6). Since 1 6= 0 ∈ π0(kw ∧ HW)∧2 we
have ϕ◦i(yi) 6= 0 and so yi 6= 0.

In the rational case we are dealing with ρ-periodic spectra, so we may reduce to the case where k is
real closed and hence W(k) = Z (see §2.7); it is thus enough to show that the image of pi is non-zero in
W(k)⊗Q ≃ Q. Consider the commutative diagram (“fracture square”)

(kw ∧HW)(2) −−−−→ (kw ∧HW)⊗Q
y

y

(kw ∧ HW)∧2 −−−−→ ((kw ∧HW)∧2 )⊗Q.

On applying π4i, we obtain a commutative diagram

π4i(kw ∧ HW)(2) −−−−→ π4i(kw ∧HW)⊗Q
y

y

Z∧
2

ι−−−−→ Z∧
2 [1/2].

Since Z∧
2 is torsion-free the map ι is injective. pi maps to a generator in the lower left hand corner, hence

has non-zero image in the lower right hand corner. It follows that it must also have non-zero image in
the upper right hand corner. This completes the proof for kw ∧ HW.

To treat kw ∧ kw, we note that we have built a map γ :
∨
n≥0 Σ

4nkw(2) → kw ∧ kw(2) of connective
objects in kw(2)-Mod. The extension of scalars functor kw(2)-Mod → HW(2)-Mod is conservative on
bounded below objects (e.g. by [Bac18b, Lemma 29] and [Bac18c, Corollary 4]). But

γ ⊗kw(2)
HW(2) :

∨

n≥0

Σ4nHW(2) → kw ∧ HW(2)

is just the equivalence constructed above. The result follows.
(2) We have x = axi for some a ∈W(k)(2). We need to show that a is a unit if and only if ϕ◦i(x) is

a generator. Since W(k)(2) is a local ring (Lemma 2.13), we may check this modulo I, and hence base
change to a quadratic closure. We may thus assume that W(k) = F2. Now by construction (i.e. Lemma
7.6(2)) we have ϕ◦i(xi) = 1, and hence ϕ◦i(x) = a generates π0 if and only if a is a unit, if and only if x
generates π4i. �

Theorem 7.8. Let k be any field of characteristic 6= 2. Denote by ϕ the map obtained via Corollary
7.2(1) from the map ψ = ψ3 constructed in Remark 3.6. Then the canonical map 1[η−1](2) → fib(ϕ)
obtained via Corollary 7.2(2) is an equivalence. In other words, there is fiber sequence

1[η−1](2) → kw(2) → Σ4kw(2).

Proof. Write F = fib(ϕ). The “extension of scalars” functor SH(k)[η−1](2) → HW(2)-Mod is conserva-
tive on bounded below objects (e.g. by [Bac18b, Lemma 29] and [Bac18c, Corollary 4]). It consequently
suffices to show that HW(2) → F ∧ HW is an equivalence. Since the field is arbitrary, it is enough to
show that we have an isomorphism on π∗. Considering the long exact sequence for π∗F and Proposition
7.7, it suffices to show that ϕ : π4i(kw ∧ HW(2)) → π4i−4(kw ∧ HW(2)) is an isomorphism for i > 0. In
other words we need to show that ϕ(xi) generates π4i−4 as a W(k)(2)-module. By Proposition 7.7(2)
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this holds if and only if ϕ◦(i−1)(ϕ(xi)) generates π0. Since xi generates π4i, this is indeed the case, again
by Proposition 7.7(2). �

8. Applications

8.1. Homotopy groups of the η-periodic sphere. Determination of the groups π∗(1[η
−1])(k) (or

some completed or localized variants), for various fields k, has been pursued by various authors over the
years. The case k = C was first to be approached, by Guillou–Isaksen [GI15]. They resolved it up to
a conjecture about the classical Adams–Novikov spectral sequence, which was subsequently proved by
Andrews–Miller [AM17]. The cases k = R and k = Q (both up to 2-adic completion) were done by
Guillou–Isaksen [GI16] and Wilson [Wil18], respectively. All of these authors use the motivic Adams
spectral sequence. In contrast, Ormsby–Röndigs [OR19] use the slice spectral sequence; this allows them
to treat all fields of (characteristic 6= 2 and) finite cohomological dimension in which −1 is a sum of four
squares (e.g. all finitely generated fields of odd characteristic).

Our results allow us to determine these groups for all fields of characteristic 6= 2.

Theorem 8.1. Let k be a field, char(k) 6= 2. We have

π∗(1k[η
−1]) ≃





W ∗ = 0

W [1/2]⊗ πs∗ ⊕ coker(8n :W (2) →W (2)) ∗ = 4n− 1 > 0

W [1/2]⊗ πs∗ ⊕ ker(8n : W (2) →W (2)) ∗ = 4n > 0

W [1/2]⊗ πs∗ else

.

Here πs∗ denotes the classical stable stems.

Proof. The cases ∗ ≤ 0 are clear.
We have π∗1[η

−1] ⊗ Q ≃ W(k) ⊗ Q (see (2.2)), and hence π∗1[η
−1] is torsion for ∗ > 0. Thus (for

∗ > 0)

π∗1[η
−1] ≃ π∗1[1/η, 1/2]⊕ π∗1[η

−1](2).

We first show that π∗1[1/η, 1/2] ≃W [1/2]⊗ πs∗. By Corollary 2.18 and §2.7.3 we have

π∗(1[1/η
−1, 1/2])(K) ≃ C(Sper(K),Z)⊗ πs∗ ⊗ Z[1/2].

The case ∗ = 0 yields

C(Sper(K),Z)⊗ Z[1/2] ≃ π0(1[1/η, 1/2])(K) ≃W(K)[1/2].

The claim follows.
It remains to determine π∗(1[η

−1])(2). This is an immediate application of Theorem 7.8, by taking

the associated long exact sequence of homotopy sheaves of the fibration sequence 1[η−1](2) → kw(2)
ϕ−→

Σ4kw(2). Since π∗kw ≃W [β] (see §6.3.2), the claim follows, as long as ∗ 6∈ {4n, 4n− 1 | n > 0}, whereas
in these cases we get the kernel and cokernel of

ϕ :W (2) ≃ π4∗kw(2) → π4∗−4kw(2) ≃W.

By Example 7.5, this is multiplication by 9n − 1. Since we are working 2-locally, by Lemma 8.2 below,
up to a unit this is the same as 8n. �

Lemma 8.2. For n ≥ 0 we have

ν2(9
n − 1) = ν2(8n).

Proof. Writing

9n − 1 = (1 + 8)n − 1 = 8n+
∑

p≥2

(
n

p

)
8p,

it suffices to show that ν2(
(
n
p

)
8p) > ν2(8n). Since

(
n
p

)
= n(n−1)...(n−p+1)

p! , it is enough to show that

(∗) ν2(p!) < ν2(8
p−1) = 3(p − 1). Legendre’s formula (see e.g. [Mol12, Theorem 2.6.4]) implies that

ν2(p!) ≤ p, whence (∗) holds for p ≥ 2 as needed. �
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8.2. Homotopy groups of MSp[η−1]. Next we compute the homotopy sheaves of MSp[η−1]. This will
require some slightly involved algebraic manipulations.

Lemma 8.3. Suppose that E ∈ SH(k)(2) such that kw∗E is β-torsion free. Then for a, b ∈ kw∗E we
have

ψ3(a)ϕ(b) + ϕ(a)b = ϕ(ab).

Proof. Via (7.1) this is a direct computation:

ψ3(a)ϕ(b) + ϕ(a)b = β−1[ψ3(a)(ψ3(b)− b) + (ψ3(a)− a)b]
= β−1[ψ3(a)ψ3(b)− ab] = β−1[ψ3(ab)− ab] = ϕ(ab).

�

Lemma 8.4. Suppose that W(k) = F2. Then the operation ϕ : kw∗MSp → kw∗−4MSp is surjective,
with kernel

F2[y1, y2, . . . ] ⊂ kw∗MSp ≃ F2[β, b1, b2, . . . ]

where deg yi = 2i and y2 = β.

Proof. Let R = F2[β], which we view as a filtered ring via the filtration by powers of β. We also view
kw∗MSp as filtered by powers of β. Note that

gr•R ≃ F2[β
′] and gr•kw∗MSp ≃ F2[β

′, b′1, b
′
2, . . . ];

here β′ ∈ gr1 and b′i ∈ gr0 are the images of β ∈ F 1 and bi ∈ F 0. By (7.2) we have ϕ(βx) = βϕ(x); in
other words ϕ is a filtered morphism. Note also that all our filtrations are degreewise finite, and hence
complete, Hausdorff and exhaustive. By Lemma 2.4 and Corollary 2.3(2), it thus suffices to show that
gr•(ϕ) is surjective with kernel F2[y

′
1, y

′
2, . . . ], such that β lifts y′2. Since ϕ(β) = 0 this makes sense, and

since β lifts β′ it suffices to show the claim with y′2 = β′. By Proposition 4.3 and (7.1) we have

ϕ(bi) ∈ βkw∗MSp +

{
bi−2 i even

0 i odd
.

This implies that

(8.1) ϕ(b′i) =

{
b′i−2 i even

0 i odd
.

Also by Proposition 4.3 we have
ψ3(bi) ≡ bi (mod β)

and hence, since ψ3 is a ring map and kw∗MSp is generated by the bi (over kw∗), we get

ψ3(x) ≡ x (mod β) for all x ∈ kw∗MSp.

Via Lemma 8.3 this implies that

ϕ(ab) ≡ aϕ(b) + ϕ(a)b (mod β)

for all a, b ∈ kw∗MSp and hence

(8.2) ϕ(ab) ≡ aϕ(b) + ϕ(a)b for all a, b ∈ gr•kw∗MSp.

We also have ϕ(β) = 8β = 0 and hence

(8.3) ϕ(β′) = 0

We have the decomposition

gr•kw∗MSp ≃ F2[β
′, b′1, b

′
2, . . . ] ≃ F2[b

′
2, b

′
4, . . . ]⊗F2 F2[β

′, b′1, b
′
3, . . . ] =: A⊗F2 B.

Using that ϕ is a derivation (i.e. (8.2)) and the action on the generators (i.e. (8.1), (8.3)) we see that
ϕ = ϕ|A⊗F2 idB. Since ⊗F2B is an exact functor, it is thus sufficient to prove that ϕ|A is surjective with
kernel F2[y4, y6, . . . ]. This is established in Lemma 8.5 below (put xi = b′2i). �

Lemma 8.5. Consider the graded ring

A = F2[x1, x2, . . . ],

where |xi| = i. Give it the derivation ϕ with ϕ(xi) = xi−1 (and ϕ(x1) = 1). Then ϕ is surjective with
kernel a polynomial ring

F2[y2, y3, . . . ]

where |yi| = i.
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Proof. We begin by establishing surjectivity of ϕ. Define

(8.4) I : A→ A, f 7→
∑

n≥0

xn+1ϕ
(n)(f),

where ϕ(n) means the n-fold iteration of ϕ. Since ϕ lowers degrees, ϕ(n)(f) = 0 for n sufficiently large,
so the sum is finite. Direct computation shows that ϕ ◦ I = id; hence ϕ is surjective as desired.

Let J ⊂ A be the ideal generated by x21, x
2
2, . . . , and give A the filtration by powers of J . Then

gr•(A) ≃ Λ[x1, x2, . . . ]⊗ F2[t1, t2, . . . ]

where Λ[. . . ] denotes an exterior algebra in internal degree (i.e. coming from the filtration) zero, and ti
in internal degree 1 corresponds to x2i . Indeed using Lemma 2.6 it suffices to consider the case A′ = F2[x]
and J ′ = (x2), which is easily verified by hand. Since we are in characteristic 2, ϕ annihilates squares
and so is a J-filtered homomorphism; thus it descends to gr•A.

We first study ϕ|Λ[x1,x2,... ]. Suppose that n is not a power of two. We claim that

ϕ : Λ[x1, x2, . . . , xn−1]n → Λ[x1, x2, . . . , xn−1]n−1

is surjective. If f ∈ Λ[x1, x2, . . . , xn−1]n−1 then ϕ(n−1)(f) ∈ Λ[x1, x2, . . . , xn−1]0 = F2. If ϕ
(n−1)(f) = 0

then I(f) ∈ Λ[x1, x2, . . . , xn−1] and hence f is in the image of the relevant restriction of ϕ. It is thus
enough (in order to prove the claim) to show that there exists g ∈ Λ[x1, x2, . . . , xn−1]n with ϕ(n)(g) = 1.
Indeed then given f ∈ Λ[x1, x2, . . . , xn−1]n−1 with ϕ(n−1)(f) 6= 0 we conclude that f + ϕ(g) is in the
image of ϕ, and hence so is f . Let n = i1 + · · ·+ ik. Then since ϕ is a derivation we find

ϕ(n)(xi1 . . . xik) =
∑

α

(
n

α

)
ϕ(α1)(xi1 ) · · ·ϕ(αk)(xk) =

(
n

i1, . . . , ik

)
;

here the sum is over multi-indices α of length k and sum n, and the coefficients are multinomial coeffi-
cients. We need to find i1+ · · ·+ ik = n with 1 ≤ ir < n such that the multinomial coefficient is odd. By
Kummer’s theorem for multinomial coefficients (see e.g. [How74, Lemma 2.2]), this is possible because

n is not a power of 2: write n =
∑k

j=1 2
aj for a finite strictly increasing sequence {aj} and let ij = 2aj ;

then

ν2

((
n

i1, . . . , ik

))
=
∑

j

S(ij)− S(n) = 0,

where S(i) is the sum of the base 2 digits of i. This concludes the proof of the claim.
We deduce the following: if n is not a power of 2, there exists

(8.5) yn ∈ xn + Λ[x1, . . . , xn−1]n

with ϕ(yn) = 0. This yields a map

α : Λ[yn|n 6= 2k]→ ker(ϕ|gr0(A))
which we shall show is an isomorphism; here the source denotes an exterior algebra on generators in
degrees different from powers of 2. First note that α is injective, since the composite

Λ[yn|n 6= 2k]
α−→ ker(ϕ|gr0(A)) →֒ gr0(A) ≃ Λ[xn|n ≥ 1]

induces an injection on indecomposables (see (8.5) and Lemma 2.7(2)). Now we show that α is surjective.
This is a dimension counting argument; it suffices to show that ker(ϕ|gr0(A)) and Λ[yn|n 6= 2k] have the
same Poincaré series Pt. Surjectivity of ϕ implies surjectivity of the quotient gr0(ϕ); this (together with
the rank-nullity theorem) implies that

Pt(ker(ϕ|gr0(A))) = (1− t)Pt(ϕ|gr0(A)).
Since Pt(B ⊗ C) = Pt(B)Pt(C) and Pt(Λ[xn]) = 1 + tn we deduce that

Pt(ϕ|gr0(A)) = (1− t)
∏

n≥1

(1 + tn) =
∏

n6=2k

(1 + tn) = Pt(Λ[yn|n 6= 2k]).

We have thus proved that

ker(ϕ|gr0(A)) = Λ[yn|n 6= 2k].

Consider the polynomial ring

S = F2[ỹn|n 6= 2k][x22k |k ≥ 0] = F2[x
2
1, ỹ3, x

2
2, ỹ5, ỹ6, ỹ7, x

2
4, . . . ].

Note that gr•(ϕ) is acts trivially on gr>0 and is a derivation. This implies that

(8.6) ker(gr•(ϕ)) = ker(gr0(ϕ))⊗F2 F2[t1, t2, . . . ],
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and also that gr•(ϕ) is surjective (since we have shown that it is so on gr0). Hence by Lemma 2.4 we
deduce that

gr•(ker(ϕ)) ≃ ker(gr•(ϕ)).

It follows that each of the elements yi ∈ ker(gr0(ϕ)) lifts to ỹi ∈ ker(ϕ); since also x2i ∈ ker(ϕ) we obtain
a map γ : S → ker(ϕ) which we shall show is an isomorphism. We give S the filtration by powers of
the ideal (ỹ2n, x

2
2k | n 6= 2k); then γ is a filtered morphism (since y2i = 0 and hence ỹ2i ∈ F 1). For degree

reasons, S and ker(ϕ) are complete, Hausdorff and exhaustive. Hence by Lemma 2.2 it suffices to show
that gr•(γ) is an isomorphism. Note that (e.g. by Lemma 2.6) we have

gr•(S) ≃ Λ[ỹn | n 6= 2k]⊗ F2[ỹ
2
n, x

2
2k | n 6= 2k].

Comparing with (8.6), we see that gr•(γ) = γ1 ⊗ γ2, where γ1 is an isomorphism by construction. It is
thus enough to show that

γ2 : F2[ỹ
2
n|n 6= 2k][x22k |k ≥ 0]→ F2[t1, t2, . . . ]

is an isomorphism. Note that by (8.5) we have

γ(ỹn) ∈ xn + (x1, . . . , xn−1)A+ F 1

and hence (since we are in characteristic 2)

γ(ỹ2n) ∈ x2n + (x21, . . . , x
2
n−1)A

2 + F 2.

It follows that the map induced by γ2 on indecomposables is unitriangular in the natural bases, so an
isomorphism; hence so is γ2 by Lemma 2.7(2).

This concludes the proof. �

Corollary 8.6. Let k be any field of characteristic 6= 2. Then

π∗MSp(2)[η
−1] ≃W (2)[y1, y2, . . . ].

Proof. To ease notation, we implicitly invert η throughout this proof.
We first show the claim about π∗ instead of π∗. Note that W(k)(2) is a local ring (Lemma 2.13). We

need to show that

ϕ : kw∗MSp(2) → kw∗−4MSp(2)

is surjective with kernel as indicated. The map ϕ is a map of W(k)(2)-modules which are degreewise
finitely generated free. Note that kw∗MSp(2)/I is independent of k and hence the same holds for ϕ/I.

Thus by Lemma 8.4 the claim holds modulo I. It follows (using Nakayama’s lemma) that ϕ is split
surjective: we may choose C ⊂ kw∗MSp(2) such that kw∗MSp(2) = ker(ϕ)⊕C and ϕ : C → kw∗−4MSp(2)
is an isomorphism. Thus ker(ϕ/I) ≃ ker(ϕ)/I. This implies in particular that any element in ker(ϕ/I)
lifts to ker(ϕ), and that any family of elements of ker(ϕ) which form a basis of ker(ϕ/I) form a basis of
ker(ϕ) (again using Nakayama’s lemma). Lifting the polynomial generators ȳi ∈ ker(ϕ/I) arbitrarily to
yi ∈ ker(ϕ) we deduce that monomials in the yi form a basis of ker(ϕ); the result about π∗ follows.

Since π∗MSp(2) is a W (2)-algebra, we obtain a map W (2)[y1, y2, . . . ] → π∗MSp(2). We shall show
this is an isomorphism. To do so, we need to see that the map induces an isomorphism on fields, or
equivalently that our generators yi are stable under base change. The above proof shows that a family
{yi} will generate (over some field K) if and only if it generates modulo I. Since W(K)/I is independent
of K, the result follows. �

Theorem 8.7. Let k be any field of characteristic 6= 2. Then

π∗MSp[η−1] ≃W [y1, y2, . . . ],

where |yi| = 2i.

Proof. To ease notation, we implicitly invert η throughout this proof.
If char(k) > 0 then W(k) = W(k)(2) [MH73, Theorem III.3.6], and hence the result follows from

Corollary 8.6. We may thus assume that char(k) = 0, and by essentially smooth base change [BH17,
Lemma B.1] that k = Q. Write J for the augmentation ideal ker(π∗MSp → π∗HW). Let n > 0 and
put M = (J/J2)2n. We claim that M ≃ W (k). Assuming this for now, let zn be a generator of M ,
and yn ∈ π2nMSp a lift of zn. We obtain a map α : W [y1, y2, . . . ] → π∗MSp, which we shall show is an
isomorphism. It suffices to show that α(2) and α[1/2] are isomorphisms (see e.g. Lemma 2.16). It follows
from Corollary 8.6 that

M(2) ≃W(k)(2){y′n},
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where the y′n form a family of polynomial generators of π∗MSp(2). Thus α(2) is an isomorphism (Lemma

2.7(2)). To show that α[1/2] is an isomorphism, since we are dealing with ρ-periodic spectra, it suffices to
show that there is an isomorphism on global sections (see §2.7.2; this is where we use k = Q). Moreover,
since rR(MSp) ≃ MU (see Lemma 4.4), we know that [Rav86, Theorems 4.1.6 and A2.1.10]

π∗MSp[1/2] ≃ π∗MU[1/2] ≃ Z[1/2, t1, t2, . . . ]

with |ti| = 2i. This implies that
M [1/2] ≃ Z[1/2]{tn}

and so α[1/2] is an isomorphism (Lemma 2.7(2) again).
It remains to prove the claim that M ≃ W(Q). As we have seen, M(2) ≃ W(Q)(2) and M [1/2] ≃

Z[1/2] ≃W(Q)[1/2] (see e.g. [MH73, Theorem III.3.10] for the latter isomorphism). We first show that
M is finitely generated as a W(Q)-module. Indeed let x

2m ∈ M [1/2] and y
a ∈ M(2) (with a ∈ Z odd

and x, y ∈ M) generate M [1/2] and M(2) respectively; then x and y generate M . By [Bou98, §II.5.2,
Theorem 1], a finitely generated module is invertible (by which we mean locally free of rank 1) if and
only if it is stalkwise invertible. These properties hold for M , so it is an invertible W(Q)-module. The
result will follow if we show that Pic(W(Q)) is trivial. It follows from idempotent lifting [Wei13, Exercise
I.2.2] that for any ring R we have Pic(R) ≃ Pic(Rred). It thus suffices to show that W(Q)red ≃ Z. Since
Q is uniquely orderable, this follows from [MH73, Theorem III.3.8]. �

8.3. Homotopy groups of MSL[η−1]. We can easily adapt the arguments to MSL as well.

Theorem 8.8. The canonical map MSp→ MSL induces

π∗MSL[η−1] ≃W [y2, y4, . . . ].

Proof. We have a map α : W [y2, y4, . . . ] → π∗MSL[η−1] which we need to show is an equivalence; it
suffices to do this for α[1/2] and α(2). For α[1/2] the claim reduces to the analogous result in topology
(using Lemma 4.4 and §2.7.3): the map MU[1/2] → MSO[1/2] induces π∗MSO[1/2] ≃ Z[1/2, t2, t4, . . . ]
[Sto15, §IX, Proposition p. 178, Theorem p. 180]. For α(2) we use the resolution

η−1MSL(2) → kw ∧MSL(2)
ϕ−→ Σ4kw ∧MSL(2).

It suffices to show that π∗α(2) is an isomorphism (since the base field is arbitrary and the formation of
α is compatible with base change). We hence need to show that ϕ is surjective with kernel as indicated.
Using that W(k)(2) is a local ring (Lemma 2.13), this reduces to checking modulo I, i.e. we may base
change to a field with W(k) = F2. Examining the proof of Lemma 8.4, this is easily seen to hold. �

8.4. MSp, MSL and kw. The map MSp[η−1]→ MSL[η−1] is an E∞-ring map (see (4.3)) which annihi-
lates yi for i odd, for degree reasons. It hence induces for i odd an MSp[η−1]-module map MSp[η−1]/yi →
MSL[η−1]. Put

MSp[η−1]/(y1, y3, . . . , y2n+1) =

n⊗

i=0

MSp[η−1]/y2i+1 ∈MSp[η−1]-Mod.

The canonical map MSp[η−1]→ MSp[η−1]/y2n+3 induces

MSp[η−1]/(y1, y3, . . . , y2n+1)→ MSp[η−1]/(y1, y3, . . . , y2n+3),

and we put
MSp[η−1]/(y1, y3, . . . ) = colim

n
MSp[η−1]/(y1, . . . , y2n+1).

Corollary 8.9. There is a canonical equivalence

MSp[η−1]/(y1, y3, . . . ) ≃MSL[η−1].

Proof. We implicitly invert η throughout this proof. Since yi maps to 0 in MSL (for i odd), the map
MSp→ MSL factors over MSp/yi. We can thus form the composite

MSp/(y1, . . . , y2n+1) ≃
n⊗

i=0

MSp/y2i+1 → MSL⊗n → MSL,

with the last map being multiplication. Taking the colimit we obtain MSp/(y1, y3, . . . )→ MSL. To see
that this is an equivalence we can compute the effect on homotopy sheaves. Since (y1, y3, . . . ) is a regular
sequence in π∗MSp ≃W [y1, y2, . . . ] we find

π∗(MSp/(y1, y3, . . . )) ≃W [y2, y4, . . . ];

the result thus follows from Theorem 8.8. �
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There is an E∞-map MSL→ kw [BW20, Corollary B.3].

Lemma 8.10. The induced map π4(MSL[η−1])→ π4(kw) is surjective.

Proof. It suffices to show surjectivity after tensoring with Z[1/2] and Z(2).

For Z[1/2] this reduces (via Lemmas 3.9 and 4.4) to the topological result that the map MSO[1/2]
αtop

−−−→
ko[1/2] (obtained by applying rR to MSL[η−1] → kw) is surjective on π4. We shall make use of some
of the theory of complex orientations and formal group laws, see e.g. [Rav86, §§4.1, A.2]. Consider

the formal group law F induced by MU[1/2] → MSO[1/2]
αtop

−−−→ ko[1/2] → ku[1/2]. Since the ring
structure on ku[1/2] is the usual one, the associated formal group is the multiplicative one, and hence
the formal group law must be isomorphic to the multiplicative one. Thus there exists a formal power
series f(x) = b0x+ b1x

2 + . . . such that F (x, y) = f−1(f(x) + f(y) + tf(x)f(y)), where t ∈ π2ku[1/2] is
the generator. Since MU∗ is generated by the coefficients of the universal group law it carries, it suffices
to show that t2 is among the coefficients of F . Applying the isomorphism x 7→ ux does not change this
property, so we may assume that b0 = 1. Noting that the coefficients of F lie in π∗ko[1/2] = Z[1/2, t2],
one finds that b1 = t/2. A tedious but straightforward verification shows that the coefficient of xy2 is
−t2; hence the desired result.

For Z(2), since W(k)(2) is a local ring we may base change to a field with W(k) = F2. Consider the
commutative diagram

π4MSL(2)[η
−1] −−−−→ π4(MSL ∧ kw)(2)y

y

F2 ≃ π4kw(2) −−−−→ π4(kw ∧ kw)(2).

We wish to show that the left hand vertical map is non-zero. By Lemma 8.4, the image of the top map
is spanned by β, which is mapped to βR (the image of β under the right unit uR : kw → kw ∧ kw) in
the bottom right hand corner. Since kw ∧ kw is a ring, the right unit kw → kw ∧ kw has a retraction
and so induces an injection on homotopy groups; in particular βR 6= 0. The result follows. �

Corollary 8.11. There exist generators y2, y4, y6, · · · ∈ π∗MSL[η−1] such that

MSL[η−1]/(y4, y6, . . . ) ≃ kw.

Proof. Lemma 8.10 shows that we may choose y2 such that α(y2) = β, where α : MSL → kw is the
canonical E∞-map. Now let n > 1. We have α(y2n) = aβn for some a ∈W(k); replacing y2n by y2n−ayn2
ensures that α(y2n) = 0. Arguing as in the proof of Corollary 8.9 can thus form a map

MSL[η−1]/(y4, y6, . . . )→ kw ∈ MSL[η−1]-Mod

which induces an isomorphism on π∗. This concludes the proof. �

8.5. Cellularity results. It is well-known that the spectra KO and KW are cellular (i.e. in the subcat-
egory of SH(k) generated under colimits and desuspensions by Sp,q) [RSØ16a]. Unfortunately in general
if E is cellular there is little reason to believe that truncations like E≥0 or π0E are cellular. Our main
theorem allows us to make some deductions of this form.

Proposition 8.12. Let k have exponential characteristic e 6= 2. The spectra

kw,HW, ko[1/e], kgl[1/e], HZ̃[1/e], f0(K
W ) ∈ SH(k)

are cellular.

Proof. By Lemma 8.13 below, to prove that E is cellular, it suffices to show that E[1/η] and E/η are
cellular. Since ko/η ≃ kgl [ARØ17, Proposition 2.11] and ko[1/η] ≃ kw, we may remove ko from the list.
The argument in [SØ12, Proposition 5.12] (employing [LYZ13, Proposition B.1]) shows that kgl[1/e] ≃
MGL[1/e]/(x2, x3, . . . ) is cellular (since MGL is). Put HWZ := f0(K

W ). By [Bac17, Proposition 23] we
haveHWZ/η ≃ HZ/2∨Σ2HZ/2, which is cellular, and by [Bac17, Theorem 17] we haveHWZ[1/η] ≃ HW;
hence we may remove HWZ from the list. Again by [Bac17, Proposition 23] we have a cofiber sequence

Σ1,1HWZ→ HZ̃→ HZ ∨ Σ2HZ/2. Since HZ[1/e] is cellular, we may also remove HZ̃ from the list.
It remains to deal with kw and HW. Since MSp is cellular (see [RSØ16a, Proposition 3.1]), cellularity

of kw is immediate from Corollaries 8.9 and 8.11. Finally HW is cellular since HW ≃ kw/β. �

Lemma 8.13. Let E ∈ SH(S) and x ∈ π∗∗(1). Then E is cellular if and only if both E/x and E[1/x]
are.
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Proof. Since cellular spectra are closed under colimits, necessity is clear. We show sufficiency. Let
C ⊂ SH(S) denote the subcategory of cellular spectra. Since C is closed under colimits, the inclusion
has a right adjoint r, since C is generated by a set of compact objects from SH(S), r preserves colimits,
and since C is stable under desuspension the functor r is stable. Moreover we have r(Σp,qE) ≃ Σp,qr(E),

and r(E
x−→ Σ∗∗E) ≃ (r(E)

x−→ Σ∗∗r(E)). It follows (∗) that r commutes with formation of (−)/x and
(−)[1/x].

We seek to show that r(E)→ E is an equivalence. By Lemma 2.16 it suffices to show that r(E)/x→
E/x and r(E)[1/x] → E[1/x] are equivalences. Since r(E)/x ≃ r(E/x) and r(E)[1/x] ≃ r(E[1/x]) by
(∗), the result follows. �

8.6. HW ∧ HW(2).

Lemma 8.14. Let h : kw(2) → (kw ∧ HW)(2) be the Hurewicz map. Then h(β) = 8ux1, for some unit
u ∈W(k)(2).

Proof. We have h(β) = ax1 and ϕ(β) = 8. By Proposition 7.7(2), ϕ(x1) = v for some unit v. Hence

8 = h(ϕ(β)) = ϕ(h(β)) = ϕ(ax1) = av.

The result follows. �

Lemma 8.15. Put f = 1 if k contains a subfield of vcd2 ≤ 1 (e.g. char(k) > 0) and f = 2 otherwise.
There exist generators xi ∈ π4ikw ∧ HW(2) such that

fxmxn = f

(
m+ n

n

)
xm+n.

In other words the xi satisfy the identities of a divided power algebra, up to possibly a factor of 2.

Proof. The claim being stable under base change, we may assume that vcd2(k) ≤ 1 or k = Q, in which
case vcd2(k) = 2. Let ti generate π4·2i . We can write t2i = biti+1. By Theorem 6.1(2,3) we have bi ∈ I(k)
and bi ≡ 2u (mod I2) for some u ∈ (W(k)∧I )

×. Note that 1 − u ∈ I and 2(1 − u) ∈ I2, so that bi ≡ 2
(mod I2). We may thus write bi = 2 + ci for some ci ∈ I2. If vcd2(k) ≤ 1 then I2 = 2I [EL99, last
Theorem], whereas if k = Q we have I3 = 8Z〈1〉 [MH73, III (5.9)]. Hence in either case fci = 2fdi for
some di ∈ I(k). It follows that

ft2i = f · 2wi · ti+1,

where wi = 1 + di ∈W(k)(2) is a unit (Lemma 2.13).
Now we inductively define si generating π4·2i such that

(8.7) fs2i = f ·
(
2i+1

2i

)
si+1.

Indeed we put s1 = t1 and assuming that sn has been chosen we get sn = antn for some unit an, hence

fs2n = f(antn)
2 = fa2n · 2wntn+1 = f · (2a2nwntn+1).

Noting that
(
2n+1

2n

)
= 2vn where vn is odd by Kummer’s theorem [Mol12, Theorem 2.6.7], we may put

sn+1 = (v−1
n a2nwn)tn+1.

Let yi generate π4i. For n =
∑

i ǫi2
i put

δn = 1/n!
∏

i

(2ǫii!);

then ν2(δn) = 0 by Legendre’s formula [Mol12, Theorem 2.6.4]. We can write

xn := δn
∏

i

sǫii = enyn.

By Theorem 6.1(3) en is a unit modulo I, and hence a unit in W(k)(2) by Lemma 2.13. Hence the xi are
generators.

We can verify the divided power relations as follows. Write n =
∑

i ǫi(n)2
i. Then

f · xnxm = f · (n+m)!

n!m!
·
∏
i 2
ǫi(n)i!2ǫi(m)i!s

ǫi(n)+ǫi(m)
i

(n+m)!
;

these expressions make sense because we are working in a Z(2)-algebra.
10 The product on the right hand

side consists of factors of the form 2r!sr, possibly repeated. We can simplify it by repeatedly applying

10To be precise, the denominator (n+m)! has to be cancelled with the various factors of 2r !, which works by Kummer’s
theorem.
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the relation f(2r!sr)
2 = f2r+1!sr+1 coming from (8.7). In the end we will thus have transformed it into

a product of the same form, but with no repeated factors. The si occurring correspond to sum of the
binary expansions of n and m, i.e. the binary expansion of n+m. Hence the right hand side is

f

(
n+m

m

)
xn+m,

as desired. �

Corollary 8.16. We have

HW ∧ HW(2) ≃
∨

n≥0

Σ4nHW(2)/8n.

Proof. Since HW ≃ kw/β we have HW ∧ HW(2) ≃ (kw ∧ HW(2))/h(β). By Lemma 8.14, up to a unit
multiple we have h(β) = 8x1. Thus by Proposition 7.7(1), our result will hold if we show that the map

W(k)(2) ≃ π4n−4kw ∧ HW(2)
×8x1−−−→ π4nkw ∧ HW(2) ≃W(k)(2)

is (up to a unit) given by multiplication by 8n. This follows from Lemma 8.15. �

Remark 8.17. Consider the commutative diagram

kw(2)
ϕ−−−−→ Σ4kw(2)

β−−−−→ kw(2)y
y

y

kw ∧ HW(2)
ϕ−−−−→ Σ4kw ∧ HW(2)

β−−−−→ kw ∧ HW(2).

Theorem 7.8 implies that the lower map denoted ϕ induces an isomorphism on positive homotopy groups.
Thus in order to determine the effect (up to unit) of the lower map β on homotopy groups (in positive
degrees), it suffices to determine the effect of the lower composite. If W(k) has no torsion (e.g. k = R),
then it suffices to determine this effect rationally. But rationally the vertical maps are isomorphisms, so
it suffices to determine the effect of the top composite on homotopy. This is given on πn by multiplication
by 9n− 1 (see Example 7.5), which up to a 2-adic unit is the same as 8n (see Lemma 8.2). This provides
an alternative proof of Corollary 8.16 over such fields.

8.7. kw∗kw(2).

Lemma 8.18. Write ϕn for the n-fold iteration of ϕ. The map

kw ∧ kw(2)
id∧ϕ•

−−−−→
∏

n≥0

kw ∧ Σ4nkw(2) ≃
⊕

n≥0

Σ4nkw ∧ kw(2) →
⊕

n≥0

Σ4nkw(2)

is an equivalence of left kw-modules (where the last map is multiplication).

Proof. We have
∏ ≃ ⊕

for connectivity reasons. Since the base field is arbitrary and the map is
canonical, it suffices to show that we have an isomorphism on π∗. By Proposition 7.7, this is a map
of degreewise finite free left kw∗

(2)-modules. We may thus show that there is an isomorphism modulo

I, i.e. we may assume that W(k) ≃ F2, and it suffices to show that the (left module) generators are
preserved. By Proposition 7.7, generators of the source are obtained as the images of the pi under
MSL ∧ kw→ kw ∧ kw. It hence suffices to show that ϕn(pn) = 1. This is Lemma 7.6(2). �

Corollary 8.19. We have
kw∗

(2)kw ≃ kw∗
(2)J

′ϕK,

in the sense that the underlying kw∗
(2)-module is kw∗

(2)JϕK but the composition product is determined by
ϕβ = 9βϕ+ 8.

Proof. By adjunction, we have

[kw,Σ∗kw(2)] ≃ [kw ∧ kw(2),Σ
∗kw(2)]kw(2)

,

where [−,−]kw(2)
denotes homotopy classes of maps of (strong) kw(2)-modules. Now kw ∧ kw(2) ≃⊕

nΣ
4nkw(2) as kw(2)-modules, so that

[kw ∧ kw(2),Σ
∗kw(2)]kw(2)

≃
∏

n

kw∗
(2){qn},

where qn : kw ∧ kw(2) → Σ4nkw(2) is the projection. By Lemma 8.18, qn is (or rather may be chosen to
be) adjoint to ϕn. The additive structure follows.
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Since ϕ commutes with multiplication by kw0
(2), the multiplicative structure is determined once we

know ϕβ. Since kw∗kw(2) is β-torsion free, it suffices to know βϕβ. We compute

βϕβ = (ψ − 1)β = 9βψ − β = 9β(βϕ+ 1)− β = β · (9βϕ+ 8).

The result follows. �

Appendix A. The homotopy fixed point theorem

We shall supply an alternative proof of the homotopy fixed point theorem (also known as homotopy
limit problem) for hermitian K-theory of (certain) fields. The original reference is [HKO11b] and uses a
delicate analysis of some problems in equivariant motivic stable homotopy theory. We shall instead use
the improved version of Levine’s slice converges theorem from [BEØ20, §5] and the computation of the
slice spectral sequence of KW [RØ16] (see also Remark A.2). We fix throughout a base field k.

Let E ∈ SH(k). We denote by

E → (f•E = · · · → f2E → f1E → . . . )

the slice tower ; here fn(E) := cof(fnE → E). We have colimn f
•E ≃ 0 (see e.g. [RSØ18, Lemma 3.1])

and limn f
nE = scE.

Lemma A.1. Let char(k) 6= 2, vcd2(k) <∞.

(1) limnmap(1, fnKW/2) ≃ map(1,KW/2)
(2) limnmap(1, fn(KO)/(2, ρ)) ≃ map(1,KO/(2, ρ))

Proof. (1) By [RØ16, Theorem 6.12] the map map(1,KW) → limnmap(1, fnKW) induces an isomor-
phism on πi for i 6≡ 0 (mod 4) (both sides are zero in this case), and induces the I-adic completion
map W(k) → W(k)∧I for i ≡ 0 (mod 4). Since vcd2(k) < ∞, this is thus a 2-adic equivalence (see e.g.
Lemmas 2.12 (showing that W(k)∧I ≃W(k)∧2 ), 2.10 and 2.8 (showing that W(k)∧2 ≃ L∧

2W(k)) and 2.14
(allowing us to compute the homotopy groups of map(1,KW)∧2 )), whence the claim.

(2) Consider the cofiber sequence ko→ KO→ E. By [BEØ20, Corollary 5.13] we have

lim
n

map(1, fn(ko)/(2, ρ)) ≃ map(1, ko/(2, ρ));

hence it suffices to prove the analogous claim about E. By [BEØ20, Corollary 5.13] again we have

lim
n

map(1, fn(kw)/(2, ρ)) ≃ map(1, kw/(2, ρ)).

Since ρ = −2 on η-periodic spectra, (1) implies that also

lim
n

map(1, fn(KW)/(2, ρ)) ≃ map(1,KW/(2, ρ)),

and hence (∗) the same holds for E[η−1] (note that kw = ko[η−1] and KW = KO[η−1]). We know the
homotopy sheaves πi(KW)0 (given by W in degrees divisible by 4, else 0) and also πi(KO)0 for i < 0:
namely they are the same (see e.g. [Sch17, Proposition 6.3]). It follows that (∗∗) the map E → E[η−1]
induces an isomorphism on πi(E)0 for all i, and hence on f0. It hence suffices to prove the following
claim: for any spectrum F ∈ SH(k), the map f0F → F induces equivalences

map(G∧q
m , fn(f0F )/(2, ρ))

(a)≃ map(G∧q
m , fn(F )/(2, ρ))

and

map(G∧q
m , f0(F )/(2, ρ))

(b)
≃ map(G∧q

m , F/(2, ρ)),
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for any q ≥ 0, n ∈ Z. Indeed then we find

lim
n

map(1, fn(E)/(2, ρ))
(a)≃ lim

n
map(1, fnf0(E)/(2, ρ))

(∗∗)
≃ lim

n
map(1, fnf0(E[η−1])/(2, ρ))

(a)≃ lim
n

map(1, fn(E[η−1])/(2, ρ))

(∗)
≃ map(1, E[η−1]/(2, ρ))

(b)≃ map(1, f0(E[η−1])/(2, ρ))

(∗∗)≃ map(1, f0(E)/(2, ρ))

(b)
≃ map(1, E/(2, ρ)).

Since all functors in sight commute with taking the cofiber of 2, we may replace F by F/2 and ignore
the modding out by 2 part. (This is mainly for notational convenience.) We have

map(G∧q
m , G/ρ) ≃ cof(map(G∧q

m ,G∧−1
m ∧G) ρ−→ map(G∧q

m , G)) ≃ cof(map(G∧q+1
m , G)

ρ−→ map(G∧q
m , G)).

Thus we may ignore taking the cofiber of ρ as well. Then G∧q
m ∈ SH(k)eff implies that the (b) holds,

and that (a) holds for n < 0 (since both sides are zero). If n ≥ 0 we additionally use that f0f
n ≃ fnf0

(since f0fn ≃ fn ≃ fnf0). �

Remark A.2. In the above proof, we have referred to the paper [RØ16] for a certain spectral sequence
computation. This paper references the homotopy fixed point theorem, which may seem to lead to
circular reasoning in the proof of Theorem A.3 below. However, the only reason why [RØ16] uses the
homotopy fixed point theorem is to determine the slices of KO. The paper [ARØ17] determines s∗(ko)
independently, and from this we can deduce the slices of s∗(KO) via s∗(KO) ≃ s∗(ko)[β

−1]. Thus there
is no circularity.

Theorem A.3 (homotopy fixed point theorem). Let char(k) 6= 2, vcd2(k) <∞. The canonical map

KO/2→ KGLhC2/2 ∈ SH(k)
induces an isomorphism on π∗∗.

Proof. By [Hea17, Corollary 3.9] (see also Lemma 3.24), the map KO → KGLhC2 is an η-equivalence.

Noting that KGL is η-complete and hence so is KGLhC2 , it hence suffices to show that π∗∗(KO/2) ≃
π∗∗(KO∧

η/2). Consider the fiber sequence F → KO→ KO∧
η ; we need to show that π∗∗(F/2) = 0. Since

F is η-periodic, ρ = −2 on F and we may as well show that π∗∗(F/(2, ρ)) = 0. Again by η-periodicity,
it suffices to show that map(1, F/(2, ρ)) = 0. We have

F ≃ lim
[
. . .

η−→ Σ2,2KO
η−→ Σ1,1KO

η−→ KO
η−→ . . .

]
.

Passing to the final subsystem of multiplication by η4, and using the β-periodicity KO ≃ Σ8,4KO, we
can rewrite this as

F ≃ lim

[
. . .

η4β−1

−−−−→ Σ−8KO
η4β−1

−−−−→ Σ−4KO
η4β−1

−−−−→ KO
η4β−1

−−−−→ . . .

]
.

We deduce that

map(1, F/(2, ρ)) ≃ lim
t

map(1,Σ−4tKO/(2, ρ))

L.A.1(2)≃ lim
t

lim
n

map(1,Σ−4tfn(KO)/(2, ρ))

≃ lim
n

lim
t

map(1,Σ−4tfn(KO)/(2, ρ))

=: lim
n
Fn.

Noting that F−1 = 0, it suffices to show that Sn := fib(Fn → Fn−1) ≃ 0 for all n. Unwinding the
definitions, we have

Sn = lim
t

map(1,Σ−4tsn(KO)/(2, ρ)).
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It follows from [ARØ17, p.9] (see also [RØ16, Theorems 4.18 and 4.27]) that sn(KO)/(2, ρ) is a sum of
spectra of the form

Σn−iΣn,nHZ/(2, ρ),

for various i ≥ 0. Since (see e.g. §6.2.1)

π∗,0Σ
n−iΣn,nHZ/2 ≃

{
kM2n−i−∗(k) ∗ ≥ n− i
0 else

we deduce that map(1, sn(KO)/(2, ρ)) ∈ SH≤2n+3. This implies that

Sn = lim
t

Σ−4tmap(1, sn(KO)/(2, ρ)) ∈ SH≤2n+3−4t0 ,

for any t0, and thus Sn = 0. This concludes the proof. �
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[RSØ18] O. Röndigs, M. Spitzweck, and P. A. Østvær. The motivic Hopf map solves the homotopy limit problem for
K-theory. Doc. Math., 23:1405–1424, 2018.

[Sch94] Claus Scheiderer. Real and Etale Cohomology, volume 1588 of Lecture Notes in Mathematics. Springer, Berlin,
1994.

[Sch10a] Marco Schlichting. Hermitian k-theory of exact categories. Journal of K-theory, 5(1):105–165, 2010.
[Sch10b] Marco Schlichting. The mayer-vietoris principle for grothendieck-witt groups of schemes. Inventiones mathe-

maticae, 179(2):349–433, 2010.
[Sch17] Marco Schlichting. Hermitian k-theory, derived equivalences and karoubi’s fundamental theorem. Journal of

Pure and Applied Algebra, 221(7):1729–1844, 2017.
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Hautes Études Scientifiques, 98:59–104, 2003.
[Voe03b] Vladimir Voevodsky. Reduced power operations in motivic cohomology. Publications Mathématiques de l’Institut
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