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Abstract. We show that Lubin–Tate theories attached to algebraically closed fields are
characterized among T (n)-local E∞-rings as those that satisfy an analogue of Hilbert’s
Nullstellensatz. Furthermore, we show that for every T (n)-local E∞-ringR, the collection
of E∞-ring maps from R to such Lubin–Tate theories jointly detect nilpotence. In
particular, we deduce that every non-zero T (n)-local E∞-ring R admits an E∞-ring map
to such a Lubin–Tate theory. As consequences, we construct E∞ complex orientations
of algebraically closed Lubin–Tate theories, compute the strict Picard spectra of such
Lubin–Tate theories, and prove redshift for the algebraic K-theory of arbitrary E∞-rings.

Figure 1. Mont Saint-Michel, Setting Sun, Paul Signac,
[Dallas Museum of Art, The Eugene and Margaret McDermott Art Fund, Inc., bequest
of Mrs. Eugene McDermott in honor of Bill Booziotis]
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1. Introduction

Stable homotopy theory has greatly benefited from insights offered by three fundamen-
tal perspectives. First, spectra should be considered as ∞-categorical analogues of abelian
groups. Second, it is fruitful to generalize notions from algebra and algebraic geometry to
the world of spectra. Third, these generalizations should avoid element-based formulae and
be given in terms of categorical properties. In this way, for example, the Zariski spectrum
of a ring is replaced by the notion of the Balmer spectrum, which presents chromatic ho-
motopy theory as the analog for spectra of the primary decomposition for abelian groups.
Some aspects of homotopy theory thus became akin to a game of Taboo, where classical
notions from algebra are redefined without using the words, element, equation or subset.

This paper aims to study such a redefinition for algebraically closed fields. The idea is
that algebraically closed fields are precisely those commutative rings that satisfy a form of
Hilbert’s Nullstellensatz.

Definition 1.1. Let C be a presentable ∞-category. We say that C is Nullstellensatzian
if every compact and non-terminal object in C admits a map to the initial object of C.
Similarly, we say that an object A ∈ C is Nullstellensatzian if A is non-terminal and CA/−
is Nullstellensatzian. /

Hilbert’s Nullstellensatz is essentially the statement that an object in the category of
commutative rings satisfies the Nullstellensatz if and only if it is an algebraically closed
field.

Our first result is the classification of Nullstellensatzian E∞-algebras in the monochro-
matic world. Through the connection between being Nullstellensatzian and being alge-
braically closed (in the sense of Galois theory) work of Baker and Richter [BR08] on Ga-
lois extensions suggests that the natural candidates for Nullstellensatzian T (n)-local E∞-
algebras are the Lubin-Tate theories attached to algebraically closed fields. Indeed, we show
that these are exactly the Nullstellensatzian T (n)-local E∞-algebras.
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Theorem A (Chromatic Nullstellensatz, Theorem 6.12). A T (n)-local E∞-algebra R is
Nullstellensatzian in CAlg(SpT (n)) if and only if R ∼= E(L), where E(L) is the Lubin-Tate
spectrum attached to an algebraically closed field L.1

1.1. The constructible spectrum.
Given an arbitrary T (n)-local E∞-algebra R, Theorem A supports the idea of considering

E∞ maps R→ E(L) out to Lubin–Tate theories of algebraically closed fields as “geometric
points of Spec(R)”. In classical algebra, the geometric points of A are usually organized into
a topological space—the Zariski spectrum of A. The utility of the spectrum comes from the
fact that often algebraic questions over a base ring A can be studied locally or even point-
wise over Spec(A). Our understanding of the algebraically closed fields in CAlg(SpT (n))
allows us to make an analogous construction in the chromatic setting.

Definition 1.2. Let R ∈ CAlg(SpT (n)). A geometric point of R is an equivalence class of
maps f : R → E(L) for L algebraically closed, under the equivalence relation identifying
two maps f1 : R→ E(L1) and f2 : R→ E(L2) whenever E(L1)⊗R E(L2) 6= 0.2 /

The set3 of geometric points can be endowed with the so-called constructible topology,
which gives it the structure of a compact Hausdorff topological space.

Theorem B (Theorem 7.2). There is a functor

Speccons
T (n) : CAlg(SpT (n))

op → CHaus

which sends R ∈ CAlg(SpT (n)) to the set of geometric points endowed with the topology in
which a subset U ⊂ Speccons

T (n)(R) is closed if and only if it is the image a map Speccons
T (n)(S)→

Speccons
T (n)(R) induced by some map of algebras R→ S.

In the classical case, a not-often-mentioned property is that is that one can check whether
an element a ∈ A is nilpotent by checking whether it is nilpotent at every geometric point of
A. In fact, it is this property which guarantees that the Zariski spectrum of A has enough
points. The analogous result in the T (n)-local setting is the following theorem:

Definition 1.3. Let R ∈ CAlg(SpT (n)) and let g : M → N be a map of compact T (n)-local
R-modules. We say that g is nilpotent if there exists some k � 0 such that g⊗k : M⊗k → N⊗k

is null. A map f : R → S in CAlg(SpT (n)) detects nilpotence if a map M → N of compact
T (n)-local R-modules is nilpotent if and only if the induced map M ⊗R S → N ⊗R S is
nilpotent in ModS(SpT (n))

ω. /

Theorem C (Proposition 7.4). Let f : R → S be a map in CAlg(SpT (n)). Then f detects
nilpotence if and only if the induced map Speccons

T (n)(S)→ Speccons
T (n)(R) is surjective.

Theorem C tells us that, in this theory, we have “enough points”. In particular, since the
map R → 0 detects nilpotence only if R = 0, we deduce that any nonzero R has at least
one geometric point. In other words:

Theorem D (Corollary 5.2). Let R be a non-zero T (n)-local E∞-algebra. Then there exists
some algebraically closed field L and a map of E∞-algebras R→ E(L).

1Here and throughout the paper, by “E(L) for an algebraically closed field L” we mean for height n > 0
that charL = p and E(L) is as in [GH04, Lur18], and for height n = 0 that charL = 0 and E(L) := L[u±1]

where the generator u is placed in degree 2, that is, E(L) ∼= L⊗KU .
2Note that for a discrete ring A, taking equivalence classes of maps A→ L to algebraically closed fields

under the analogous equivalence relation gives rise to the set of points of Spec(A).
3Although it is not immediate, the collection of geometric points of R turns out to be a set.



4 ROBERT BURKLUND, TOMER M. SCHLANK, AND ALLEN YUAN

We hope that the invariant Speccons
T (n)(−) will find additional applications in the future and

will allow more ideas from algebraic geometry to be transported to the chromatic world. In
this paper, we initiate the study of Speccons

T (n)(−) by computing Speccons
T (n)(R) for some choice

examples of R ∈ CAlg(SpT (n)).

Proposition 1.4 (Lemma 7.12, Proposition 8.20, Proposition 8.21). Assume that n ≥ 1,
let A be a perfect Fp-algebra, and let E(A) denote any Lubin–Tate theory associated to A
[Lur18]. Then we have the following homeomorphisms in CHaus, where Speccons

Zar (−) denotes
the classical constructible spectrum:

(1)
Speccons

T (n)(E(A)) ∼= Speccons
Zar (A)

(2)
Speccons

T (n)(E(A)[t]) ∼= Speccons
Zar (A[t])

(3)
Speccons

T (n)(1T (n)[t]) ∼= Speccons
Zar (Fp[t]))

1.2. Applications.
Theorem D has wide-ranging applications in the study of T (n)-local E∞-algebras. As an

immediate consequence we obtain an alternative proof for Hahn’s celebrated result on the
chromatic support of E∞-algebras.

Theorem 1.5 (Hahn [Hah16], Theorem 9.4). Let R ∈ CAlg(Sp). Then for every n ≥ 0,
we have that R⊗ T (n) = 0 implies R⊗ T (n+ 1) = 0.

Indeed, since algebras over the zero algebra are zero, Theorem D allows us to reduce the
statement to the case of E(L), where it is a straightforward computation.

In view of Theorem 1.5, it is natural to define the height of a nonzero E∞-algebra R ∈
CAlg(Sp) by

height(R) := max{n ≥ −1|T (n)⊗R 6= 0}.4

Based on computations at small heights, Ausoni and Rognes suggested a far-reaching con-
jectural organizing principle for the interaction between algebraic K-theory and chromatic
height. This phenomena, known as redshift, can be summarized by the slogan “algebraic
K-theory raises the chromatic height by one.” Theorem D allows us to prove this conjecture
for arbitrary E∞-algebras. Note that if R is an E∞-algebra, then K(R) also admits the
natural structure of an E∞-algebra. We get:

Theorem E (Redshift for E∞-algebras, Theorem 9.11). Let 0 6= R ∈ CAlg(Sp) be such
that height(R) ≥ 0. Then

height(K(R)) = height(R) + 1.

The inequality height(K(R)) ≤ height(R) + 1 has been recently proved in the ground-
breaking papers [LMMT20, CMNN20], so we are reduced to proving that the height always
increases. Once again, Theorem D allows us to reduce the claim to the case of E(L), where
it was proven by the third author in [Yua21].

Many of the best studied E∞-algebras, including cobordism rings, occur as Thom spectra.
As a consequence of Theorem D we find that E∞-algebra maps from Thom spectra to alge-
braically closed Lubin–Tate theories, known as orientations, are particularly well-behaved.

4Here we set T (−1) = S.
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Theorem F (Universal orientability, Corollary 8.12). Let L be an algebraically closed field
and let

f : X → pic(ModE(L)(SpT (n)))

be a map in Sp≥0 with T (n)-local Thom spectrum Mf . Then the following are equivalent:
(1) Mf 6= 0.
(2) There is map Mf → E(L) in CAlgE(L)(SpT (n)).
(3) f is null-homotopic.
(4) Mf ∼= E(L)[X] ∈ CAlgE(L)(SpT (n)).

Remark 1.6. Theorem F can be considered as a higher (and categorified) version of or-
thogonality of characters. /

For a map g : X → pic(Sp) in Sp≥0, it follows from Theorem F that there exists an
E∞-algebra map Mg → E(Fp) if and only if K(n)⊗Mg 6= 0 (Corollary 8.13).

Theorem G. Taking g to be the complex J-homomorphism ku → pic(Sp), we obtain an
equivalence of spaces

MapCAlg(Sp)(MUP, E(Fp)) ∼= MapSp≥0
(ku, gl1(E(Fp))).

In particular, there exists an E∞-algebra map

MU→ E(Fp).

Remark 1.7. The question of whether such E∞ complex orientations of Lubin–Tate theories
exist has a long history. In [And95], Ando gave a “norm-coherence” condition based on
power operations for when a Lubin–Tate theory admits an H∞ map from MU. Building on
work by Ando in the case of the Honda formal group, Zhu [Zhu20] checked this condition
for all Lubin–Tate theories. A general obstruction theory for constructing E∞ complex
orientations was described by Hopkins–Lawson [HL18], which recovered previous results of
Walker and Möllers [Wal08, Möl10] at height 1. The more general case of MUP-orientations
was demonstrated in a height 1 example by [HY20], and then proven for all Lubin–Tate
theories of height n ≤ 2 by Balderrama [Bal21]. /

Theorem F can, in turn, be be used to study the E∞-algebra E(L). In particular, we can
compute its strict Picard spectrum.

Theorem H (Theorem 8.17). Let E(L) be a Lubin–Tate spectrum attached to an alge-
braically closed field L. Then there is an equivalence of connective spectra

HomSp≥0
(Z,pic(ModE(L)(SpT (n))))

∼= Σn+2Zp ⊕ ΣL×.

Desuspending both sides of the equality above, we get an equivalence5

Gm(E(L)) := HomSp≥0
(Z, gl1(E(L))) ' Σn+1Zp ⊕ L×.

Theorem H can be used to deduce other results about E(L). For example, in the upcoming
paper [BCSY22] of T. Barthel, S. Carmeli, L. Yanovski and the second author, it is shown
that one can deduce the following implication:

5This result was announced by Hopkins and Lurie and a sketch of their proof (which differs significantly
from ours) was presented in the Thursday seminar in Spring 2014 (c.f. [Mat14, Theorem 1.6]). As far as we
are aware, there is currently no full written account of their approach.
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Proposition 1.8. Let L be an algebraically closed field. Then, there is a fiber sequence

τ≥0ΣnIQp/Zp → gl1E(L)→ τ≥0L
f
n gl1E(L)

in Sp≥0.
6 In other words, the discrepancy spectrum of E(L) is equivalent to the n-fold

suspension of the Brown–Comenetz dual of the sphere.

In [HL13], it is further shown that from Theorem H, one can deduce the following:

Proposition 1.9 ([HL13, Corollary 5.4.10]). The E(k)-cochains functor

(S≤np )op → CAlg∧E(L)

X 7→ E(L)X

is fully faithful on n-truncated p-finite spaces.

1.3. The proof.
We now sketch the proof of our main theorems. For this, it will be convenient to use the

notational conventions of the body of this paper, so we suggest that the reader familiarizes
themselves with the conventions listed at the end of this introduction at this point.

In this paper we make considerable use of a key fact, due to Lurie, that Lubin–Tate
spectra can be defined not only for perfect fields, but more generally for any perfect Fp-
algebra A. We show that in fact the assignment A 7→ E(A) enjoys many nice properties.

Theorem 1.10 (Theorem 2.38). There is an adjunction

E(−) : Perfk � CAlg∧E(L) : (π0(−)/m)[

where m denotes the Landweber ideal (p, u1, · · · , un−1) and (−)[ denotes the inverse limit
along Frobenius. Furthermore,

(1) E(−) is fully-faithful and preserves arbitrary products.
(2) R ∈ CAlg∧E(k) belongs to the essential image of E(−) if and only if R//m has van-

ishing odd homotopy groups and π0(R)/m = π0(R//m) is perfect.

The fully faithfulness of E(−) implies that Perfk is a colocalization of CAlg∧E(k) and
in particular that every R ∈ CAlg∧E(k) has an E-colocalization map E((π0(R)/m)[) → E

universal among maps to R from Lubin–Tate theories. E(−) allows us to translate questions
about Lubin–Tate theories in CAlg(SpT (n)) into questions in the 1-category Perfk.

Remark 1.11. We find it noteworthy that Perfk admits so many different naturally defined
fully faithful embeddings into so many different ∞-categories. We suggest that this should
be considered as a manifestation of a general principle that “derived perfect algebras are
just perfect algebras.” /

The main technical result in this paper from which we deduce most of our theorems is
the following:

Theorem 1.12 (Theorem 5.1). Given a T (n)-local commutative algebra R, there exists a
perfect algebra A of Krull dimension 0 and a map of commutative algebras R→ E(A) such
that the base-change functor

Mod∧R → Mod∧E(A)

detects nilpotence.

6In the case n = 0, one can take an arbitrary prime and set Lf
0 = LS[1/p], or alternatively, take L

f
0 = LQ

and replace IQp/Zp with IQ/Z.



THE CHROMATIC NULLSTELLENSATZ 7

The first five sections of the paper are dedicated to the proof of Theorem 1.12. By the
Devinatz–Hopkins–Smith nilpotence theorem [DHS88], for every T (n)-local ring R, the map
R → R ⊗ E(k) detects nilpotence. Thus, when proving Theorem 1.12, we are free to work
in CAlg∧E(k).

Conceptually our basic strategy is now to inductively map our commutative E(k)-algebra
R to another commutative E(k)-algebra R′ in such a way that the map R → R′ detects
nilpotence and such that R′ is “closer” to satisfying the conditions of Theorem 1.10(2)
together with the condition that π0(R)/m is of Krull dimension 0.

Example 1.13. Let us consider a T (n)-local commutative E(k)-algebra R which has a
non-zero class α ∈ π1(R). As Lubin–Tate theories are even, we know that R is not yet a
Lubin–Tate theory and that we would like to kill α. For this, we consider the pushout

E(k){z1} E(k)

R R′

z1 7→0

z1 7→α

in CAlg∧E(k). The map R→ R′ has the property that α is sent to zero, so as long as this map
detects nilpotence we can proceed. For this we prove in Section 4 that nilpotence detecting
maps are closed under co-base change, thereby reducing to the universal example of killing
an odd degree class: the map

E(k){z1} z1 7→0−−−→ E(k).

/

Formalizing our strategy, we construct three maps f, g, h ∈ CAlg∧E(k) with the following
properties:

(1) All three maps f, g, h detects nilpotence.
(2) R ∈ CAlg∧E(k) satisfies the right lifting property with respect to f, g and h if and

only if there exists a perfect k-algebra A of Krull dimension 0 and an equivalence
R ∼= E(A).

Using a small object argument we show that every R has a nilpotence detecting maps out
to an object which has the right lifting property with respect to f , g and h and condition
(2) then implies that this suffices to prove Theorem 1.12.

The three maps f , g and h which we use are
• f : E(k)[t]→ E(k)[t±1]×E(k) is the map associated to inverting t and sending t to

zero on the two components.
• g : E(k){z0} → E(A) is more difficult to construct, but is characterized by the

fact that the induced map on π0(−)/m, π0(E(k){z0})/m → A, is a direct limit
perfection.

• h : E(k){z1} → E(k) is the map sending z1 to zero which we have already encoun-
tered in Example 1.13.

The map f is conservative, and therefore it is easily seen to detect nilpotence. The map
h is easy to construct but our proof that it detects nilpotence requires a strong form of the
fact that the square of an odd degree class is null7 implied by the May nilpotence conjecture
[MNN15].

7At the prime 2 this is a special feature of the fact that we are working T (n)-locally.
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The map g is also conservative and thus easily seen to detect nilpotence. However, its
construction requires strong control on maps to Lubin–Tate theories. We obtain this control
by utilizing the theory of power operations over E(k). Rezk studied the power operations
on a T (n)-local commutative E(k)-algebra R extensively in [Rez09], and showed that these
power operations endow π0(R) with the structure of an algebra over a certain monad T on
Mod♥π0(E). Composing with π0, we thus get a functor

ET(−) := π0 ◦ E(−) : Perfk → AlgT.

On the other hand, we have an obvious forgetful functor

UT : AlgT → CRingπ0E(k),

which we may compose with the functor

(−⊗π0E(k) k)] : CRingπ0E(k) → Perfk

to obtain a functor

UT : AlgT → Perfk.

The key step in constructing the map g is an adjunction between the functors ET(−) and
UT, which we believe is of independent interest.

Theorem I (Cofreeness of π0E(k), Theorem 3.4). The functor ET(−) : Perfk → AlgT is
fully faithful and right adjoint to UT.

Remark 1.14. Note that while Theorem 1.10 gives an embedding of Perfk via a left adjoint
in CAlg∧E(k), Theorem I gives an embedding of Perfk in AlgT via a right adjoint. We thus
gain some control on maps both to and from E(A) for perfect A, which we utilize to prove
Theorem 1.12. /

Remark 1.15. It is worth spelling out the content of Theorem 1.10 at low heights explicitly.
The case n = 0 is trivial, as the theorem reduces to the self adjunction of the identity functor
on CRingQ. In the case n = 1, the category AlgT is the category of δ-W (k)-rings, and we
recover the fully faithful embedding of perfect k-algebras in δ-W (k)-rings, which is a classical
theorem of Joyal on p-typical Witt vectors [Joy85]. As far as we are aware, the case n = 2
is already new.

Remark 1.16. After writing the proof, it came to our attention that Charles Rezk had
previously announced a proof of Theorem I. As we understand it, Rezk’s proof differs sig-
nificantly from ours. /

Remark 1.17. For most of the paper, the height n is fixed. There is, however, one excep-
tion. At one point in Section 3 our proof uses an induction on n. Specifically, we use the
fact that for every perfect field k and n > 0, there exists a perfect field k′ and a map in
CAlg(Sp)

En(k)→ En−1(k′).

We deduce this fact from the height n − 1 case of Theorem D, together with the fact that
LT (n−1)En(k) 6= 0. For this reason, our proof of Theorem D is in fact inductive on the
height n.
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1.4. Organization of the paper.
In §2, we prove Theorem 1.10 and study the functors appearing in its statement. In

particular, we observe that the functor (π0(•)/m)[ can be adapted to quite a general setup,
and we study it in that generality. In §3, we study the power operations on Lubin–Tate
theories and prove Theorem I. In §4, we prove general statements about detecting nilpotence,
which we employ in the proof of Theorem 1.12. In §5, we assemble the results of the previous
sections to prove Theorem 1.12. In §6, we use Theorem 1.12 to prove Theorem A. In §7, we
use Theorem 1.12 to define Speccons

T (n) and prove Theorem C. The construction of Speccons
T (n)

can be generalized to the setting of an ∞-category C satisfying relatively mild conditions,
and we develop this general theory in Appendix A. The results of Appendix A are used in
§7 for the specific case C = CAlg(SpT (n)). The final two sections are devoted to applications
of the general theory. In §8, we prove Theorem F and its applications, and in §9, we give
applications to chromatic support and redshift.
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Conventions.
(1) For the remainder of the paper we fix a height n ∈ N and a prime p.
(2) If n > 0, we fix a perfect field k of characteristic p and a height n formal group G0

over it.
(3) If n = 0, we fix a characteristic 0 field k.
(4) We say category for ∞-category.
(5) We say commutative algebra for E∞-algebra, and write CAlg(−) for it. By contrast,

CRing denotes the category of discrete commutative rings.
(6) For R ∈ CAlg(SpT (n)) we write CAlg∧R for CAlg(SpT (n))R/−.

(7) For a commutative algebra R, we denote by R[x1, . . . , xd] the flat polynomial algebra
R[Nd].

(8) For a commutative algebra R, we denote by R{zi} the free commutative algebra
under R with a class in πi. When R is T (n)-local, we occasionally abuse notation
and use R{zi} for the T (n)-localized version of the free algebra.

(9) For a commutative algebra R and α ∈ π∗(R), we denote by R//∞α the commutative
R-algebra that corepresents a null homotopy of α. We use this notation to differ
from R/α, which is just the cofiber of α. As in (8), we occasionally implicitly
localize.

(10) We denote Spp for the category of p-complete spectra.
(11) We denote Perfk for the category of perfect k-algebras and Perf for PerfFp .
(12) Perf is presentable and the inclusion Perf ⊂ CRing admits a left adjoint which we

denote by (−)] (colimit perfection) and a right adjoint which we denote by (−)[

(limit perfection).
(13) For a category C and a, b ∈ C, we denote

[a, b]C := π0(MapC(a, b)).
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When the category C is clear from context, we omit the subscript.
(14) We write W (A) for the p-typical Witt vectors of a perfect Fp-algebra A, reserving

the notation W(A) for the p-complete spherical Witt vectors of Section 2.

2. Lubin–Tate theories and tilting

In this section, which is preparatory for all those which follow, we introduce the first
fundamental idea in the proof of Theorem 1.12: the E-colocalization map.

Theorem 2.1. Let k be a perfect field of characteristic p and let Perfk denote the category
of perfect k-algebras. Then, there is an adjunction

E(−) : Perfk � CAlg∧E(k) : (−)[

which identifies Perfk as a colocalization of CAlg∧E(k).

The main input to this theorem is Lurie’s spherical Witt vector construction, which is the
sphere analogue of the desired functor E(−). We review this construction in Section 2.1 and
discuss properties of it and its right adjoint, tilting, in Sections 2.2 and 2.3. Then, we give
some preliminaries on Lubin–Tate theories in Section 2.4 and use the previous constructions
to construct the functor E(−) and prove Theorem 2.1 in Section 2.5.

2.1. The spherical Witt functor.
Let A be a perfect Fp-algebra. Using deformation theory, Lurie [Lur18] constructed its

ring of spherical Witt vectors, which is a p-complete flat Sp-algebra W(A) such that

π∗W(A) ∼= ((π∗Sp)⊗W (A))p .

In this subsection, which draws heavily from [Lur18, Section 5.2], we recall this construction
and extend it to a Witt vector–tilting adjunction.

Proposition 2.2. There is an adjunction

W(−) : Perf � CAlg(Spp) : (−)[

which identifies Perf as a colocalization of CAlg(Spp). The right adjoint (−)[ is computed
by the inverse limit along Frobenius on π0(−)/p.8

The essential image of the (fully faithful) functor W consists of those R ∈ CAlg(Spp)
such that R is connective and Fp ⊗ R is a discrete perfect ring. In this situation, we have
R 'W(Fp ⊗R).

We prove Proposition 2.2 at the end of Section 2.1.

Definition 2.3 ([Lur18, Definition 5.2.1]). Given a discrete, commutative Fp-algebra A we
say that a map σ : R→ A in CAlg(Spp)≥0 exhibits R as an Sp-thickening of A if

(a) σ induces an isomorphism π0(R)/p→ A.
(b) For any S ∈ CAlg(Spp), the canonical map

MapCAlg(R,S)→ MapCAlg(A, π0(S)/p)

is an equivalence. /

Proposition 2.4 ([Lur18, Example 5.2.7]). Given a perfect Fp-algebra A, there exists an
Sp-thickening R→ A in the sense of Definition 2.3 such that the natural map Fp ⊗R→ A
is an equivalence.

8This agrees with the use of (−)[ for tilting in discrete commutative algebra and so we will often make
use of the formula R[ ∼= (π0R/p)[.
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Remark 2.5. The equivalence A ' Fp ⊗ R implies that the Fp-homology of R is discrete.
In turn this implies that R is flat over Sp. /

Construction 2.6. Using Definition 2.3(b) to compute the spaces of maps between the Sp-
thickenings produced by Proposition 2.4, we find that the full subcategory of Sp-thickenings
of perfect Fp-algebras is equivalent to the category of perfect Fp-algebras (with equivalence
given by π0(−)/p). Using the inverse of this equivalence, we obtain a construction of the
spherical Witt vectors of a perfect Fp-algebra as a fully faithful functor, which we denote

W(−) : Perf → CAlg(Spp).

/

Proof (of Proposition 2.2). From the construction of W(−) via Sp-thickenings, we can read
off that there is a natural equivalence between (π0(W(A))/p)[ ∼= π0(W(A))/p and the perfect
Fp-algebra A. We use this natural equivalence η : Id

∼=−→ (W(−))[ as the unit of the Witt–tilt
adjunction. In order to conclude that η exhibits (−)[ as right adjoint to W(−), it now
suffices to argue that the induced map

MapCAlg(Spp)(W(A), S)→ MapCAlg(Spp)(π0W(A)/p, π0(S)/p)

→ MapPerf((π0W(A)/p)[, (π0(S)/p)[)
η−→ MapPerf(A, (π0(S)/p)[)

is an equivalence. The first map is an equivalence by condition (b) of the definition of
Sp-thickening. The second map is an equivalence because the source is discrete and perfect.
The final map is an equivalence because η is an equivalence. The claim that Perf is a
colocalization is equivalent to the unit of the adjunction, η, being an equivalence (alternately,
W is fully faithful by construction).

Finally, the statement about the essential image follows from [Lur18, Proposition 5.2.9]
and property (b) in Definition 2.3, which guarantees the uniqueness of thickenings. �

2.2. Properties of W.
There are two properties which make the spherical Witt vector functor particularly easy

to work with:
• The spherical Witt vectors W(A) are p-adically formally étale over Sp.
• It is relatively easy to describe W(A) in terms of square-zero extensions.

We give precise meaning to these statements in the first two lemmas of Section 2.2.1 and
spend the remainder of the subsection extracting easy consequences. Among these con-
sequences are a spherical analogue of the multiplicative lift9, which we construct in Sec-
tion 2.2.2.

2.2.1. Deformation theory and W.

Lemma 2.7. The spherical Witt vectors W(A) associated to a perfect Fp-algebra A are
p-adically formally étale in the sense that the p-complete cotangent complex (LW(A)/Sp)p
vanishes.

Proof. Since A = W(A) ⊗ Fp by Proposition 2.4 and A is perfect by assumption, we have
equivalences

Fp ⊗ LW(A)/Sp
∼= A⊗W(A) LW(A)/Sp

∼= LA/Fp = 0.

9This construction is sometimes known as the Teichmüller lift.
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Since W(A) is connective, LW(A)/Sp is connective as well [Lur17, Proposition 7.4.3.9(1)]. Fp-
homology is conservative on p-complete bounded below spectra, therefore (LW(A)/Sp)p = 0
as desired. �

Remark 2.8. If the unit map Sp → R is p-adically formally étale, then deformation theory
tells us that for any square zero extension B → A, the induced map

MapCAlg(Spp)(R,B)→ MapCAlg(Spp)(R,A)

is an equivalence [Lur17, Remark 7.4.1.8]. /

The classical Witt vectors W (A) can be expressed as the inverse limit of its p-adic tower,
which is an ω-indexed tower of square zero extensions beginning at A. There is an analogous
statement for spherical Witt vectors:

Lemma 2.9. The commutative algebra W(A) can be functorially expressed as the inverse
limit of a 2ω-indexed tower starting at A, where each map is a square zero extension by a
suspension of A.

Proof. The Postnikov tower of Sp is a tower of square-zero extensions building Sp from Zp.
Serre finiteness lets us refine this to an ω-indexed tower of extensions by copies of ΣjFp. The
p-adic tower of Zp is a ω-indexed tower of square-zero extensions building Zp from Fp using
copies of Fp. Tensoring this pair of towers with W(A) and observing that Fp ⊗W(A) ' A
allows us to conclude. �

Using Lemma 2.9 we can provide a simple criterion for a limit to be preserved by W.

Lemma 2.10. The spherical Witt vectors functor preserves those limits of perfect Fp-
algebras whose limit, taken in Spp, is connective. Examples include:

(1) W(−) commutes with arbitrary products.
(2) W(−) commutes with N-indexed inverse limits whose lim1 vanishes.
(3) W(−) satisfies arc descent.

Proof. Suppose we are given a limit diagram F / : D/ → Perf that we wish to show is
preserved by W. It suffices to show that F / ◦W is a limit diagram on underlying spectra.
Using Lemma 2.9 it therefore suffices to show that F / ◦Σj is a limit diagram. The latter is
a reformulation of the hypothesis on F /.

For example (1) we note that arbitrary products of connective Fp-modules are connective.
The vanishing condition on lim1 in (2) is a restatement of connectivity. Example (3) follows
from arc descent for the category of perfect complexes on perfect, qcqs schemes [BM20,
Theorem 5.16]. �

We also give another description of the essential image of W.

Lemma 2.11. A commutative algebra R ∈ CAlg(Spp)≥0 is in the essential image of W if
and only if R is p-adically formally étale and π0(R)/p is perfect.

Proof. We have already seen that any R in the essential image satisfies these conditions. In
light of Proposition 2.2, we only need to check that if R is p-adically formally étale, then
it satisfies condition (b) of Definition 2.3. Similarly to the proof of Lemma 2.9, we may
exhibit any S ∈ CAlg(Spp)≥0 as a limit of a tower of square zero extensions of π0(S)/p (i.e.,
first along its p-adic tower on π0, and then its Postnikov tower); then, since R is p-adically
formally étale, we obtain the desired equivalence

MapCAlgp
(R,S)

∼=−→ MapCAlgp
(R, π0(S)/p).
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�

2.2.2. The multiplicative lift.
Using our understanding of the essential image of W, we can now give some examples.

Example 2.12. Let M be a (discrete) commutative monoid on which p acts invertibly.
Then since Fp ⊗ S[M ]p ∼= Fp[M ] is discrete and perfect, Proposition 2.2 implies that there
is an equivalence

W(Fp[M ]) ' S[M ]p.

In particular, applying this to the case M = N[1/p], the additive monoid of non-negative
elements in Z[1/p], we have an equivalence

W(Fp[t1/p
∞

]) ' S[t1/p
∞

]p

between the spherical Witt vectors on the perfection of a polynomial algebra and the p-
complete spherical group ring on N[1/p]. /

Example 2.13. Consider the p-completion of the commutative algebra

colim
(
S{x} x 7→xp−−−−→ S{x} x 7→xp−−−−→ · · ·

)
which might be described as the perfection of a free algebra.

Since S{x} is a free algebra on a single class in degree zero, its cotangent complex is a
free module on a class in degree 0 (which we might call dx). After tensoring down to Fp, the
induced maps on cotangent complexes are each zero as dx 7→ d(xp) = pxp−1dx = 0. This
means that the perfection of a free algebra is p-adically formally étale. After examining what
happens on π0(−)/p, we can use Lemma 2.11 to conclude that this algebra is equivalent to
W(Fp[t1/p

∞
]) as well. /

Construction 2.14 (Multiplicative lifts for W). For a discrete ring A, let A∗ denote the
commutative monoid of nonzero elements of A under multiplication (in contrast to A×, the
group of units). If A is a perfect Fp-algebra, then p acts invertibly on A∗ and so the natural
map

Fp[A∗]→ A

is a map between perfect Fp-algebras. Applying the functor W and using the equivalence of
Example 2.12, we obtain a composite map

τ : S[A∗]p
'−→W(Fp[A∗])→W(A)

which we refer to as the (spherical) multiplicative lift. /

In the spherical setting, the multiplicative lift has a novel feature, which is that it provides
a simple way to construct many strict elements (cf. Remark 3.7) in π0(R). Namely, for any
z ∈ (R[)∗, we have the composite

S[t]
t 7→z−−−→ S[(R[)∗]p

τ−→W(R[)→ R,

and we will write [z] for the corresponding strict element in π0(R).
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2.3. Deformation theory and tilting.
We now turn to studying the tilt functor (−)[ which is right adjoint to W(−). Since this

functor lands in a 1-category, where objects are relatively well described by their underlying
set, we will mostly focus on understanding (−)[ at this level.

Lemma 2.15. The (underlying set of the) tilt functor (−)[ is corepresented by the commu-
tative algebra S[t1/p

∞
]p.

Proof. This follows from the equivalence S[t1/p
∞

]p 'W(Fp[t1/p
∞

]) of Example 2.12 together
the fact that Fp[t1/p

∞
] corepresents the underlying set functor on perfect Fp-algebras. �

Using the corepresentability of (−)[, we can establish various properties of this functor
in short order by leaning on our understanding of the spherical Witt vectors.

Lemma 2.16. Given a square zero extension R→ S in CAlg(Spp) the induced map

R[ → S[

is an isomorphism.

Proof. It suffices to prove this at the level of the underlying set. Since (−)[ is corepresented
by W(Fp[t1/p

∞
]), which is formally étale over Sp, this follows from Remark 2.8. �

Lemma 2.17. (−)[ sends the maps in the span

π0(R)← τ≥0R→ R

to equivalences for every R ∈ CAlg(Spp).

Proof. The statement for τ≥0R→ R follows from the fact that S[t1/p
∞

]p is connective. The
Postnikov tower is a tower of square-zero extensions, therefore Lemma 2.16 implies that
(τ≥0R)[ → (π0(R))[ is an equivalence as well. �

Lemma 2.18. Let R ∈ CAlg(Spp) be a commutative algebra and x ∈ π0R a class such that
π0R is (derived) x-complete. Then, there are equivalences

R[ ∼= (π0R)[ ∼= ((π0R)/x)[.

In particular, this holds if R is x-complete.

Proof. The first equivalence is copied from Lemma 2.17. For the second one, note that since
π0R is discrete and x-complete, we can write it as the limit of its x-adic tower as a tower
of square-zero extensions of commutative algebras. Lemma 2.16 and the fact that tilting
commutes with limits now give the desired equivalence.

For the “in particular,” note that expressing x-completeness as the vanishing of the inverse
limit along multiplication by x and using the Milnor sequence for homotopy groups of an
inverse limit, one sees that R is x-complete exactly when its homotopy groups are derived
x-complete. �

Remark 2.19. Note that in Lemma 2.18 the distinction between (π0R)/x and π0((π0R)/x)
doesn’t matter because Lemma 2.17 lets us replace commutative algebras by their π0 when
taking tilts. /

Lemma 2.20. The tilting functor (−)[ : CAlg(Spp) → Perf commutes with ω1-filtered col-
imits. In particular, this means that, for any uncountable regular ordinal κ, the spherical
Witt vectors functor sends κ-compact objects to κ-compact objects.
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Proof. First, observe that π0 : CAlg(Spp) → Set commutes with ω1-filtered colimits. This
is because while π0 commutes with filtered colimits in CAlg(Sp), colimits in p-complete
algebras are computed by colimit followed by p-completion. Since p-completion is an ω-
indexed limit of functors which commute with filtered colimits, it commutes with ω1-filtered
colimits. Here, we are using that ω-indexed limits commute with ω1-filtered colimits in sets.

To finish, we use the description of the tilt as limx 7→xp π0(−)/p from Proposition 2.2 to
see that the tilt is formed from an ω-indexed limit of terms which individually commute
with ω1-filtered colimits, and therefore again it commutes with ω1-filtered colimits. �

2.4. Lubin–Tate theories.
Quillen’s work on complex cobordism allows us to attach to each complex orientable

homotopy commutative ring spectrum R a formal group GQ over the graded ring π∗R. This
association further identifies choices of complex orientation of R and choices of coordinate
on GQ.
Definition 2.21. If R is complex orientable, then the stratification of the moduli of formal
groups by height provides a sequence of ideals

m0 ⊂ m1 ⊂ · · · ⊆ π∗R
in π∗R known as the Landweber ideals. We let vk∈ (π∗R)/mk−1 denote the kth Hasse
invariant of GQ, which cuts out the locus where GQ has height at least k+ 1. Note that vk
is of degree 2(pk − 1). /

Convention 2.22. In this paper, we take the convention that once a ring spectrum R
is known to be complex orientable, we make a choice of lifts v0, v1, · · · ∈ π∗(R) of the
Hasse invariants. The particular choice will not be important to us, except that if a ring
is constructed as an algebra over another complex oriented ring, we take the image of the
previously chosen vi’s. /

Given this choice, we obtain a preferred choice of generators for the Landweber ideals.

Definition 2.23. We say that a homotopy commutative ring spectrum R is complex pe-
riodic if R is complex orientable, π2(R) is projective of rank 1 as a π0R-module, and the
multiplication map

π2(R)⊗π0(R) πn(R)→ πn+2(R)

is an isomorphism for every n. /

For complex periodic ring spectra, we can reformulate the Quillen formal group as a
formal group on π0R whose dualizing line ωGQ is given by π2(R) [Lur18, Example 4.2.19].
In the situation where R is additionally even, we can extract the homotopy ring of R from
π0R together with GQ via the formula

π∗(R) ∼=

{
ω⊗kGQ ∗ = 2k

0 otherwise
.

If π∗R has a unit in degree 2, then we will typically write u for a choice of such a unit.
This choice provides a trivialization of ωGQ , with which we can push the Hasse invariants
of GQ into degree zero where we write ui instead of vi. Concretely, we have vi = uiu

pi−1.
If R is an even10 commutative algebra, then although we cannot lift the quotients

π∗(R)/mk to the level of commutative algebras, we can construct a sequence of E1-R-algebras
R//mk which act as quotients by the Landweber ideals.

10Note that evenness guarantees complex orientability.
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Construction 2.24. Given an even commutative algebra R and an element x ∈ π∗(R),
Hahn and Wilson [HW18], building on work of Angeltveit [Ang08], show that the R-module
R/x admits the structure of an E1-R-algebra. Hence, given a choice of elements vi as above,
we may obtain an E1-R-algebra R//mj whose underlying R-module is given by the tensor
product

(R/v0)⊗R · · · ⊗R (R/vj).

More generally, given a commutative R-algebra S we write S//mj for the E1-A-algebra
R//mj⊗R S obtained by base-change. Note that the tensor product description implies that
if S is T (n)-local, then S//mj is T (n)-local as well. /

Convention 2.25. In this paper we will almost exclusively work with objects of height n.
Consequently, for the sake of brevity, we will use m for the Landweber ideal mn−1 which
cuts out the locus of height ≥ n. /

The importance of the universal deformation of a formal group of height n to homotopy
theory was first recognized by Morava, who used Landweber’s exact functor theorem to at-
tach to each perfect field k and formal group G0 of height n over k a homotopy commutative
ring spectrum E(k; G0). Building on this, Goerss, Hopkins and Miller developed a collection
of obstruction theoretic techniques for analyzing the space of coherent ring structures on a
homotopy commutative ring, and proved the following theorem which provides us with our
basic objects of interest.

Theorem 2.26 (Goerss–Hopkins–Miller [GH04, Rez98]). Given a perfect field k of char-
acteristic p and a formal group G0 over k of height n < ∞ there exists an even periodic
K(n)-local commutative algebra E(k,G0) such that π0E(k,G0) can be identified with the
Lubin–Tate ring parametrizing deformations of G0.

Generalizing the Goerss–Hopkins–Miller theorem, Lurie has constructed a functor

E(−;−) :

∫
Perf

M=n
fg → CAlg(SpT (n))

which takes in a perfect Fp-algebra A together with a formal group H0 of height exactly n
over A and produces a T (n)-local commutative algebra E(A;H0) (see [Lur18, Section 5]).

Theorem 2.27 ([Lur18, Theorems 5.0.2, 5.1.5 and 5.4.1]).
The functor E(−;−) has the following properties:

(1) E(−;−) is fully faithful.
(2) E(A; H0) is K(n)-local and even periodic.
(3) Any sequence v0, . . . , vn−1 ∈ π∗E(A; H0) lifting the Hasse invariants is regular.
(4) The essential image of E(−;−) consists of those commutative algebras R satisfying

(2) and (3) for which π0(R)/m is perfect.
(5) There is a natural identification of (π0E(A; H0)/m, (GQ)π0E(A;H0)/m) with (A,H0)

which, when A is a perfect field, exhibits GQ as a universal deformation of H0.

Remark 2.28. When applied to Lubin–Tate theories, Construction 2.24 attaches to each
Lubin–Tate theory an associated MoravaK-theory. Since the Landweber ideal in π∗E(A; H0)
is generated by a regular sequence, we can read off the homotopy groups of this K-theory

π∗(E(A; H0)//m) ∼=

{
ω⊗kH0

∗ = 2k

0 otherwise
.

/
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As we are in the business of producing and manipulating Lubin–Tate theories, it is useful
for us to be able to recognize these objects from as great a distance as possible. To prove our
first Lubin–Tate recognition theorem, we first need the following lemma, which compresses
the conditions of Theorem 2.27(4) into a more manageable form.

Lemma 2.29. Given a T (n)-local commutative algebra R, if Vn ⊗ R is even for a single
type n generalized Moore spectrum Vn, then

(1) R⊗ V is even for every generalized Moore spectrum V .
(2) R is K(n)-local, even and complex orientable.
(3) The sequence of classes v0, . . . , vn−1 is regular in π∗R and the E1-R-algebra R//m

of Construction 2.24 will have π∗(R//m) ∼= π∗(R)/m.

Proof. We begin by showing that R is even. Write the generalized Moore spectrum Vn as

Vn = S/(pi0 , vi11 , . . . v
in−1

n−1 )

so that we have a tower of generalized Moore spectra Vm such that Vm = Vm−1/v
im−1

m−1 . We
will show that Vm ⊗R is even by downward induction on m starting with the case m = n,
which is our assumption on R. For the inductive step, we consider the vimm -Bockstein tower

Σ2|vimm |Vm/v
im
m ⊗R Σ|v

im
m |Vm/v

im
m ⊗R

· · · Vm/v
3im
m ⊗R Vm/v

2im
m ⊗R Vm/v

im
m ⊗R

which has the feature that the T (n)-local inverse limit of this tower is Vm ⊗ R. Since
Vm+1 = Vm/v

im
m is even, we can induct up this tower showing that every term is even (an

extension of even objects is even). From evenness we can also read off that the maps in the
tower are surjective on homotopy groups and therefore the inverse limit is even as well. The
case V0 = S is the conclusion that R is even.

Since evenness implies complex orientability and complex orientability implies that T (n)-
local impliesK(n)-local [Hov95, Corollary 1.10], we have shown (2). Using that R is complex
orientable, we can now pick classes vi in π∗(R). Examining the long exact sequence on
homotopy groups associated to the cofiber sequence

Σ|v
im
m |Vm ⊗R

vimm−−→ Vm ⊗R→ Vm+1 ⊗R
we can read off from the fact that all three terms have even homotopy that vimm acts in-
jectively on the homotopy of Vm ⊗ R. In particular, inducting upwards on m, we find
that

π∗(Vm ⊗R) ∼= π∗(R)/(pi0 , . . . , v
im−1

m−1 )

and that pi0 , vi11 , . . . v
in−1

n−1 is a regular sequence in π∗(R). This implies that p, v1, . . . vn−1 is
a regular sequence as well (see [Sta22, Lemma 07DV]) which is (3). This in turn implies
conclusion (1) by the long exact sequence on homotopy. �

Note that over an algebraically closed field, all formal groups of height n are isomorphic.
Therefore, there is no danger in dropping the formal group from our notation and we do so.
An immediate corollary of Lemma 2.29 and Theorem 2.27(4) is:

Corollary 2.30. Suppose that R ∈ CAlg(SpT (n)) such that R⊗ V is even for a single type
n generalized Moore spectrum V . Then Lemma 2.29 implies that R is even and we have the
E1-R-algebra R//m of Construction 2.24.

https://stacks.math.columbia.edu/tag/07DV
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In this situation, if π∗(R//m) is an even periodic algebraically closed field, then there is
an equivalence R ∼= E(π0(R//m)).

The situation simplifies significantly when working under a fixed E(k; G0), because the
compatibility of the Quillen formal group with ring maps fixes the choice of formal group
on Lubin–Tate theories.

Convention 2.31. For the remainder of the paper, fix a perfect field k and a formal group
G0 of height n over k. This determines a Lubin–Tate theory E(k; G0), which we denote
simply by E(k). We additionally fix a choice of unit u ∈ π2E(k), which (given the previous
choices of vi’s) determines elements u0 = p, u1, · · · , un−1 ∈ π0E(k) and an isomorphism

π0E(k) ∼= W (k)[[u1, . . . , un−1]][u±1].

/

Definition 2.32. Define the functor

E(−) : Perfk → CAlg∧E(k)

(k → A) 7→ E(A; (G0)A).

Note that given our conventions, we have for A ∈ Perfk a canonical isomorphism

π0E(A) ∼= W (A)[[u1, . . . , un−1]][u±1]

by [Lur18, Corollary 5.4.2]. /

In this setting, the conditions of Theorem 2.27(4) are even easier to check.

Corollary 2.33. An algebra R ∈ CAlg∧E(k) is in the essential image of

E(−) : Perfk → CAlg∧E(k)

if and only if R//m is even and π0(R)/m is perfect11.

Proof. The only if direction is clear, so assume that R//m is even and π0(R)/m is perfect.
But [HL13, Lemma 2.1.25] (and its proof) show that R is even and any choice of v0, · · · vn−1

is a regular sequence12. Hence, the result follows from Theorem 2.27(4). �

In the next section, we will see that, in contrast to the functor E(−;−) of Theorem 2.27,
this relative version of the Lubin–Tate functor has an additional feature of central impor-
tance to us: it admits a right adjoint.

2.5. The Lubin–Tate functor.
While our discussion of spherical Witt vectors takes values in CAlg(Spp), the next con-

struction shows that we can make a similar construction much more generally.

Construction 2.34. Let C be a p-complete stable presentably symmetric monoidal cat-
egory. The symmetric monoidal unit map Spp → C in CAlg(PrL) provides us with an
adjunction

ι∗ : CAlg(Spp)� CAlg(C) : ι∗

which we can compose with the Witt-tilt adjunction to obtain an adjunction

Perf � CAlg(C).

11In fact, as we will see in the proof, the first assumption implies that π0(R)/m ∼= π0(R//m).
12Alternately, we may run an argument analogous to the proof of Lemma 2.29.
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Setting B = (ι∗1C)
[, we can refine this to an adjunction

WC(−) : PerfB � CAlg(C) : (−)[C

where WC(−) sends a perfect B-algebra A to the pushout 1C ⊗ι∗W(B) ι
∗W(A) and (−)[C

sends R to B = (ι∗1C)
[ → (ι∗R)[. /

We can extend many of the properties of (−)[ to (−)[C (and for this reason we will often
drop C from the notation when C is clear from context).

Lemma 2.35.
(1) The functor (−)[ is invariant under square-zero extensions in CAlg(C) (in the sense

of [Lur17, Definition 7.4.1.6]).
(2) We have natural isomorphisms (R)[C

∼= π0(R)[.

Proof. Statement (1) follows because ι∗ preserves square-zero extensions, and (2) follows
because

R[C ' (ι∗R)[ ' (π0ι∗R)[ ' (π0R)[.

�

At this point we are finally ready to move back to the T (n)-local world, prove Theo-
rem 2.1, and end the section. Specializing the above discussion to the case C = Mod∧E(k),
we have:

Lemma 2.36.
(1) For any R ∈ CAlg∧E(k), we have

R[ ∼= (π0R)[ ∼= (π0(R)/m)[.

In particular, we have E(k)[ ∼= k[ ∼= k and we may regard (−)[ as a functor
(−)[ : CAlg∧E(k) → Perfk.

(2) The composite of the Lubin–Tate functor of Definition 2.32 with tilting

Perfk
E(−)−−−→ CAlg∧E(k)

(−)[−−−→ Perfk

is naturally isomorphic to the identity functor.

Proof. The first isomorphism of (1) follows from combining Lemma 2.35(2) and Lemma 2.17.
For the second, note that for E(k)-algebras, we can rewrite the T (n)-local condition as
being m-complete [HS99, Proposition 7.10]. Using Lemma 2.18 repeatedly for each of the
generators p, . . . , un−1 of this ideal, we obtain the description of the tilt as (π0(−)/m)[.
Then (2) is an immediate consequence of (1) because

E(A)[ ∼= A[ ∼= A

and these are functors valued in 1-categories. �

As a consequence of (1) and the previous discussion, we obtain an adjunction

WE(k)(−) : Perfk � CAlg∧E(k) : (−)[.

In fact, WE(k)(−) agrees with Lurie’s Lubin–Tate theory functor of Definition 2.32.

Lemma 2.37. The functor WE(k)(−) : Perfk → CAlg∧E(k) is equivalent to the functor E(−)
of Definition 2.32.
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Proof. The natural isomorphism of Lemma 2.36(2) is adjoint to a natural transformation

WE(k)(−)→ E(−).

It suffices to show that this is an equivalence modulo m, but WE(k)(A) 'W(A)⊗W(k) E(k)
so this is clear by the description of π∗E(A) of Definition 2.32. �

In view of this lemma we will adopt the notation E(−) for WE(k)(−).

Theorem 2.38. The adjunction

E(−) : Perfk � CAlg∧E(k) : (−)[

of Construction 2.34 has the following properties:

(1) E(−) is a colocalization, and in particular fully faithful.
(2) The tilt can be computed via any of

(−)[, π0(−)[ or (π0(−)/m)[.

(3) There are natural isomorphisms

π∗E(A) ∼= W (A)[[u1, . . . , un−1]][u±1].

In particular, π∗E(A) is even, u0, . . . , un−1 is a regular sequence and

π∗(E(A)//m) ∼= A[u±1].

(4) The essential image of E(−) consists of those R ∈ CAlg∧E(k) for which
(i) R//m has vanishing odd homotopy groups (ii) π0(R)/m (which is isomorphic to
π0(R//m) given (i)) is perfect.

(5) E(−) preserves those limits of perfect k-algebras whose limit, taken in Spp, is con-
nective.

(6) Tilting commutes with ω1-filtered colimits. In particular, E(−) preserves κ-compactness
for every uncountable regular κ.

Proof. Statement (1) follows because Lemma 2.36 shows that the unit map is an equivalence,
and (2) is just Lemma 2.36(1). Moreover, (3) follows from [Lur18, Corollary 5.4.2] and (4)
is just Corollary 2.33.

The argument for (5) is similar to the argument in Lemma 2.10. Suppose we are given a
limit diagram F / : D/ → Perfk that we wish to show is preserved by E(−). It suffices to show
that F / ◦E(−) is a limit diagram on underlying spectra. Since E(−) ' LK(n)(τ≥0E(−)) it
suffices to prove the claim on connective covers. Filtering by the Postnikov tower it suffices
to argue that F / ◦ πsE(−) is a limit diagram. Since E(−) is even periodic it suffices to
handle the s = 0 case. Since π0E(−) is m-adically complete we can write this functor as
the limit of the tower of quotients by powers of m. The associated graded of this tower
can be identified with mj/mj+1 ⊗k π0E(F /(−))/m. Finally we observe that mj/mj+1 is a
dualizable k-module and π0E(F /(−))/m is equivalent to F /(−) which means it sufficed for
F /(−) to be a limit diagram on underlying spectra, which was our assumption.

(6) follows from Lemma 2.20 together with the fact that T (n)-localization (in its guise
as m-adic completion) commutes with ω1-filtered colimits. �
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3. Power operations on Lubin–Tate theories

Our goal in this section is to describe how power operations act on the homotopy groups
of the T (n)-local commutative E(k)-algebra E(A) for A ∈ Perfk.

Convention 3.1. For ease of notation, with this section we will sometimes write E for
E(k) and E0 for π0E(k). /

3.0.1. Algebraic power operations and the monad T.
Let R ∈ CAlg(Sp) be a commutative ring spectrum. Then, the commutative ring π0R

comes equipped with additional algebraic structure from power operations. This algebraic
structure was studied systematically by Rezk in the case that R is a T (n)-local commutative
E-algebra. More specifically, he constructed a monad T on the category of (discrete) E0-
modules whose category of algebras AlgT serves as the natural target for the functor π0(−)
on commutative E-algebras; that is, there is a natural lift

AlgT

CAlg∧E CRingE0
.

UT
π0

π0

The free T-algebra T(E0) is closely related to the homotopy groups of the free T (n)-local
commutative E-algebra on one generator, and as such, the monad T : Mod♥E0

→ Mod♥E0
can

be thought of as an algebraic approximation to the free T (n)-local commutative E-algebra
monad.

Example 3.2. Consider the case n = 1 and E = E(Fp,Gm) = KUp. Then, AlgT can
be identified with the category CRingδ of δ-rings13. This means that if R is a T (1)-local
commutative KUp-algebra, then π0R has a (non-additive) operation δ : π0(R) → π0(R)
which acts as a p-derivation, so that the operation

ψ(x) = xp + pδ(x),

is a ring endomorphism lifting Frobenius. Here, ψ is the p-th Adams operation. /

For formal reasons, the forgetful functor UT : AlgT → CRingE0
admits both a left adjoint

FT and a right adjoint WT

AlgT CRingE0
.

UT

FT

WT

In fact, AlgT is both monadic and comonadic over CRingE0
[Rez09, 4.23]. The notation WT

is justified by the following theorem.

Theorem 3.3 (Joyal [Joy85]). For any ring B, the p-typical Witt vectors W (B) naturally
acquires the structure of a δ-ring. The resulting functor W : CRing → CRingδ is right
adjoint to the forgetful functor U : CRingδ → CRing.

That is, in the case where AlgT = CRingδ at height 1, we haveWT(A) = W (A) = π0E(A).
In particular, by composing with the adjunction

(−/p)] : CRing� PerfFp : incl,

13Also known as a θ-rings or p-typical λ-rings.
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we obtain an adjunction

(U(−)/p)] : CRingδ � PerfFp :π0E(−).

The main theorem of this section is a generalization of this adjunction to the case of
arbitrary height, which allows us to describe the T-algebra structure on π0(E) in terms of
the cofree T-algebra functor WT(−).

Theorem 3.4 (Cofreeness of Lubin–Tate theory). There is an adjunction

(UT(−)/m)] : AlgT � Perfk :π0E(−)

where the right adjoint π0E(−) is fully faithful.

Remark 3.5. We have seen (cf. Theorem 2.38) that the construction E(−) is naturally a
left adjoint. The task of constructing maps into Lubin–Tate theories, to which much of this
paper is devoted, would be considerably easier one could realize E(−) as a right adjoint.
This theorem asserts that at least this is the case in algebra, at the level of π0 equipped
with its power operations. /

We remark that this result has also been independently obtained by Rezk. We now
outline the ideas which go into our proof of this result.

3.0.2. The map ev.
Given a stable presentably symmetric monoidal category C, the functor

π0 : CAlg(C)→ Set

R 7→ π0 MapC(1, R)

is represented by the free commutative algebra on a copy of the unit, 1{t}. Accordingly,
the operations on π0R are given by elements of π01{t} = π0

⊕
1
⊗s
hΣs
∼= π0

⊕
1hΣs .

Definition 3.6. To each class P ∈ π0(1hΣr ), we can associate a power operation of weight
r by sending a class x ∈ π0R to the composite

1
P−→ 1hΣr ↪→ ⊕s1hΣs

∼= 1{t} t 7→x−−−→ R.

Dually, by omitting the composition with P andR-linearizing, we obtain a map ofR-modules
R[BΣr]→ R, which induces a map

Pr : π0R −→ [BΣr, R]

which we call the total power operation of weight r.14 /

Remark 3.7. The power operations on a class x ∈ π0R measure the failure of x to strictly
commute with itself. In the case that x is a strict element, i.e., x arises as the image of t
under a commutative algebra map 1[t]→ R, the induced map 1{t} t 7→x−−−→ R factors through
the projection

1{t} t 7→t−−→ 1[t],

and so there are no interesting power operations on x – that is, the total power operation
on x is given simply by the formula Pr(x) = xr. /

Although the functor WT initially seems mysterious, it turns out to be closely related to
the total power operation.

14This mirrors the duality between cohomology and homology. As in that case, although it is easier to
think in terms of actions, coactions have the moral high ground.
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Remark 3.8. Concretely, an element of WT(B) can be thought of as a B-valued functional
on the the E0-module of power operations. Then, the unit of the (UT,WT)-adjunction

evB : B −→WTUT(B)

has a relatively simple interpretation: it sends b ∈ B to the functional which evaluates each
power operation on b. As such, evB is a universal refinement of the total power operation
on B, and we think of WT(A) as the universal target for A-valued power operations; we
make these ideas precise in Section 3.1. /

It is through this unit map ev that we approach the proof of Theorem 3.4.

Construction 3.9. Let A be a perfect k-algebra. Then by construction, π0E(A) acquires
the structure of a T-algebra, and we saw in Theorem 2.38(3) that there is a natural equiva-
lence π0E(A)/m ∼= A for A ∈ Perfk. Therefore, we can construct a natural transformation
evA as the following composite:

WTUTπ0E(A)

π0E(A) WT(A).

WT(−/m)evA

evA

/

In the spirit of Remark 3.8, the natural transformation ev can be interpreted as recording
the value of the total mod m power operation on π0E(A). Our strategy for proving The-
orem 3.4 is to show that this map evA is an isomorphism for all A ∈ Perfk. The theorem
follows easily from this fact (and will be deduced at the end of Section 3.5), so we spend
the rest of this section showing that ev is an isomorphism.

3.0.3. The Witt filtration.
An important organizing principle in our proof that ev is an isomorphism is the Witt

filtration. This is a filtration of WT(A) by ideals induced by the weight grading on T, so
that W≤rT (A) is the universal target for A-valued power operations of weight at most pr.
One consequence of having this filtration is that we are able to control the dependence of
WT(A) on A:

Proposition 3.10. There is an equivalence(
WT(k)⊗W (k) W (A)

)∧
W

∼=−→WT(A)

natural in the choice of a perfect k-algebra A, where the completion on the left15 is with
respect to the Witt filtration on WT(k).

As a corollary of Proposition 3.10, we show that evA is an isomorphism in general as
soon as it is an isomorphism in the case A = k. For this reason, we are reduced to the case
of understanding power operations on π0E = π0E(k) for the remainder of the proof.

3.0.4. Additive operations on Lubin-Tate theory.
The theory of power operations for algebras over Lubin-Tate theory was pioneered by

Ando, Hopkins and Strickland in the papers [And95, Str97, Str98, AHS04]. The basis of
their understanding was a careful understanding of the additive power operations – that is,

15That is, the inverse limit of the corresponding quotients.
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those power operations P such that P (x1 + x2) = P (x1) + P (x2). The total additive power
operation (of weight pr) is the ring map

τr : E0 −→ E0(BΣpr )/Itr

obtained by composing Ppr with the quotient by the ideal generated by transfers from
subgroups of the form Σpr−i × Σi ⊂ Σpr (which enforces additivity).16 The key insight of
the Ando-Hopkins-Strickland theory, which we review in Section 3.4, is that the map τr and
its concomitant structures can be interpreted in terms of deformations of isogenies of formal
groups.

Example 3.11. In the height 1 situation of Example 3.2, the additive power operations on
π0R for R ∈ CAlg∧KUp are generated under addition and composition by the p-th Adams
operation

ψ(x) = xp + pδ(x).

Hence, the action of additive power operations gives π0R the structure of a module over
Zp[ψ]. /

Two of the three core inputs in the proof of Theorem 3.4 come purely from the under-
standing additive operations on E0. We have:

Proposition 3.12. Given x ∈ E0 which is non-zero mod p, there exists an additive power
operation Q such that the reduction mod m of Q(x) is non-zero.

Proposition 3.13. For any r ≥ 0, the mod m total additive power operation

τ r : E0 → E0(BΣpr )/(Itr,m)

is surjective.

The key step in the proof of Proposition 3.12, which is given in Section 3.3, is an induction
on height using transchromatic maps between Lubin–Tate theories of different heights.

Remark 3.14. The transchromatic maps that we use are maps in CAlg(Sp) from a Lubin–
Tate theory of height n to a Lubin–Tate theory of height n−1. These are constructed using
the height n − 1 case of Corollary 5.2, and it is for this reason that our paper is inductive
on the height (cf. Remark 1.17). /

The proof of Proposition 3.13, given in Section 3.4 requires us to delve deeper into the
algebro-geometric perspective on additive power operations and is essentially a corollary of
the fact that isogenies of height n formal groups are rigid.

In the context of proving Theorem 3.4, Proposition 3.12 is almost sufficient to conclude
that evk is injective and Proposition 3.13 falls just short of proving evk is surjective. In both
cases, the missing piece is that we have yet to take non-additive operations into account.

Remark 3.15. Surprisingly, although the algebra of additive operations grows more com-
plicated as height increases, it is the case at any height that passing from additive operations
to general operations only requires adding compositions with a single non-additive opera-
tion: the (additive) p-derivation θ first defined in unpublished work of Rezk (cf. Proposi-
tion 3.43). /

Our final input to the proof of Theorem 3.4 is an understanding of how this non-additive
operation θ interacts with the p-adic filtration on E0. Using the Witt filtration as a book-
keeping device, we combine this with Proposition 3.12 and Proposition 3.13 to make a rank
counting argument which shows that ev is an isomorphism. This is done in Section 3.5.

16Note that we have restricted to p-power weights, as the transfer ideal contains the unit otherwise.
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3.1. WT and the total power operation.
In [Rez09], Rezk constructed a monad T on the category of E0-modules which is an alge-

braic approximation to the free K(n)-local commutative E-algebra monad. It is naturally
graded by a weight j, and defined so that for a finite free E-module M , we have

T(π0M) =
⊕
j

Tj(π0M) =
⊕
j

π0(M⊗EjhΣj
).

In particular, π0 of the free K(n)-local commutative E-algebra on one generator is a com-
pletion of T(E0). Accordingly, the elements of T(E0) can be thought of as (degree zero)
power operations which act on the π0 of any K(n)-local commutative E-algebra.

One can also take a dual perspective on power operations: for R ∈ CAlg∧E , rather than
thinking of power operations as elements of T(E0) acting on π0(R), one can consider them
as co-acting on π0(R) via the various total power operation maps: more precisely, since the
E0(BΣi) are finite free E0-modules by [Str98], there are composites

π0R→ R0(BΣi) ∼= π0R⊗E0
E0(BΣi)

for i ≥ 0. As remarked in the introduction, this dual perspective corresponds to the fact
that the forgetful functor UT : AlgT → CRingE0

is also comonadic, with cofree functor WT.
In this section, we give a more explicit description of WT and relate it to the total power
operation.

Remark 3.16. Since the free algebra T(E0) corepresents the functor UT : AlgT → CRingE0

to E0-algebras (and not just sets), it admits the structure of a co-E0-algebra in AlgT, and
in particular it admits the following structures:

∆+ : Tl(E0)→
⊕
i+j=l

Ti(E0)⊗ Tj(E0) (coaddition)

∆× : Tl(E0)→ Tl(E0)⊗ Tl(E0) (comultiplication)
ε : E0 → HomAlgT(T(E0),T(E0)) (co-E0-unit)

where we have indicated the interaction with the grading. Moreover, the monad structure
on T induces maps

◦ : Tl(E0)⊗ Tm(E0)→ Tlm(E0)

corresponding to composition of power operations. /

Proposition 3.17.
(1) For any A ∈ CRingE0

, there is an isomorphism of E0-algebras

WT(A) = HomCRingE0
(T(E0), A),

where the E0-algebra structure on the right is induced by the maps in Remark 3.16.
(2) Via the identification of (1), the unit map on B ∈ AlgT

evB : B →WTUT(B) ∼= HomCRingE0
(T(E0), UT(B))

sends b ∈ B to the function T(E0) → B which sends a power operation γ ∈ T(E0)
to γ(b).

Proof. Recall that for a (discrete) commutative ring B, a B-plethory is a (discrete) com-
mutative B-algebra with a comonad structure on the covariant functor that it represents
[BW05]. As discussed in [Rez09, §4.22], T(E0) is an example of an E0-plethory. Statement
(1) is [BW05, §1.10], and (2) is straightforward. �
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The identification in part (1) above allows us to think of elements v ∈ WT(A) in terms
of their evaluations at power operations:

Notation 3.18. Any power operation λ ∈ T(E0), determines, via evaluation, a functional

λ∗ : WT(A) ∼= HomCRingE0
(T(E0), A)→ A.

Note that λ∗ is neither additive nor multiplicative in general.
On the other hand, WT(A) is also a T-algebra by construction, and therefore T(E0) acts

on it. For v ∈WT(A), we denote the result of the action by an operation γ ∈ T(E0) simply
by γv ∈WT(A). These notations interact via the formula

λ∗(γv) = (λ ◦ γ)∗v.

/

For B ∈ AlgT, the evaluation map B → WTUT(B) can be thought of as a universal lift
of the total power operation on B to a T-algebra map; we make this precise as follows:

Remark 3.19 (WT and the total power operation). If R is a K(n)-local commutative
E-algebra, we note that the composite

ι : WT(π0R) ∼= HomCRingE0
(T(E0), π0R)→ HomMod♥E0

(T(E0), π0R) ∼=
∏
i

R0(BΣi)

defines an embedding of WT(π0R) into a product of R-cohomologies of symmetric groups
which is multiplicative but not additive. By Proposition 3.17, the composite

π0R
evπ0R−−−−→WT(π0R)

ι−→
∏
j

R0(BΣj)

can be identified with the product of the total power operation maps (which is also multi-
plicative but not additive). /

One can also further quotient by transfers to relate WT to the total additive power
operation:

Proposition 3.20. Consider the composite

ι+ : WT(π0R)→
∏
j

R0(BΣj)→
∏
j

R0(BΣj)/Itr

of the embedding ι of Remark 3.19 with quotient by the transfer ideals. Then ι+ is a ring
homomorphism, and the composite

ι+ ◦ evπ0R : π0R→
∏
j

R0(BΣj)/Itr

is the product over j of the total order j additive power operations.

Proof. The second assertion is clear from Remark 3.19, so the content of the statement is
that ι+ is a ring homomorphism. In fact, since we have observed above that ι is already
multiplicative, we just need to show that ι+ is additive.

To see this, note that the coaddition on T(E0) is the map induced on E-homology by
unique commutative algebra map

S{t} → S{x, y}
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which sends t 7→ x + y (recall that {−} denotes the free commutative algebra). It follows
that for λ ∈ Tpr (E0), ∆+λ is given by λ⊗ 1 + 1⊗ λ plus terms in the image of

tr : E0(BΣpr )→ E0(BΣi ×BΣj) ' Ti(E0)⊗ Tj(E0)

where i, j > 0 and i + j = pr. In other words, the equation ∆+λ = λ ⊗ 1 + 1 ⊗ λ holds
modulo transfers. Dualizing, this means that the map

ι : HomCRingE0
(T(E0), π0R)→ HomMod♥E0

(T(E0), π0R)

is additive modulo transfers, as required. �

3.2. The Witt filtration.
Recall that the monad T admits a grading T =

⊕
j Tj by weight. Due to the presence

of non-additive operations, this grading on T does not quite induce a grading on the dual
construction WT, but it does induce a filtration

WT(A)→ · · · →W≤2
T (A)→W≤1

T (A)→W≤0
T (A) ∼= A

which we call the Witt filtration (cf. Definition 3.22). This filtration will serve two primary
functions:

(1) The Witt filtration provides an organizational principle for the calculation ofWT(k)
in Section 3.5, where we use the filtration to control how the additive p-derivation
θ and the various additive total power operations interact.

(2) We will show that for a perfect k-algebra A, the constructionWT(A) is, on associated
graded for the Witt filtration, obtained from WT(k) by base change along W (k)→
W (A) (Proposition 3.30). This allows us to reduce the proof of Theorem 3.4 to the
case of a perfect field k (Corollary 3.31).

The key statements needed for (1) will be proved after defining the Witt filtration (Propo-
sition 3.23 and Proposition 3.24). Then, we will accomplish (2) in Section 3.2.1 by under-
standing the associated graded of the Witt filtration on WT(A) as a module over W (A) via
the map ev (and the inclusion W (A)→ π0E(A), cf. Theorem 2.38(3)).

Proposition 3.21. Let A ∈ CRingE0
. Then, the subset of W≥rT (A) of WT(A) defined by

W≥rT (A) := {v ∈WT(A)|λ∗v = 0 for any λ ∈ T(E0) of positive weight less than pr}

is an ideal.

Proof. It follows from the interaction of ∆+ and ∆× with the grading on T(E0) (cf. Re-
mark 3.16) that if λ ∈ T(E0) has positive weight less than pr, then

∆+λ ∈
⊕

i+j<pr

Ti(E0)⊗ Tj(E0)

∆×λ ∈
⊕
i,j<pr

Ti(E0)⊗ Tj(E0).

Therefore, for v, v′ ∈ W≥rT (A) and w ∈ WT(A), the element v ⊗ v′ (resp. w ⊗ v) evaluates
to zero on ∆+λ (resp. ∆×λ). Hence, we have λ∗(v + v′) = 0 and λ∗(wv) = 0. Thus, v + v′

and wv are also in W≥rT (A) and so W≥rT (A) ⊂WT(A) is an ideal. �

We may now define:
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Definition 3.22 (Witt filtration). Define the ring

W≤rT (A) := WT(A)/W≥r+1
T (A).

We refer to the resulting filtration

WT(A)→ · · · →W≤2
T (A)→W≤1

T (A)→W≤0
T (A) ∼= A

as the Witt filtration on WT(A). /

The Witt filtration interacts predictably with the action of T on WT(A):

Proposition 3.23. Let γ ∈ Tp(E0) have weight p. Then, for r ≥ 0, if v ∈W≥r+1
T (A) then

γv ∈ W≥rT (A). Consequently, if v ∈ WT(A) is such that γv is detected in Witt filtration
r − 1, then v is detected in Witt filtration r.

Proof. This follows immediately from Notation 3.18 and the definition of the Witt filtration,
because if λ has weight less than pr−1 and γ has weight p, then λ ◦ γ has weight less than
pr. �

We will also need to understand the relationship of the Witt filtration with the total
additive power operation:

Proposition 3.24. The total order r additive power operation

τr : E0 → E0(BΣpr )/Itr

factors, as a ring map, through the composite

E0

evE0−−−→WT(E0)→W≤rT (E0)

of evaluation with projection to the r-th stage of the Witt filtration. Similarly, the total mod
m order r additive power operation τ r factors through the composite

E0
evk−−→WT(k)→W≤rT (k).

Proof. It follows from Proposition 3.20 that the additive total power operation of order r
factors as a composite

E0

evE0−−−→WT(E0)
ι+−→
∏
j

E0(BΣj)/Itr
projpr−−−−→ E0(BΣpr )/Itr,

where ι+ is a ring map and projpr projects onto the prth factor. It suffices to see that the
composite projpr ◦ ι+ factors through W≤rT (E0), which amounts to showing that it vanishes
on the ideal W≥r+1

T (E0).
But the map projpr ◦ ι+ factors through

WT(E0)
ι−→
∏
j

E0(BΣj)→
∏
j≤pr

E0(BΣj),

(cf. Remark 3.19), which vanishes on W≥r+1
T (E0) essentially by definition.

The mod m version of the statement follows by considering the diagram

WT(E0)
∏
j E

0(BΣj)
∏
j E

0(BΣj)/Itr

WT(k)
∏
j E

0(BΣj)⊗E0
k

∏
j E

0(BΣj)/Itr ⊗E0
k

ι

ι

obtained by naturality, and applying a straightforward analogue of the above argument. �
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3.2.1. Witt components and the associated graded.
With the change-of-rings theorem (Proposition 3.10) as a goal, we turn our attention to

understanding the associated graded pieces

W=r
T (A) := W≥rT (A)/W≥r+1

T (A)

of the Witt filtration. The primary input to our understanding is the following theorem of
Strickland:

Theorem 3.25 ([Str98]). For n, l ≥ 0, let

d(l) :=

[
n+ l − 1

n− 1

]
p

=

n−1∏
j=1

pl+j − 1

pj − 1

denote the Gaussian binomial coefficient, which counts the number of subgroups H ⊂ (Qp/Zp)n
of cardinality |H| = pl.

Then T(E0) is a polynomial E0-algebra on generators in p-power degrees, and for r ≥ 0,
the E0-module (QT(E0))pr of indecomposables of weight pr is free of rank d(r).

Moving forward, we fix a choice of polynomial generators for T(E0) as an E0-algebra,
which determines a bijection of sets

ω : WT(A)
∼=−→ HomCRingE0

(T(E0), A)
∼=−→
∏
r≥0

Ad(r)

which is natural in A ∈ CRingE0
.

Remark 3.26. The map ω is analogous to fixing a choice of Witt components of a Witt
vector. More precisely, in the case where E is a height 1 Lubin-Tate theory corresponding
to the multiplicative formal group, the construction WT can be identified with the clas-
sical p-typical Witt vectors: then, we have that d(r) = 1 for r ≥ 0 and there exists a
choice of polynomial generators of T(E0) such that the components of ω are the usual Witt
components. /

We can identify the ideals in the Witt filtration W>r
T (A) as those where the “Witt com-

ponents of weight at most pr” vanish:

W≥rT (A) WT(A)

∏
i≥r A

d(i)
∏
i≥0A

d(i).

∼=ω≥r ∼=ω

While this identification is not quite additive, it is additive at the level of associated
graded, which allows us to identify W=r

T (A) as an abelian group:

Proposition 3.27. For A ∈ CRingE0
, there is a natural isomorphism of abelian groups

ω=r : W=r
T (A)

∼=−→ Ad(r)

which fits into a commutative diagram of sets

W≥rT (A) W=r
T (A)

∏
i≥r A

d(i) Ad(r).

∼=ω≥r ∼=ω=r
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Proof. Consider the (non-dotted) diagram of sets

W≥r+1
T (A) W≥rT (A) W=r

T (A)

∏
i≥r+1A

d(i)
∏
i≥r A

d(i) Ad(r)

∼=ω≥r+1 ∼=ω≥r

where the top and bottom rows are short exact sequences of abelian groups. Recall from
the proof of Proposition 3.20 that the coaddition map

∆+ : Tl(E0)→
⊕
i+j=l

Ti(E0)⊗ Tj(E0)

sends λ ∈ Tl(E0) to λ⊗ 1 + 1⊗ λ plus elements of the form λ′ ⊗ λ′′ where λ′, λ′′ both have
weight less than l. This means that the composite W≥rT (A) → Ad(r) is a map of abelian
groups. Moreover, note that the kernel of this composite is exactlyW≥r+1

T (A), and therefore
we obtain an isomorphism of groups filling in the dotted arrow in the diagram, which we
define to be ω=r. �

However, in order to prove Proposition 3.10, we will need finer control over this associated
graded as A changes. Let us now specialize to the case of interest, where A is a perfect k-
algebra regarded as an E0-algebra via the composite E0 → k → A. Then, the map

evA : π0E(A)→WT(A)

equips WT(A) with an π0E(A)-algebra structure. Under the isomorphism

π0E(A) ∼= W (A)[[u1, · · · , un−1]]

of Theorem 2.38(3), this in particular equips WT(A) with a W (A)-algebra structure by
restriction of scalars.

Since p = 0 in A and W=r
T (A) ∼= Ad(r) as abelian groups, this W (A)-module structure

descends to an A-module structure on the associated graded. It turns out that the resulting
A-module structure is not quite the obvious pointwise one, but rather an r-fold Frobenius
twist thereof. To see this, we have the following lemma about the action of the multiplicative
lifts [a] ∈W (A) on WT(A):

Lemma 3.28. For a perfect k-algebra A, regard WT(A) as a W (A)-module via evA as above
and let [−] : A → W (A) denote the multiplicative lift. Then for a ∈ A, v ∈ WT(A), and
λ ∈ T(E0)pr , we have

λ∗([a] · v) = ap
r

λ∗v.

Proof. Recall from Remark 3.19 that there is a multiplicative embedding

(1) WT(A) ↪→ HomMod♥E0

(T(E0), A) ∼=
∏
i

E0(BΣi)⊗E0 A

such that the composite

π0E(A)
evA−−→WT(A)→

∏
i

E0(BΣi)⊗E0 A

is the product of the total mod m power operations on E(A). Since the map λ∗ factors
through the projection of (1) to the prth component, it suffices to show that [a] acts by ap

r

along the total mod m power operation map

π0E(A)→ E0(BΣpr )⊗E0
A.
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But [a] ∈ π0E(A) is a strict element by Construction 2.14, so the weight pr total power
operation on it is just given by raising to the prth power (Remark 3.7).

�

We may now identify the associated graded of the Witt filtration.

Proposition 3.29. Let A be a perfect k-algebra and regard W=r
T (A) as an A-module as

above. Then:
(1) Under the identification ω=r : W=r

T (A) ∼= Ad(r), the action of a ∈ A through evA is
given by multiplication by ap

r

on each component.
(2) Consequently, W=r

T (A) is a free A-module of rank d(r) (on the standard generators
of Ad(r)).

Proof. Part (1) follows from Lemma 3.28 by noting that since p = 0 in W=r
T (A), the action

of x ∈W (A) on the associated graded depends only on the reduction x of x modulo p (and
so we may replace x by [x]). The second part follows because A is perfect. �

We now use our knowledge of the associated graded to prove Proposition 3.10. Note that
by naturality of ev, a perfect k-algebra A yields a natural map

WT(k)⊗W (k) W (A)→WT(A).

We have:

Proposition 3.30. Given a perfect k-algebra A, the induced map

WT(k)⊗W (k) W (A)→WT(A)

sends the Witt filtration on the source to the Witt filtration on the target and becomes an
isomorphism upon completing the source with respect to the Witt filtration.

Proof. The map respects the Witt filtration because WT(k) → WT(A) respects filtration
essentially by definition, and the Witt filtration on WT(A) is a filtration by W (A)-modules.
Thus, there is an induced map

W=r
T (k)⊗W (k) W (A)→W=r

T (A)

on associated graded. But this map is an isomorphism by Proposition 3.29 and the naturality
of ω=r, so the conclusion follows from the fact that the right-hand side is complete with
respect to the Witt filtration. �

Corollary 3.31. In order to prove that the evaluation map

evA : π0E(A) −→WT(A)

is an isomorphism for any perfect k-algebra A, it suffices to show that the evaluation map

evk : π0E(k) −→WT(k)

is an isomorphism.

Proof. Using the description of the homotopy groups of E(A) from Theorem 2.38(3) and
the description of WT(A) from Proposition 3.30 we can identify the evaluation map at a
perfect k-algebra A with the map(

E(k)0 ⊗W (k) W (A)
)∧
m
−→

(
WT(k)⊗W (k) W (A)

)∧
W
,

where (−)∧W indicates completion along the Witt filtration. By hypothesis, this map is an
isomorphism before completion, so it suffices to show that the topologies induced by m and
WT coincide.
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To see this, note that both topologies are induced from π0E(k), so it suffices to show that
the m-adic topology and theWT-adic topology coincide on π0E(k). But this follows because
m is finitely generated and the Witt filtration is exhaustive (again by hypothesis). �

3.3. Change of height.
In this subsection we prove Proposition 3.12 which is a reformulation of the following

proposition.

Proposition 3.32. Given an x ∈ E0 which is nonzero mod p, there exists an r � 0 such
that τr(x) 6≡ 0 mod m where τr is the total additive power operation of weight pr.

Our approach will be inductive, relying on transchromatic maps from E(k) to a Lubin-
Tate theory of height n− 1 (cf. Remark 3.14).

Lemma 3.33. There exists a map of commutative algebras

ν : E(k)→ En−1(K)

from E to some Lubin-Tate theory En−1(K) of height n−1 and perfect residue field K such
that the induced map on π0 is injective mod p.

Proof. The composite of the sequence of commutative algebra maps

E(k)→ E(k)[u−1
n−1]→ LK(n−1)(E(k)[u−1

n−1])

can be identified on π0 with the map of rings

(2) W (k)[[u1, . . . , un−1]]→ (W (k)[[u1, . . . , un−1]][u−1
n−1])∧mn−2

(cf. [HS99, Proposition 7.10]). In particular, this latter ring is T (n − 1)-locally nontrivial,
and so by Corollary 5.2 (cf. Remark 3.14), there exists a Lubin-Tate theory En−1(K) of
height n− 1 with perfect residue field K and a map of commutative algebras

ν : LK(n−1)(E(k)[u−1
n−1])→ En−1(K).

Since the map (2) is visibly injective, it suffices to see that ν is injective on π0 modulo p.
Choose Lubin-Tate parameters p, w1, . . . , wn−2 ∈ π0En−1(K) so that

π0En−1(K) ∼= W (K)[[w1, . . . , wn−2]].

Then by the invariant prime ideal theorem,

ν(ui) ≡ wi (mod (p, w1, . . . , wi−1))

for 1 ≤ i ≤ n − 2. Since the sequence p, u1, . . . , un−2 (resp. p, w1, . . . , wn−2) is regular
in π0LK(n−1)(E(k)[u−1

n−1]) (resp. π0En−1(K)) and the respective rings are complete with
respect to these elements, it suffices to check that ν is injective on π0 after passing to the
quotient by the ideal (p, u1, . . . un−2) in the source and the ideal (p, w1, . . . , wn−2) in the
target. But

π0LK(n−1)(E(k)[u−1
n−1])/(p, u1, . . . , un−2) ∼= k((un−1))

is a field, so this is automatic. �

The proof of Proposition 3.32 builds on the following lemma of Hahn.

Lemma 3.34 (Hahn). Given an x ∈ π0E(k) which is nonzero mod mn−2, there exists a
j � 0 such that τj(x) 6≡ 0 mod m.
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Proof. This is a reformulation of [Hah18, Chapter 3, Lemma 5.5] which (when iterated)
asserts that there exists some additive power operation Q of weight pj that fixes the ideal
mn−2 ⊂ E0 and for which Q(x) 6≡ 0 mod m. Passing back to the total power operation it
follows that τj(x) 6≡ 0 mod m as desired. �

Proof of Proposition 3.32. We proceed by induction on the height of G0. The case n = 1
is trivial as τr on E0(k)/p is just the r-fold Frobenius on k. For the inductive step we use
Lemma 3.33 to provide us with a height n− 1 Lubin-Tate theory En−1 with perfect residue
field K and a commutative algebra map

ν : E(k)→ En−1

which is injective on π0 mod p. We now consider the diagram of rings:

π0E(k)/p E(k)0(BΣpr )/(Itr, p) E(k)0(BΣpr )/(Itr,mn−2)

π0En−1/p E0
n−1(BΣpr )/(Itr, p) E0

n−1(BΣpr )/(Itr,mn−2).

τr

ν∗

τ(n−1)
r

Here, we have written τ (n−1)
r for the version of τr corresponding to the height n− 1 Lubin-

Tate theory En−1. Note first that the diagram commutes: the left square commutes because
E(k)→ En−1 is a map of commutative algebras and thus is compatible with the total power
operation, and the right square commutes because the map of ring spectra E(k) → En−1

sends mn−2 to mn−2 by the invariant prime ideal theorem, and sends Itr to Itr because it is
a map of spectra.

Note further that the bottom composite is the height n− 1 variant of the map τ r under
consideration. It follows that if x ∈ π0E(k)/p is a nonzero element, then ν∗(x) is nonzero
by construction of ν, and by induction, we may choose r large enough such that

τ (n−1)
r ν∗(x) 6≡ 0 (mod mn−2).

By the commutativity of the above diagram, it follows that τr(x) 6≡ 0 (mod mn−2). There-
fore, there exists some additive power operation P of weight pr such that P (x) 6≡ 0
(mod mn−2). Now we are in a situation where we can apply Lemma 3.34 to find an additive
operation Q of some weight pj such that

Q(P (x)) 6≡ 0 (mod m).

It follows that τr+j(x) 6≡ 0 (mod m), as desired. �

3.4. Rigidity of isogenies.
Our goal in this subsection is to prove Proposition 3.13 which we reproduce below.

Proposition 3.35. For every r ≥ 0, the mod m total additive power operation

τ r : π0E(k)→ E(k)0(BΣpr )/(Itr,m)

is surjective.

The proof of Proposition 3.35 will involve interpreting τr in terms of the deformation
theory of formal groups.

Notation 3.36. Let R̂ denote the category of complete Noetherian local rings with char-
acteristic p residue field and local ring homomorphisms. For B ∈ R̂, we will let mB denote
the maximal ideal and π : B → B/mB denote the reduction modulo mB . /
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We will consider moduli problems which are defined on R̂. For B ∈ R̂, we let Spf(B) to
denote the functor

HomR̂(B,−) : R̂ → Set

and we will use the term scheme to mean a functor of the form Spf(B) for B ∈ R̂. Accord-
ingly, for X = Spf(B), we will sometimes write OX for B.

Definition 3.37. For B ∈ R̂, a deformation of G0 over B is a triple (G, i, α) where G is a
formal group over B, i : k → B/mB is a map of rings, and α : π∗G ' i∗G0 is an isomorphism
of formal groups. /

The deformations of G0 over B can be organized into a groupoid Def(G0)(B) which turns
out to be discrete [LT66]. The resulting functor

Def(G0) : R̂ → Set

is represented by E0 – that is, Def(G0) ∼= Spf(E0).
Similarly, given formal groups G0 and G′0 over k and an isogeny q0 : G0 → G′0, a

deformation of q0 over B is the data (q, i,G,G′, α, α′) where (G, i, α) ∈ Def(G0)(B) and
(G′, i, α′) ∈ Def(G′0)(B) are deformations, and q : G → G′ is an isogeny fitting into the
following diagram:

π∗G π∗G′

i∗G0 i∗G′0.

π∗q

α ' α′'

i∗q0

There is a scheme Def(q0) which classifies deformations of q0 [Str97, §13]. By construction,
Def(q0) admits natural maps σ : Def(q0) → Def(G0) and τ : Def(q0) → Def(G′0) which
remember the source and target deformations, respectively.

Remark 3.38. Since k is a perfect Fp-algebra, the relative cotangent complex Lk/Fp
vanishes and a standard deformation theory argument shows that for B ∈ R̂, any map
k → B/mB lifts uniquely to a map W (k) → B. Hence, the above schemes Def(G0) and
Def(q0) admit natural maps to Spf(W (k)), and there is a commutative square

Def(q0) Def(G0)

Def(G′0) Spf(W (k))

σ

τ

which induces a map of schemes

(σ, τ) : Def(q0)→ Def(G0)×Spf(W (k)) Def(G′0).

/

The key ingredient in the proof of Proposition 3.35 will be the following statement about
(σ, τ):

Proposition 3.39. Let q0 : G0 → G′0 be an isogeny of formal groups over k. Then the map
of schemes

(σ, τ) : Def(q0)→ Def(G0)×Spf(W (k)) Def(G′0)
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is a closed immersion; that is, the corresponding map on functions

(σ, τ) : ODef(G0)⊗̂W (k)ODef(G′0) → ODef(q0)

is surjective.

Before we prove this, we need a preliminary lemma about deformations of maps of formal
groups:

Lemma 3.40. Suppose that B ∈ R̂ such that p = 0 in B. Let G and G′ denote formal
groups over B of height n ≥ 1 and let ψ0 : π∗G→ π∗G′ be a map of formal groups over the
special fiber. Then there is at most one map ψ : G→ G′ such that π∗ψ = ψ0.

Proof. Suppose there were two maps ψ1 and ψ2 extending ψ0. Their difference ψ1−G′ ψ2 is
a map extending the zero map. Therefore, it suffices to prove the lemma in the case where
ψ0 = 0.

Suppose ψ : G → G′ is a map extending zero, we will show that ψ = 0. Since B ∈ R̂,
every line bundle over B is trivial and thus the formal groups G and G′ are coordinatizable
and we choose coordinates x and y so that OG ∼= B[[x]] and OG′ ∼= B[[y]]. The map ψ is now
determined by the image of y which we view as a power series g(x) ∈ B[[x]]. The condition
that ψ extends zero tells us that g reduces to zero modulo m.

If g is nonzero, then there is a maximal j such that all coefficients of g are in mj and we
have

g(s) + g(t) ≡ g(s) +G′ g(t) ≡ g(s+G t) (mod mj+1)

from which it follows that

0 = p · g(x) ≡ g([p]G(x)) (mod mj+1).

On the other hand, there is an i such that g(x) ≡ axi (mod mj+1, xi+1) for some non-zero
a ∈ mj and using the condition that G has height n we can compute that

g([p]G(x)) ≡ a(unx
pn)i (mod mj+1, xip

n+1)

for some unit un. This is a contradiction and implies ψ = 0. �

Proof of Proposition 3.39. Since (σ, τ) is a map of complete local rings, it suffices to show
surjectivity modulo the maximal ideal of the source. Geometrically, this corresponds to
showing the induced map of schemes

(3) Spf(k) ×
Def(G0)

σ Def(q0)τ ×
Def(G′0)

Spf(k)→ Spf(k)

is a closed immersion. Here, the map Spf(k) → Def(G0) classifies sending a k-algebra
f : k → B to the trivial deformation of G0 over B: that is, the deformation

(f∗G0, π ◦ f, id(π◦f)∗G0
) ∈ Def(G0)(B)

(and similarly for G′0). Thus, the source of (3) classifies deformations of q0 where the source
and target are trivial deformations: that is, a B-point is the data of a ring homomorphism
f : k → B, an isogeny q : f∗G0 → f∗G′0, and an identification of π∗q with q0. But in this
situation, we may apply Lemma 3.40 with ψ0 = q0. Since f∗q0 provides an example of a
deformation of q0, we conclude that there is exactly one q : f∗G0 → f∗G′0 deforming q0. It
follows that the map of schemes (3) is an isomorphism, completing the proof. �
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We now apply the above results on the deformation theory of isogenies to prove Propo-
sition 3.35. By work of Ando, Hopkins, and Strickland [And95, Str98, Str97, AHS04], there
is a close relationship between power operations in Lubin-Tate theory and deformations of
iterates of the Frobenius isogeny, which we summarize here:

Proposition 3.41 (Proposition 12.12, [AHS04]). Let E be the Lubin-Tate theory associated
to a formal group G0 over a perfect field k, and let ϕr : G0 → G(r)

0 denote the r-fold relative
Frobenius isogeny. Then:

(1) There is an isomorphism of schemes

Def(ϕr) ∼= Spf(E0(BΣpr )/Itr).

(2) Under the above isomorphism and the identification Def(G0) ∼= Spf E0, the map

σr : Spf E0(BΣpr )/Itr → Spf E0

induced by the canonical E0-algebra structure corresponds to the map of schemes
σ : Def(ϕr)→ Def(G0), and the map

τr : Spf E0(BΣpr )/Itr → Spf E0

induced by the total additive power operation corresponds to the composite

Def(ϕr)
τ−→ Def(G(r)

0 ) ∼= Def(G0).

Here, the isomorphism Def(G(r)
0 ) ∼= Def(G0) is given on B-points by

(G, i, α) ∈ Def(G(r)
0 ) 7→ (G, i ◦ ϕr, α) ∈ Def(G0),

which is an isomorphism because k is a perfect field.
(3) The ring maps

◦i,j : E0(BΣpi+j )/Itr −→ (E0(BΣpi)/Itr)τi⊗σj (E0(BΣpj )/Itr)

induced by composition of power operations correspond to composition of isogenies
under the identifications above.

Remark 3.42. The formal schemes Spf(E0(BΣpr )), together with the maps σr, τr and
◦i,j above, fit together into a (graded) category object in formal schemes, i.e. a lax formal
stack. Moreover, the structure of additive power operations makes π0 of any commutative
E-algebra R into a sheaf of algebras on this lax formal stack. The work of Ando-Hopkins-
Strickland can be summarized concisely as identifying this lax formal stack with the lax
formal stack determined by the schemes Def(ϕr) and their natural structures described
above. /

We are now ready to prove Proposition 3.35.

Proof of Proposition 3.35. From Proposition 3.41, we know that τ r is the map on functions
corresponding to the map of schemes

Spf(k) ×
Def(G0)

σ Def(ϕr)→ Spf(k) ×
Spf(W (k))

Def(ϕr)

τ−→ Spf(k) ×
Spf(W (k))

Def(G(r)
0 )

∼= Spf(k) ×
Spf(W (k))

Def(G0)

→ Def(G0).
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The final map is clearly surjective on functions (as it is reduction modulo p), so it suffices
to show that the composite of the first three maps is surjective on functions. But, up to the
isomorphism Def(G(r)

0 ) ∼= Def(G0), this is a base change of the map

Def(ϕr)
(σ,τ)−−−→ Def(G0) ×

Spf(W (k))
Def(G(r)

0 ),

which is surjective on functions by Proposition 3.39. �

3.5. Using the p-derivation.
At the point we are essentially ready to complete the proof of Theorem 3.4. However, we

need one more ingredient in order to assemble the components from the previous subsections.
This ingredient is the non-additive power operation θ of weight p, which acts as an additive
p-derivation:

Proposition 3.43 (Rezk). There is an operation θ ∈ T(E0)p such that for any T-algebra
B and x, y ∈ B, we have the relation

θ(x+ y) = θ(x) + θ(y) +
1

p
(xp + yp − (x+ y)p).

Here, the division by p is in the formal sense: the coefficients of the parenthesized polynomial
are divisible by p, and one divides them by p before evaluating.

Proof. Such an operation appears in unpublished work of Rezk, and independent construc-
tions may be found in [Sta16], [MNN15, Lemma 2.2], and [CSY22, Theorem 4.3.2]. �

The above relation implies that θ decreases p-adic valuation in the following sense:

Lemma 3.44. Given a T-algebra B and x ∈ B, we have

θj(pkx+ pk+1(· · · )) ≡ pk−jxp
j

(mod pk−j+1).

Proof. As θ is an additive p-derivation, it satisfies the congruences

θ(x+ y) ≡ θ(x) + θ(y) (mod (xy))

θ(pkx) ≡ pk−1xp (mod pk)

from which we may conclude. �

Using θ and these congruences, we can now assemble our results about the various mod
m additive total power operations

τ r : E0 → E0(BΣpr )/(Itr,m)

from Section 3.3 and Section 3.4 to prove the main theorem. First, we have:

Proposition 3.45.
(1) For 0 ≤ j ≤ r, suppose that x ∈ E0 is an element such that τ j(x) 6= 0. Then for

any i ≥ 0 and element y ∈ E0, the element pix + pi+1y is detected in W≤i+j(k).
That is, its image under the composite

E0
evk−−→WT(k)→W≤i+jT (k)

is nonzero.
(2) For any y ∈ E0, there is an additive power operation Q and i ∈ N such that the mod

m reduction of θiQ(y) is nonzero.
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Proof. Since x is detected under the map

τ j : E0 → E0(BΣpj )/(Itr,m),

there is an additive operation Q ∈ T(E0) of weight pj such that Qx ∈ k is nonzero. Then,
we may consider the operation θiQ. By Lemma 3.44, we have that

θiQ
(
pix+ pi+1y

)
= θi

(
piQ(x) + pi+1Q(y)

)
≡ Q(x)p

i

6≡ 0 (mod p).

Therefore, since θiQ has weight pi+j , x is detected in W≤rT (k) as desired.
For the second claim, write y = piz where z 6≡ 0 (mod p). Then, by Proposition 3.32,

there is an additive power operation Q of weight pj such that Qz 6≡ 0 (mod m); the calcu-
lation above then shows that θiQ(y) ≡ Q(z)p

i

(mod p), which is nonzero modulo m since
E0/m = k has no nilpotents. �

Proposition 3.35 asserts that τ j is surjective, which ensures that there is a good supply of
such elements xj which are detected by τ j ; in conjunction with the above proposition, this
will give a lower bound on the size of the image of E0 in W≤rT (k). To explain this bound,
we use the following technical lemma:

Lemma 3.46. Let O be a discrete valuation ring with uniformizer π and residue field
κ = O/π. Suppose that V0, V1, · · · , Vr are finite dimensional κ-vector spaces and E is a
finitely generated O-module equipped with surjections of κ-vector spaces fi : E/πE → Vi for
0 ≤ i ≤ r satisfying the following condition:

Let i ≥ 0 and x ∈ E such that fi(x) 6= 0.

Then for any y ∈ E , we have πix+ πi+1y 6= 0.

Then we have the following bound on the O-module length of E:

lenO(E) ≥
r∑
i=0

dimκ Vi.

Proof. Let gri(π
•E) denote the ith piece of the associated graded of the π-adic filtration

on E . Now choose sections gi : Vi → gr0(π•E) of the surjective maps fi : gr0(π•E) → Vi of
κ-vector spaces. The condition on fi implies that the map

πigi : Vi → gri(π
•E)

is injective, therefore we have

lenO(E) =
∑
i≥0

dimκ(gri(π
•E)) ≥

r∑
i=0

dimκ(Vi)

as desired. �

The final ingredient we need is the following theorem of Strickland, which computes the
size of target of τ j :

Theorem 3.47 (Strickland, [Str98]). For r ≥ 0, the E0-module E0(BΣpr )/Itr is free of
rank d(r)17.

Putting these together:

Notation 3.48. Let E≤rT (k) denote the image of the map E0
evk−−→WT(k)→W≤rT (k). /

17See Theorem 3.25 for the notation d(−).



THE CHROMATIC NULLSTELLENSATZ 39

Corollary 3.49. We have the inequality

lenW (k)

(
E≤rT (k)

)
≥

r∑
j=0

d(j).

Proof. By Proposition 3.35, each of the maps τ j is surjective. While they are not quite
W (k)-linear, the field k is perfect so we may replace τ j with a W (k)-linear surjection τ ′j
by Frobenius twisting the target. Then, each map τ ′j for j ≤ r factors through W≤rT (k) by
Proposition 3.24. Moreover, by Proposition 3.45(1), the condition of Lemma 3.46 is satisfied
with O = W (k), E = E≤rT (k), and the maps fi = τ ′r−i, so we find that

lenW (k)

(
E≤rT (k)

)
≥

r∑
j=0

dimk E
0(BΣpj )/(Itr,m).

Finally, using Theorem 3.47, we obtain the desired bound. �

We are now ready to prove the main result of this section:

Theorem 3.50. The evaluation map

evA : π0E(A) −→WT(A)

is an isomorphism at every perfect k-algebra A.

Proof. By Corollary 3.31, it suffices to consider the case A = k. Interpreting evk as the total
mod m power operation, we see that the second claim of Proposition 3.45 implies injectivity.

To finish the proof we must show evk is surjective. Since the m-adic topology on E(k)
is the finest topology induced by a collection of maps out to Artinian W (k)-algebras (each
with the discrete topology), it suffices to argue that π0E(k)→W≤rT (k) is surjective for each
r. This is equivalent to showing that E≤rT (k)→W≤rT (k) is an isomorphism, and to do that
we only need to prove that these objects have equal length as W (k)-modules. We computed
the length of W=r

T (k) to be d(r) in Proposition 3.29 and gave a lower bound on the length
of E≤rT (k) in Corollary 3.49. Taken together, we have

r∑
i=0

d(i) ≤ lenW (k)

(
E≤rT (k)

)
≤ lenW (k)

(
W≤rT (k)

)
=

r∑
i=0

lenW (k)

(
W=i

T (k)
)

=

r∑
i=0

d(i),

from which we may conclude. �

Finally, we deduce the form of the main theorem stated in the introduction.

Proof of Theorem 3.4. Consider the composite of the following adjunctions (where the left
adjoints are on top):

AlgT CRingE0
CRingk Perfk.

UT

WT

−⊗E0
k

(E0→k)∗

(−)]

(−)\

By Theorem 3.50, we conclude that the right adjoint is naturally equivalent to the functor
π0E(−) : Perfk → AlgT in the statement of the theorem. Given this, the fully faithfulness
follows from the fact that the counit map

(π0E(A)/m)]
∼=−→ A

is an isomorphism.
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�

We record here an immediate consequence of Theorem 3.4.

Corollary 3.51. Suppose that f : π0E(A)→ R is a map of T-algebras such that the reduc-
tion of f modulo m is injective. Then f itself is injective.

Proof. Consider the square

π0E(A) WT(π0E(A)) WT(π0E(A)/m)

R WT(R) WT(R/m)

where the left square comes from the units of the (UT,WT)-adjunction, and the right square
comes from reducing modulo m. The top composite is an isomorphism by Theorem 3.4 and
the right vertical map is injective by hypothesis (since WT preserves injectivity, say by the
description in Proposition 3.17), so the left vertical map is injective as well. �

4. Detecting nilpotence

In this section we develop the theory of nilpotence detecting objects in preparation for
Section 5, where we prove the key results of the paper.

4.1. Nilpotence detecting objects in locally rigid ∞-categories.

4.1.1. Locally rigid ∞-categories.

Definition 4.1. Let
Prrig ⊂ CAlg(Prst)

be the (non-full) subcategory whose objects are compactly generated symmetric monoidal
stable ∞-categories with the property that every compact object is dualizable, and whose
morphisms are functors that preserve compact objects. /

Warning 4.2. Note that for C to belong to Prrig, we do not assume that the unit 1C is
compact. In fact, our main examples do not satisfy this extra assumption. /

Lemma 4.3. For C ∈ Prrig, we have
(1) If c ∈ Cω then c∨ ∈ Cω.
(2) If a ∈ C is such that a⊗ c = 0 for all c ∈ Cω, then a = 0.

Proof. For (1) note that since c∨ ∈ C♦, we have that c∨ ⊗ c ⊗ c∨ ∈ Cω. Now since c∨ is
retract of c∨ ⊗ c ⊗ c∨ we have that c∨ ∈ Cω. For (2) let a ∈ C such that for all c ∈ Cω we
have a ⊗ c = 0. By (1), we have that Hom(c, a) = a ⊗ c∨ = 0 for all c ∈ Cω. Since C is
compactly generated, it follows that a = 0. �

Example 4.4. For every 0 ≤ n < ∞, we have that SpT (n) is generated by LT (n)V (n) for
any non-zero type n-complex (See for e.g, [Heu21]) So in particular

SpT (n) ∈ Prrig.

/

Lemma 4.5. Let C ∈ Prrig and B ∈ CAlg(C). Consider the C-linear ∞-category ModB(C).
We have that



THE CHROMATIC NULLSTELLENSATZ 41

(1) If X ∈ Cω and Y ∈ ModB(C)♦, then the tensor product X ⊗ Y (using the C-linear
structure on ModB(C)) is a compact B-module in C. We denote the full subcategory
of such objects by Cω ⊗ModB(C)♦ ⊂ ModB(C)ω.

(2) There is an equivalence of categories

ModB(C)ω =
(
Cω ⊗ModB(C)♦

)idem

where (−)idem denotes idempotent completion.
(3) The category ModB(C) is in Prrig.

(4) The functor C −⊗B−−−→ ModB(C) is a morphism in Prrig.

Proof. First, we note that the functor −⊗B preserves compact objects – this follows from
the fact that its right adjoint preserves colimits. Thus, (4) follows from (3). For (3), note
first that by [Lur17, Corollary 4.2.3.7], ModB(C) is presentable. Since compact objects are
preserved under tensoring with dualizable objects and retracts, we deduce statement (1)
and that there is a natural inclusion

ModB(C)ω ⊃ Thick
(
Cω ⊗ModB(C)♦

)
.

of the smallest thick subcategory containing Cω⊗ModB(C)♦.We claim that this inclusion is
actually an equivalence. To see this, we simply note that if {Xα}α∈I are compact generators
of C (which is compactly generated by hypothesis), then {Xα ⊗ B}α∈I will be compact
generators of ModB(C). Since any object in Cω ⊗ModB(C)♦ is dualizable and dualizable
objects are closed under taking thick subcategories, we conclude that ModB(C) ∈ Prrig,
which is (3).

Finally, we need (2), which amounts to showing that every object M ∈ ModB(C)ω is a
retract of an object in Cω⊗ModB(C)♦. SinceM is compact, it is enough to show that it can
written down as a filtered colimit of objects in Cω ⊗ModB(C)♦. By (3), it is in fact enough
to show that any M ∈ ModB(C)♦ can be written down as a filtered colimit of objects in
Cω ⊗ ModB(C)♦. Since this property is clearly preserved by tensoring with an object in
ModB(C)♦, we are reduced to the case M = B. Indeed, since C ∈ Prrig, 1C is a filtered
colimit of objects from Cω. By tensoring this colimit with B, we get (2).

�

4.1.2. Nilpotence, compactness, and dualizability.

Definition 4.6. Let C ∈ Prrig and let f : a→ b be a map in C, let e ∈ C be an object. We
say that f is nilpotent at e if there exists some m ∈ N such that

f⊗m ⊗ e : a⊗m ⊗ e→ b⊗m ⊗ e
is null. Moreover

• We say that f is nilpotent if it is nilpotent at 1C .
• We say that f is locally nilpotent if it is nilpotent at c for every compact object
c ∈ Cω. /

Example 4.7. As a consequence of the fact that compact T (n)-local objects are type n,
the classes vi, for i < n, are locally nilpotent on every T (n)-local E(k)-algebra. /

Lemma 4.8. Let C ∈ Prrig and let f : c→ a be a map in C with c ∈ Cω. Then f is nilpotent
if and only if it is locally nilpotent.

Proof. One direction is clear. For the other, let f : c → a be a locally nilpotent map. In
particular f is nilpotent at c∨, so by taking the mate we get that the map c⊗c∨⊗c⊗N → a⊗N
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is null for some N . Precomposing with the map induced by 1C → c∨ ⊗ c, the result then
follows from the zig-zag identities. �

Lemma 4.9. Let C ∈ Prrig and a, b, e ∈ C, d ∈ C♦, and f : d⊗ a→ b be a map. Then:
(1) If f is nilpotent at e, then any retract of f is nilpotent at e.
(2) f is nilpotent at e if and only if the mate f^ : a→ b⊗ d∨ is nilpotent at e.

Proof. (1) follows from the fact that a retract of a null map is null. (2) follows from the fact
that the mate of f⊗N with respect to the dualizable object d⊗N is (f^)⊗N , and the mate
of a null map is null. �

Lemma 4.10. Let C ∈ Prrig, d ∈ C be an object, and f : a → b ∈ C be a map. If f is
nilpotent at d, then f ⊗ d : a⊗ d→ b⊗ d is nilpotent. If d ∈ C♦, the converse also holds.

Proof. For m ≥ 1, denote by Cm the full subcategory of C spanned by objects x such that
x⊗ f⊗m is null. It is clear that Cm is closed under retracts and tensoring with objects in C.
Now if f is nilpotent at d, then d ∈ Cm and thus also d⊗m ∈ Cm, so f ⊗ d is nilpotent. On
the other hand, if f ⊗ d is nilpotent, then d⊗m ∈ Cm. Now if d ∈ C♦, since d is a retract of
d⊗2 ⊗ d∨, we deduce that d ∈ Cm. �

4.1.3. Nilpotence detecting weak rings.

Definition 4.11. Let C ∈ Prrig, T ∈ C be an object in C, and c ∈ Cω. We say that T
detects nilpotence at c if for every map f : c→ a in C, f is nilpotent at T if and only if it is
nilpotent. We say that T detects nilpotence if it detects nilpotence at every c ∈ Cω. /

We will be most interested in the case where the object T is a weak ring in the following
sense:

Definition 4.12. Let C ∈ Prrig. An object (uT : 1C → T ) ∈ C1C/ is called a weak ring in C
if there exists a “multiplication” map µ : T ⊗ T → T such that the composition

T
uT⊗T−−−−→ T ⊗ T µT−−→ T

is homotopic to the identity. That is, if uT ⊗ T admits a retract18. /

Lemma 4.13. Let C ∈ Prrig, T ∈ C a weak ring, and f : a → b a map in C. Then the
following are equivalent:

(1) f : a→ b is nilpotent at T .
(2) g := f ⊗ T : a⊗ T → b⊗ T is nilpotent.
(3) h := f ⊗ uT : a→ b⊗ T is nilpotent.

Proof. We have (1) implies (2) by Lemma 4.10, so we only need (2) implies (1).
Assume that g = f ⊗ T is nilpotent. Then T⊗m ⊗ f⊗m is null. Since T is a weak ring,

then T is a retract of T⊗2, so we deduce that T ⊗ f⊗m is null.
We now show that (2) and (3) are equivalent. (2) implies (3) since h = g◦(a⊗uT ). For the

other direction, note that if h = f ⊗uT is nilpotent, then so is f ⊗uT ⊗T : a⊗T → b⊗T⊗2.
By post-composing with b⊗ µT , we conclude that g is nilpotent. �

Lemma 4.14. Let C ∈ Prrig and let T1, T2 be two weak rings in C. If T1 and T2 detect
nilpotence, then their tensor product T1 ⊗ T2 detects nilpotence as well.

18We differ slightly from most references (like for e.g [CSY22, Definition 5.1.4] or [HS99, Definition 4.8])
by not taking µ to be part of the data of T .
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Proof. Note that T1 ⊗ T2 is itself a weak ring with uT1⊗T2 = uT1 ⊗ uT2 . Let g : c → a be a
map with a compact source. If g is nilpotent at T1⊗T2, then by Lemma 4.13, g⊗uT1 ⊗uT2

is nilpotent. Thus, by Lemma 4.13, g ⊗ uT1
is nilpotent at T2. By the assumption that T2

detects nilpotence, it follows that g⊗uT1
is nilpotent. Using Lemma 4.13 again, we conclude

that g is nilpotent at T1 and thus nilpotent since T1 was assumed to detect nilpotence. �

Lemma 4.15. Let C ∈ Prrig and T be an object of C. Consider the following variations on
the condition that T detects nilpotence.

(1) Given a map h : 1→ a, if T ⊗ h is null, then h is locally nilpotent.
(2) Given a map g : d→ a with d ∈ C♦, if T ⊗ g is null, then g is locally nilpotent.
(3) T detects nilpotence.
(4) Given a map f ∈ Cω, if T ⊗ f is null, then f is nilpotent.

Then we have the implications

(1)⇒ (2)⇒ (3)⇒ (4).

Moreover, if T is a weak ring, (4) implies (1) and thus (1)-(4) are equivalent.

Proof. It is clear that (3) implies (4).
To show that (2) implies (3), let g : c → a be a map in C with c ∈ Cω. Assume that

g⊗N ⊗ T is null. Since c ∈ Cω ⊂ C♦, (2) implies that g is locally nilpotent and thus by
Lemma 4.8, g is nilpotent.

To show that (1) implies (2), let g : d→ a be a map with d ∈ C♦ and assume that T ⊗g is
null. Let g^ : 1→ d∨⊗a the mate of g. We get that g^⊗T is null, and thus by assumption
g^ is locally nilpotent. Hence, by Lemma 4.9(2), so is g.

The heart of this lemma lies in showing that (4) implies (1). Let h : 1 → a be a map
with T ⊗ h null, and let c ∈ Cω. We need to show that h is nilpotent at c. Write a as a
colimit of compact objects {aα}α∈A for some filtered poset A. Since c is compact, the map
c
c⊗h−−→ c⊗ a factors as

c
hβ−−→ c⊗ aβ → c⊗ a.

Consider the composite

c
c⊗uT−−−→ c⊗ T hβ⊗T−−−−→ c⊗ aβ ⊗ T → c⊗ a⊗ T.

Since T⊗h is null, the composition c→ c⊗a⊗T is null. Since c is compact, the nullhomotopy
of the map c→ c⊗ aβ ⊗ T occurs at some stage γ ≥ β; i.e., the composite

c
c⊗uT−−−→ c⊗ T hγ⊗T−−−−→ c⊗ aγ ⊗ T

is null.
The composite above is hγ ⊗ uT so we deduce by Lemma 4.13 that hγ is nilpotent at

T . Let N be such that h⊗Nγ ⊗ T is null. Since the source and target of h⊗Nγ are both
compact, by our assumption, h⊗Nγ is nilpotent and thus hγ is also nilpotent. Since c ⊗ h
factors through hγ , we get that c⊗h is nilpotent. Thus by Lemma 4.10, h is nilpotent at c.

�

In particular, by condition (1) of Lemma 4.15 with a = Σ∗1C a shift of the unit, we have
the following:

Corollary 4.16. For C ∈ Prrig, if T is a weak ring which detects nilpotence and x ∈ π∗1C
maps to zero in π∗T , then x is locally nilpotent.
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Many of our examples of nilpotence detecting weak rings come from objects satisfying
the following stronger condition:

Definition 4.17. Let C ∈ Prrig and T be an object in C. We say that T is conservative if
the functor T ⊗− is conservative. /

Lemma 4.18. Let C ∈ Prrig and T be a conservative object in C. Then T detects nilpotence.

Proof. We use the claim (1) implies (3) from Lemma 4.15 and we adapt the argument from
[HS98]. Let f : 1→ a be a map in C, consider the filtered diagram

1→a→ a⊗2 → · · · ,
and denote the colimit by a⊗∞. If T ⊗ f is null, then all the maps in the diagram

T → T ⊗ a→ T ⊗ a⊗2 → · · ·
are null. Thus, T ⊗ a⊗∞ = 0 and by the conservativity of T ⊗− , it follows that a⊗∞ = 0.
Now let c ∈ Cω be a compact object. Since c⊗ a⊗∞ = 0, there exists some N for which the
map c→ c⊗ a⊗N is null. �

Corollary 4.19. Let C ∈ Prrig, and let d ∈ C♦. There exists an idempotent algebra 1d=0
C ∈

CAlg(C) such that M ∈ C is a module over 1d=0
C if and only if M ⊗d = 0. Further 1d=0

C ⊕d
is a conservative object in C (and in particular detects nilpotence).

Proof. The existence of 1d=0
C follows from [Rag22, Corollary 7.8]. Now let M ∈ C. If

M ⊗ (1d=0
C ⊕ d) = 0, then both M ⊗ d = 0 and M ⊗ 1

d=0
C = 0. Since M ⊗ d = 0, M is a

1
d=0
C -module so M is a retract of (in fact equivalent to) M ⊗ 1d=0

C = 0 and thus zero. �

Lemma 4.20. Let C ∈ Prrig, and let e ∈ Pic(C) and let e x−→ 1C. Then 1C [x
−1]× (1C/x) is

conservative (and in particular detects nilpotence).

Proof. Since 1C/x is dualizable, by Corollary 4.19, it is enough to show that 11C/x=0
C =

1C [x
−1], which is the statement of [BNT18, Appendix C, Proposition C.5]. �

Lemma 4.21. Let C ∈ Prrig, and let d x−→ e ∈ C be a locally nilpotent map and assume that
e is conservative. Then cof(x), the cofiber of x, is conservative. In particular, if x ∈ π∗1C
is locally nilpotent, then 1C/x is conservative (and in particular, detects nilpotence).

Proof. Let M be such that M ⊗ cof(x) = 0. Now let c ∈ Cω. Then, M ⊗ c ⊗ x⊗m is an
isomorphism but M ⊗ c ⊗ x⊗m is null for m � 0. Thus, M ⊗ c ⊗ e⊗m = 0 and since e is
conservative, we also have M ⊗ c = 0. This holds for all c ∈ Cω, so M = 0. �

Example 4.22. If R is a commutative K(n)-local E(k)-algebra, then since each vi ∈ π∗R
is locally nilpotent for i < n (cf. Example 4.7), writing R//m as R/v0⊗R · · · ⊗RR/vn−1, we
conclude from Lemma 4.21 and Lemma 4.14 that R//m detects nilpotence in Mod∧R. /

We will now show that the class of nilpotence detecting weak rings has pleasant clo-
sure properties. First, we will see that it is not only closed under tensor products (cf.
Lemma 4.14), but also closed under base change. Moreover, in contrast to conservativity,
nilpotence detecting for weak rings is closed under filtered colimits. Before we prove these,
we will first need the following lemma:

Lemma 4.23. Let C ∈ Prrig, T ∈ C and let CT ⊂ Cω be the full subcategory of objects c ∈ Cω
such that T detects nilpotence at c. Then:

(1) CT ⊗ C♦ ⊂ CT .



THE CHROMATIC NULLSTELLENSATZ 45

(2) CT is closed under retracts.

Proof. (1) follows from Lemma 4.9(2). For (2), assume that T detects nilpotence at c = a⊕b
and that f : a→ e is a map such that T ⊗ f is null. Then the map

f ′ : c
proj1−−−→ a→ e

has the feature that T⊗f ′ is null and c ∈ CT . The conclusion then follows from Lemma 4.9(1).
�

Proposition 4.24. Let C ∈ Prrig, let T be a weak ring in C, and B ∈ CAlg(C). If T detects
nilpotence in C, then T ⊗B detects nilpotence in ModB(C).

Proof. Let D ⊂ ModB(C)ω be the full subcategory on objects c such that B ⊗ T de-
tects nilpotence for maps with source c. Our goal is to show that D = ModB(C)ω. By
Lemma 4.5(2) and and Lemma 4.23(2), it suffices to show that Cω ⊗ModB(C)♦ ⊂ D, and
so by Lemma 4.23(1), it is enough to show that Cω ⊗B ⊂ D.

Indeed, let c ∈ Cω and f : c⊗B → a a map in ModB(C) and assume that

f ⊗B (B ⊗ T ) : c⊗B ⊗ T → a⊗ T

is null. Note that the adjunction

−⊗B : C � ModB(C) :U

exhibits f as a mate of a map f^ : c→ U(a) in C. We deduce that the mate of f ⊗B (B⊗T )
is also null. But the mate of f ⊗B (B ⊗ T ) is f^ ⊗ T , so we deduce that f^ is nilpotent by
the nilpotence detection of T ; that is, there is some N such that

(f^)⊗N : c⊗N → U(a)⊗N

is null.
To finish the proof, we claim that the map

f⊗BN : (c⊗B)⊗BN → a⊗BN

is null. For this, we show that its mate is null. But its mate

(f⊗BN )
^

: c⊗N → U(a⊗BN )

factors through (f^)⊗N and is therefore null. �

Lemma 4.25. Let C ∈ Prrig and let

T• : A→ C1C/
be a filtered diagram such that Tα is a nilpotence detecting weak ring for every α ∈ A . Let
uT∞ ∈ C1C/ denote the unit map of the colimit

uT∞ : 1C → T∞ := colim
α∈A

Tα.

Then T∞ detects nilpotence.

Proof. Let f : c → a be map in C with c ∈ Cω. Assume that f is nilpotent at T∞. Then
there exists some N such that f⊗N⊗T∞ : c⊗N⊗T∞ → a⊗N⊗T∞ is null. By pre-composing
with c⊗N ⊗ uT∞ , we deduce that f⊗N ⊗ uT∞ is null. Since c⊗N is compact, we get that
there is α ∈ A such that f⊗N ⊗uTα is null. By Lemma 4.13, it follows that f⊗N is nilpotent
at Tα. Finally, by the assumption that Tα detects nilpotence, f⊗N is nilpotent, and thus f
is as well. �
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4.1.4. Phantom maps and detecting nilpotence.
Another source of nilpotence detecting maps that will be important for us arise from

phantom maps.

Definition 4.26. Let C ∈ Prrig. We say that a map f : a → b in C is phantom if for every
compact object c ∈ Cω and map g : c→ a, the composite f ◦ g is null. For m ∈ N, we say a
map f : a→ b is ⊗m-phantom if f⊗m is phantom. /

Lemma 4.27. Let I be a filtered category and f(−) : I → C∆1

be a functor such that fi is
⊗m-phantom. Then f = colimi∈I fi is ⊗m-phantom.

Proof. Since f⊗m = colimi∈I f
⊗m
i , it suffices to show this for m = 1. Now let fi : ai → bi

and suppose c ∈ Cω. Then, by compactness of c, any map g : c→ colimI ai factors through
some g′ : c → aj . Now, this means f factors through fj ◦ g′ which is null because fj was
assumed to be phantom. �

Lemma 4.28. Let C ∈ Prrig and let T be a weak ring. Suppose that the fiber F → 1 of uT ,
the unit of T , is ⊗m-phantom for some m. Then T detects nilpotence.

Proof. Let g : c → c′ be a map in Cω such that g ⊗ T : c ⊗ T → c′ ⊗ T is null and consider
the square

c c′

c⊗ T c′ ⊗ T.

g

g⊗T

By Lemma 4.15(4), we would like to show that g is nilpotent. Since g ⊗ T is null, the map
g : c→ c′ factors as

c→ c′ ⊗ F → c′.

Taking mth powers, we obtain a factorization of g⊗m as

c⊗m → c′⊗m ⊗ F⊗m → c′⊗m.

We claim that this map is null. Since compact objects are dualizable, it is enough to show
that the mate (with respect to c′⊗m) is null. But this is a map

(c′∨)⊗m ⊗ c⊗m → F⊗m → 1C ,

which must be null because the source is compact and F → 1C is ⊗m-phantom. �

4.2. Nilpotence detection for commutative algebras.

Definition 4.29. Let C ∈ Prrig. We say that a map A → B ∈ CAlg(C) detects nilpotence
if the object B ∈ ModA(C) detects nilpotence. /

Lemma 4.30. Let C ∈ Prrig and let A f−→ B
g−→ C ∈ CAlg(C). Then:

(1) If f and g detect nilpotence, so does g ◦ f .
(2) If g ◦ f detects nilpotence, then so does f .

Proof. For (1) assume that f and g detect nilpotence. We wish to show that C detects
nilpotence in ModA(C). Indeed let c h−→ c′ ∈ ModA(C)ω and assume that C ⊗A h is null. By
Lemma 4.15, it is enough to show that h is nilpotent. By Lemma 4.5 we have h ⊗A B ∈
ModB(C)ω and since (h ⊗A B) ⊗B C = h ⊗A C = 0 and g detects nilpotence, we get by
Lemma 4.15 that (h⊗AB) is nilpotent; in other words, we have h⊗N⊗AB = (h⊗AB)⊗BN =
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0 for some N . Applying Lemma 4.15 again for the nilpotence detecting map f , we get that
h⊗N is nilpotent and thus so is h.

For (2) assume that g◦f detects nilpotence. We wish to show that B detects nilpotence in
ModA(C). Indeed, let c h−→ c′ ∈ ModA(C)ω and assume that B⊗A h is null. By Lemma 4.15,
it is enough to show that h is nilpotent. Indeed we have (h ⊗A C) = (h ⊗A B) ⊗B C = 0.
Thus, by the assumption that g ◦ f detects nilpotence and Lemma 4.15, we conclude that h
is nilpotent. �

Lemma 4.31. Let C ∈ Prrig and let I be a filtered ∞-category and

F : I → CAlg(C)∆1

be a functor. If F (i) detects nilpotence for every i ∈ I, then colimI F detects nilpotence.

Proof. Write R := colimI F (0) and define F̃ : I → CAlg(C)∆1

to be

F̃ (i) : R→ R
∐

F (i)(0)

F (i)(1).

Note that colim F̃ = colimF ∈ CAlg(C)∆1

and that by Proposition 4.24, F̃ (i) detects
nilpotence for each i ∈ I. We are therefore reduced to case of F̃ , which follows from
Lemma 4.25. �

Lemma 4.32. Let C ∈ Prrig. If a map A → B ∈ CAlg(C) detects nilpotence, then the
functor

−⊗A B : ModA(C)→ ModB(C)
is nil-conservative in the sense of [CSY22].

Proof. By Lemma 4.5, we can replace C with ModA(C) and assume without loss of gener-
ality that A = 1C . Now let R ∈ Alg(C) and assume that R ⊗ B = 0. We deduce from
Lemma 4.15(1) that the unit map 1C → R is locally nilpotent. We wish to show that R = 0.
Assume that R 6= 0; then, since C ∈ Prrig, there is some compact object c ∈ Cω such that
c⊗R 6= 0 (by Lemma 4.3(2)). Since 1C → R is locally nilpotent, there is some N such that
the map

c→ c⊗R⊗N

is null. Tensoring with R and composing with the product in R, we conclude that the
composition

c⊗R→ c⊗R⊗N+1 → c⊗R
is null. But since this is the identity map of c⊗R, it follows that c⊗R = 0. �

Recall from [Lur11] the definition of a weakly saturated class of morphisms:

Definition 4.33. Let C be an ∞-category and let S be a collection of morphisms in C. We
say that S is weakly saturated if:

(1) S is closed under cobase-change. That is, for every pushout diagram in C

A //

f

��

B

f ′

��
C // D

with f ∈ S, we also have that f ′ ∈ S.
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(2) S is closed under retracts in C∆1

.
(3) S is closed under transfinite composition. That is, for every ordinal α and any

functor F : α→ C such that
(a) for each non-zero limit ordinal β < α, the diagram F |β+1 is a colimit diagram

and
(b) for any ordinal β such that β + 1 < α the map

F (β)→ F (β + 1)

is in S,
then the map F (0)→ F (β) is in S for every β < α. /

Definition 4.34. Let C be an ∞-category. Let f : C → D be a morphism in C and let X
be an object in C. We will say that f has the right lifting property with respect to X if for
every map C → X, we have a lift:

C //

f

��

X.

D

>>

If f has the right lifting property with respect to X, we write f ⊥ X. /

Proposition 4.35 (The small object argument, [Lur11, Proposition 1.4.7]). Let C be a
presentable ∞-category, let S be a weakly saturated class of morphisms in C, and let S0 ⊂ S
be a set of morphisms in S. Then for every A ∈ C, there is a morphism A → B in C such
that

(1) A→ B is in S.
(2) For every f ∈ S0 we have f ⊥ B .

Theorem 4.36. Let C ∈ Prrig. Then the collection of nilpotence detecting maps is weakly
saturated in CAlg(C).

Proof. Condition (1) follows directly from Proposition 4.24.
For condition (2): Let

A //

��

C //

��

A

��
B // D // B

be a retract diagram in CAlg(C)∆1

with C → D detecting nilpotence. We need to show
that A → B detects nilpotence. Indeed, let f : M → N be a map of compact A-modules
and assume that f ⊗AB is null. Then, f ⊗AD is null as well. Thus, by assumption, f ⊗AC
is nilpotent. Taking the base chage along the map C → A, we see that f = (f ⊗A C)⊗C A
is nilpotent.

Finally for condition (3): Let F : α → CAlg(C) be a diagram as in Definition 4.33. We
shall prove by transfinite induction that F (0) → F (β) detects nilpotence for all β < α.
Indeed, the base case F (0) → F (0) is clear. If β = β′ + 1, then we have a factorization
of F (0) → F (β) as F (0) → F (β′) → F (β), where the first map detects nilpotence by the
inductive hypothesis and the second by assumption. We conclude that F (0)→ F (β) detects
nilpotence by Lemma 4.30. Now assume that β is a limit ordinal; then, the claim follows
from Lemma 4.25.

�
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Combining this with Proposition 4.35, we obtain the following corollary, which will be
our main tool to produce nilpotence detecting maps to rings with prescribed properties:

Corollary 4.37. Let
{As → Bs}s∈S

be a set of maps in CAlg(C) such that for every s ∈ S the map As → Bs detects nilpotence,
and let R ∈ CAlg(C). Then there exists a map

R→ R′ ∈ CAlg(C)

such that:
(1) R→ R′ detects nilpotence.
(2) For every s ∈ S, we have (As → Bs) ⊥ R′.

4.3. Strict Elements.
Let C ∈ CAlg(Pr) be a pointed presentable∞-category. Since S∗ is the universal pointed

presentable ∞-category, we get a unique adjunction

1C [−] : S∗ � C : Ω∞C

with symmetric monoidal left adjoint. This gives rise to an adjunction

1C [−] : CAlg(S∗)� CAlg(C) : Ω∞C

which we may restrict to a functor

1C [−] : CAlg(Set∗)→ CAlg(C).

For a commutative monoid M in sets denote by M+ the corresponding commutative
monoid in Set∗, obtained by adding a disjoint basepoint +. Note that in the ring 1C [M+], the
identity e ∈M corresponds to 1 and the disjoint basepoint + corresponds to 0. Accordingly,
we have that

1C = 1C [{e}+], 1C [t] := 1C [N+] and 1C [t
±1] := 1C [Z+].

Definition 4.38. The map N+ → Z+ by t 7→ t and the map N+ → {e}+ by t 7→ + together
induce a map

1C [t]
t7→(t,0)−−−−−→ 1C [t

±1]× 1C .
/

Lemma 4.39. Let C ∈ Prrig. Then the map

1C [t]→ 1C [t
±1]× 1C

defined in Definition 4.38 detects nilpotence.

Proof. This is just Lemma 4.20 for 1C [t]
t 7→t−−→ 1C [t] in the category Mod1C [t](C). �

Denote 1C [t1/p
∞

] := 1C [N[1/p]+] and 1C [t
±1/p∞ ] := 1C [Z[1/p]+]. Similarly to above, we

have a map
f : 1C [t

1/p∞ ]→ 1C [t
±1/p∞ ]× 1C .

Theorem 4.40. Let C ∈ Prrig. Then the map

f : 1C [t
1/p∞ ]→ 1C [t

±1/p∞ ]× 1C
defined above detects nilpotence.
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Proof. Consider the diagram

1C [t] //

��

1C [t
1/p] //

��

1C [t
1/p2 ] //

��

· · ·

��
1C [t

±1]× 1C // 1C [t±1/p]× 1C // 1C [t±1/p2 ]× 1C // · · · .

We are interested in the map which is the horizontal colimit of all the vertical maps in
the diagram. Each vertical map in this diagram detects nilpotence by Lemma 4.39, so we
are done by Lemma 4.31. �

4.4. Perfect algebras of Krull dimension 0.
In this section, we give some preliminaries on perfect Fp-algebras of Krull dimension

0. Most of the facts will be deduced from facts about reduced rings of Krull dimension
zero, which have been studied extensively in the literature as “absolutely flat” (cf. Proposi-
tion 4.41(6)) or “von Neumann regular” commutative rings.

Proposition 4.41. Let B be a commutative ring. Then the following are equivalent
(1) B is reduced and of Krull dimension 0.
(2) Every principal ideal in B is generated by an idempotent.
(3) Every finitely generated ideal in B is generated by an idempotent.
(4) For every x ∈ B, there exists y ∈ B such that x2y = x.
(5) We have

(Z[t]
(t7→t)×(t7→0)−−−−−−−−→ Z[t±1]× Z) ⊥ B.

(6) Every B-module is flat.

Proof. The equivalence of (1) and (6) is [Sta22, Tag 092A, Lemma 15.104.5], the equivalence
of (4) and (6) is [Aus57, Theorem 1], and the equivalence of (2), (3) and (4) is [Goo79,
Theorem 1.1].

It remains to show that (5) is equivalent to these: we start by showing that (4) implies
(5). Let x ∈ B be the image of t under a map Z[t] → B, take y such that x2y = x, and
denote e = xy. Now e is an idempotent in B, and thus it suffices to show that the map
Z[t] → B → B[e−1] factors through Z[t±1] and that the map Z[t] → B → B[(1 − e)−1]
factors through Z. Indeed, in B[e−1], e−1y is an inverse to x and in B[(1− e)−1], we have

x = x(1− e)(1− e)−1 = (x− x2y)(1− e)−1 = 0(1− e)−1 = 0.

Finally, we show that (5) implies (4). Let x ∈ B. By taking the corresponding map
Z[t] → B by t 7→ x, we get an extension to a map Z[t±1] × Z → B. We take y ∈ B to be
the image of (t−1, 0). �

Corollary 4.42. Let A be a perfect Fp-algebra. Then the following are equivalent:
(1) A is of Krull dimension 0.
(2) Every principal ideal in A is generated by an idempotent.
(3) Every finitely generated ideal in A is generated by an idempotent.
(4) For every x ∈ A, there exists a y ∈ A such that x2y = x.
(5)

(Fp[t1/p
∞

]
(t 7→t)×(t 7→0)−−−−−−−−→ Fp[t±1/p∞ ]× Fp) ⊥ A.
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(6) Every A-module is flat.

Proof. These are just the 6 conditions above specialized to perfect algebras. For (1), note
that perfect algebras are always reduced and for (5), note that the inclusion of perfect Fp-
algebras into rings admits a left adjoint sending the map (Z[t]

(t7→t)×(t7→0)−−−−−−−−→ Z[t±1] × Z) to

the map (Fp[t1/p
∞

]
(t 7→t)×(t 7→0)−−−−−−−−→ Fp[t±1/p∞ ]× Fp). �

Corollary 4.43. Suppose B is an Fp-algebra such that B[ is of Krull dimension 0. Then
the natural map B[ → B is injective.

Proof. Suppose x ∈ ker(B[ → B). Then by Corollary 4.42(2), the principal ideal (x) ⊂
B[ is generated by an idempotent e ∈ B[. But by definition of x, each of the pth root
representatives of e must be nilpotent; since nilpotent idempotents are zero, this means
that e = 0 and therefore x = 0. �

We now pass to the situation of an arbitrary stable p-complete presentably symmetric
monoidal∞-category C. For the following corollary, recall the situation of Construction 2.34,
and in particular the functors WC and (−)[C .

Corollary 4.44. Let C be a stable p-complete presentably symmetric monoidal ∞-category.
Let

f : 1C [t
1/p∞ ]→ 1C [t

±1/p∞ ]× 1C
be the map as in the statement of Theorem 4.40. Then an algebra R ∈ CAlg(C) satisfies
f ⊥ R if and only if R[C ∈ PerfFp is of Krull dimension 0.

Proof. By Example 2.12, the map S[t1/p
∞

]p → S[t±1/p∞ ]p × Sp in CAlg(Spp) is obtained
by applying W to the map Fp[t1/p

∞
] → Fp[t±1/p∞ ] × Fp. It follows by the formula for WC

after Construction 2.34 that 1C [t1/p
∞

] → 1C [t
±1/p∞ ] × 1C is obtained by applying WC to

the map Fp[t1/p
∞

] → Fp[t±1/p∞ ] × Fp, so the conclusion follows by Corollary 4.42(5) and
the fact that (−)[C is right adjoint to WC . �

Lemma 4.45. Let B be a reduced ring of Krull dimension 0 and let {B → Fi}i∈I be the
set of quotient maps by maximal ideals of B. Then the collection of functors

Mod♥B → Mod♥Fi
is jointly conservative.

Proof. Let M be a non-zero module and let m ∈M a non-zero element. Denote by J ⊂ B
the annihilator of m. Since m is non-zero, J is a proper ideal and is thus contained in some
maximal ideal J ⊂ Pi with B/Pi = Fi. We shall show that Fi ⊗B M 6= 0. Indeed, we have
an injection B/J →M given by m. Since Fi is flat over B by Proposition 4.41(6), we have
an injection Fi = Fi ⊗B B/J → Fi ⊗B M . �

Lemma 4.46. Let A ∈ PerfFp be of Krull dimension 0 and let A→ F be a map to a perfect
domain. Let C ∈ Prrig be p-complete, and let c ∈ ModWC(A)(C)ω and d ∈ ModWC(A)(C).
Then the natural map

W (F )⊗W (A) [c, d]ModWC(A)(C) →
[
c⊗WC(A) WC(F ), d⊗WC(A) WC(F )

]
ModWC(F )(C)

is a bijection.

Proof. Let F ⊂ PerfA be the collection of perfect A-algebras that satisfy the statement of
the theorem. We wish to show that F contains all perfect domains. We claim that
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(1) If B ∈ F and e ∈ B is an idempotent, then B[e−1] ∈ F .
(2) If I is filtered and G : I → PerfA such that G(i) ∈ F for all i ∈ I, then we also have

colimi∈I G(i) ∈ F .
(3) If B ∈ F and B → B′ is a map which exhibits B′ as a free B-module, then B′ ∈ F .

Claim (1) is clear since a retract of a bijection is a bijection. Claim (2) follows from the
compactness of c and the fact that W (−) and WC commute with filtered colimits. Finally,
claim (3) is clear for finitely generated free modules B′, and the general case follows from
the finitely generated case and the compactness of c.

We now claim that if A → B is surjective, then B ∈ F . Indeed, write B = A/J . Now,
we can write J as the filtered colimit of its finitely generated subideals Ji ⊂ J . Then we
have that B is the filtered colimit of the A/Ji, which by Proposition 4.41(3) is a filtered
colimit of quotients of A by idempotents. Each of these quotients belongs to F by (1), and
thus B ∈ F by the above claim (2).

Now given a map A→ F to a domain, we can decompose the map as A→ F ′ → F with
F ′ → F the inclusion of the image, so A→ F ′ is surjective. Since F ′ is a domain, it is the
quotient of A by a prime ideal, which is necessarily maximal since A has Krull dimension
0. Thus, F ′ is a field and so F is free over F ′, and the lemma follows from claim (3). �

Theorem 4.47. Let C ∈ Prrig and assume that C is p-complete. Let A → B be a map in
PerfFp and assume that A has Krull dimension 0. Then the following are equivalent:

(1) The object WC(B) ∈ ModWC(A) is conservative.
(2) The map WC(A)→WC(B) detects nilpotence.
(3) The base change functor

ModWC(A) → ModWC(B)

is nil-conservative.
(4) The map Spec(B)→ Spec(A) is surjective.

Proof. (1) implies (2) by Lemma 4.18. (2) implies (3) by Lemma 4.32. We now show that
(3) implies (4): Indeed, let x ∈ Spec(A) which is not in the image of the map Spec(B) →
Spec(A). Let A → F be the map to the residue field of x. By assumption F ⊗A B = 0.
Since the functor

WC : PerfFp → CAlg(C)

preserves pushouts, we get that WC(F )⊗WC(A) WC(B) = 0; but since WC(F ) is a ring, this
contradicts the nil-conservativity.

Finally we show that (4) implies (1): Indeed, assume that the map Spec(B)→ Spec(A)
is surjective and let M ∈ ModWC(A) such that M ⊗WC(A) WC(B) = 0. Since ModWC(A) is
compactly generated by Lemma 4.5, it is enough to show that [c,M ]ModWC(A)

= 0 for all
c ∈ ModωWC(A). Since ModWC(A) is p-complete and c is compact, p acts nilpotently on c and
thus on [c,M ]ModWC(A)

. So it is enough to show that the A-module [c,M ]ModWC(A)
⊗Z Fp =

[c,M ]ModWC(A)
⊗W (A)A is zero. Indeed, by Lemma 4.45, if this is not the case, there is some

perfect residue field F of A such that

0 6= ([c,M ]ModWC(A)
)⊗W (A) A⊗A F = ([c,M ]ModWC(A)

)⊗W (A) F.

So we get by Lemma 4.46 that

0 6= ([c,M ]ModWC(A)
)⊗W (A) W (F ) =

[
c⊗WC(A) WC(F ),M ⊗WC(A) WC(F )

]
ModWC(F )

.
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Now since Spec(B)→ Spec(A) is surjective, we can fit F into a diagram

A //

��

F

��
B // F ′

where F ′ is a field. Since F ′ is free over F , we get that[
c⊗WC(A) WC(F ′),M ⊗WC(A) WC(F ′)

]
ModWC(F ′)

6= 0

which contradicts the assumption that M ⊗WC(A) WC(B) = 0, since A→ F ′ factors through
B. �

Lemma 4.48. Let C ∈ Prrig and assume that C is p-complete. Let A ∈ PerfFp be a perfect
Fp-algebra. Then there exists a map f : A→ A′ in PerfFp such that A′ is of Krull dimension
0 and the induced map

WC(f) : WC(A)→WC(A′)
detects nilpotence.

Proof. Let S ⊂ Perf∆1

Fp the collection of maps A → B such that WC(A) → WC(B) detects
nilpotence. We claim that S is weakly saturated. Indeed, the functor WC preserves colimits
by Proposition 2.2, so the claim follows from Theorem 4.36. Now consider the singleton set

S0 = {Fp[t1/p
∞

]
(t7→t)×(t 7→0)−−−−−−−−→ Fp[t±1/p∞ ]× Fp}.

By Theorem 4.40, we have S0 ⊂ S. Thus, by Proposition 4.35, there is a map f : A → A′

such that
(1) WC(f) : WC(A)→WC(A′) detects nilpotence.

(2) (Fp[t1/p
∞

]
(t 7→t)×(t 7→0)−−−−−−−−→ Fp[t±1/p∞ ]× Fp) ⊥ A′.

So we are done by Corollary 4.42. �

Theorem 4.49. Let C ∈ Prrig and assume that C is p-complete. Let A → B be a map in
PerfFp . Then the following are equivalent:

(1) The map WC(A)→WC(B) detects nilpotence.
(2) The functor

ModWC(A) → ModWC(B)

is nil-conservative.
(3) The map Spec(B)→ Spec(A) is surjective.

Proof. We have (1) implies (2) by Lemma 4.32 and the proof that (2) implies (3) is exactly
as in the proof of Theorem 4.47.

We now show that (3) implies (1). By Lemma 4.48 we have a map A → A′ with A′ of
Krull dimension 0 such that the map WC(A)→WC(A′) detects nilpotence. Note that since
(1) implies (3), we have that Spec(A′) → Spec(A) is surjective. Since the map Spec(B) →
Spec(A) is surjective, so is the map Spec(B ⊗A A′) → Spec(A′). Thus, by Theorem 4.47
the map WC(A′) → WC(B ⊗A A′) detects nilpotence. So by Lemma 4.30(1), we get that
the map WC(A)→WC(B ⊗A A′) detects nilpotence. But since it factors through the map
WC(A)→WC(B), we are done by Lemma 4.30(2).

�
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4.4.1. The case of a compact unit.

Definition 4.50. Let C ∈ Prrig and let R ∈ CAlg(C). We say that R is flat if for all c ∈ Cω
and a ∈ C the map

π0(R)⊗π0(1C) [c, a]C → [c, a⊗R]C

is an isomorphism. /

Lemma 4.51. Let C ∈ Prrig such that 1C ∈ Cω and denote A := π0(1C). Assume that A
is a reduced algebra of Krull dimension 0, and let J ⊂ A be an ideal. Then there exists a
commutative algebra 1/J ∈ CAlg(C) such that

(1) π0(1/J) ∼= A/J
(2) 1/J is flat.

Proof. We first prove the statement for every finitely generated ideal J ⊂ A. Indeed, by
Proposition 4.41(3), in this case J is generated by an idempotent e ∈ A and we can take

1/J = 1C [(1− e)−1] := colim
(
1C

1−e−−→ 1C
1−e−−→ 1C → ...

)
.

Claim (1) is now clear by compactness of the unit. Claim (2) follows from the fact that
1C [(1 − e)−1] is a retract of 1C and a retract of a bijection is a bijection. Now given an
arbitrary ideal J ⊂ A, we can write J as the filtered colimit of its finitely generated subideals
Ji ⊂ J . We take 1/J = colim1/Ji. Now (1) follows again from the compactness of the unit
and (2) follows from the compactness of c in Definition 4.50. �

Theorem 4.52. Let C ∈ Prrig and assume that 1C ∈ Cω and π0(1C) is reduced of Krull
dimension 0. Then for any flat R ∈ CAlg(C), the following are equivalent:

(1) The object R ∈ C is conservative.
(2) The object R ∈ C detects nilpotence.
(3) The functor

−⊗R : C → ModR(C)
is nil-conservative.

(4) The map Spec(π0(R))→ Spec(π0(1C)) is surjective.

Proof. (1) implies (2) by Lemma 4.18. (2) implies (3) by Lemma 4.32. We now show
that (3) implies (4). Indeed let x ∈ Spec(π0(1C)) which is not in the image of the map
Spec(π0(R)) → Spec(π0(1C)). Let π0(1C) → F be the map to the residue field of x and
denote the kernel of this map by J . Now by Lemma 4.51, there is a flat commutative algebra
1/J ∈ CAlg(C) with π0(1/J) = F . Hence,

π0(1/J ⊗R) ∼= π0(1/J)⊗π0(1C) π0(R) ∼= F ⊗π0(1C) π0(R) ∼= 0,

where the first isomorphism is by the flatness of 1/J and the compactness of 1C , and the
third isomorphism is because x is not in the image of Spec(π0(R)) → Spec(π0(1C)). But
since 1/J⊗R is a ring, we deduce that 1/J⊗R = 0 which contradicts the nil-conservativity
of −⊗R.

Finally, we show that (4) implies (1). Indeed, assume that the map Spec(π0(R)) →
Spec(π0(1C)) is surjective and let b ∈ C such that b⊗R = 0. Since C is compactly generated,
it is enough to show that [c, b]C = 0 for all c ∈ Cω. Now as the map π0(1C) → π0(R) is
both flat and surjective after applying Spec, it is faithfully flat. So it is enough to show that
π0(R)⊗π0(1C) [c, b] = 0. But R is flat so π0(R)⊗π0(1C) [c, b]C = [c, b⊗R]C = 0. �
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5. Constructing Lubin–Tate covers

In this section we use the ideas developed in the previous sections to prove our first main
theorem.

Theorem 5.1. Let R ∈ CAlg(SpT (n)). Then there is a perfect algebra A of Krull dimension
0 and a nilpotence detecting map R→ E(A).19

In particular, as a corollary, we have:

Corollary 5.2. Let 0 6= R ∈ CAlg(SpT (n)) be a non-zero T (n)-local commutative algebra.
Then there exists an algebraically closed field L and a map

R→ E(L)

in CAlg(SpT (n)).

Proof. Let i : R→ E(A) be the nilpotence detecting map given by Theorem 5.1. Since R 6= 0
and i is nilpotence detecting, we have that A 6= 0, so there exist a ring map A→ L for some
algebraically closed field L. Composing i with the map E(A)→ E(L), we conclude. �

One can immediately reduce to the case where R is an algebra over E(k) for some perfect
k, which gives a canonical E-colocalization map (cf. Theorem 2.38)

E(R[)→ R.

Informally speaking, the proof proceeds by transfinitely modifying the ring R until the E-
colocalization map is an equivalence. The modifications each produce a nilpotence detecting
map R → R′ (in particular, R′ 6= 0) and come in three flavors: getting rid of odd homo-
topy elements (Proposition 5.17), ensuring that the E-colocalization map is surjective on π0

(Proposition 5.15), and ensuring R[ is of Krull dimension zero20 (Theorem 4.40 and Corol-
lary 4.44). Using the small object argument (Corollary 4.37), we may transfinitely iterate
these processes to produce a ring with all these properties. We then show that the resulting
ring is necessarily of the desired form E(A) (cf. Proposition 5.9).

In order to illustrate this argument, we first prove Theorem 5.1 in the simpler case of
characteristic 0 in Section 5.1, where the argument takes the same general form. We then
give a more careful outline of the strategy for positive heights in Section 5.2, leaving the
important technical results to the subsequent sections.

5.1. The case of height 0.
For a Q-algebra A, we have π∗(E(A)) = A[u±1] for |u| = 2. Our goal is to prove:

Theorem 5.3. Let R ∈ CAlg(SpQ). Then there exists a reduced Q-algebra A of Krull
dimension 0 and a nilpotence detecting map R→ E(A).

First, note that the map Q → E(Q) admits a retract in spectra and thus the functor
− ⊗ E(Q) is conservative. Hence, by Lemma 4.18, the map Q → E(Q) detects nilpotence.
It therefore suffices to show:

Theorem 5.4. Let k be a field of characteristic 0 and R ∈ CAlgE(k)(SpQ). Then there exists
a reduced k-algebra A of Krull dimension 0 and a nilpotence detecting map R→ E(A).

19Recall that in the case of height n = 0, “perfect” means that A is reduced, and E(A) := A[u±1] where
the generator u is in degree 2.

20In this situation, it turns out this automatically guarantees the injectivity of the E-colocalization on
π0.
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We will prove Theorem 5.4 by using Corollary 4.37 for a set S comprised of two maps.

Definition 5.5. Define the following two maps in CAlgE(k)(SpQ):

(1) f0 : E(k)[t]→ E(k)[t±1]× E(k) as in Lemma 4.39.

(2) h0 : E(k){z1} z1 7→0−−−→ E(k) for z1 a generator of degree 1. /

Proposition 5.6. The maps f0 and h0 detect nilpotence.

Proof. f0 detects nilpotence by Lemma 4.39. By [Mat17, Proposition 3.8] h0 is conservative
and thus by Lemma 4.18 also detects nilpotence. �

Proposition 5.7. Let S0 = {f0, h0} ⊂ CAlgE(k)(SpQ)∆1

and R ∈ CAlgE(k)(SpQ). Then
S0 ⊥ R if and only if π0(R) is reduced of Krull dimension 0 and π∗(R) = π0(R)[u±1].

Proof. It is clear that h0 ⊥ R if and only if π1(R) = 0 if and only if π∗(R) ∼= π0(R)[u±1]. It
thus remains to show that f0 ⊥ R if and only π0(R) is reduced of Krull dimension 0. Indeed
f0 ⊥ R if and only if the map

π0(MapCAlgE(k)(SpQ)(E(k)[t±1]× E(k), R))→ π0(MapCAlgE(k)(SpQ)(E(k)[t], R))

is surjective. Since k is rational, E(k)[t] is a free commutative algebra and so this map of
sets is isomorphic to the map of sets:

MapCRing(Z[x±1]× Z, π0(R))→ MapCRing(Z[x], π0(R)).

The conclusion then follows from Proposition 4.41. �

Combining the previous two results, we may now prove Theorem 5.4.

Proof of Theorem 5.4. Applying Corollary 4.37 with S0 as in Proposition 5.7, we conclude
that there is a nilpotence detecting map R → R′ such that S0 ⊥ R′. By Proposition 5.7,
π0(R′) is reduced of Krull dimension 0 and π∗(R′) ∼= π0(R′)[u±1].

Unfortunately, it is not clear that this implies R′ ' E(π0(R′)). In order to get around
this, we will map R′ to the product of its residue fields. Let {Fx}x∈Spec(π0(R′)) be the set of
residue fields of π0(R′). By Lemma 4.51, we have for each x ∈ Spec(π0(R′)) a flat R′-algebra
R′x such that π∗(R′x) ∼= π0(R′x)[u±1] and such that the map π0(R′)→ π0(R′x) is isomorphic to
the map π0(R′)→ Fx. We claim that there is an equivalence R′x ' E(Fx) in CAlgE(k)(SpQ).
Indeed, as E(Fx) = E(k)⊗kFx, it is enough to construct a map Fx → R′x in CAlgk(SpQ) that
induces an isomorphism on π0. Now since Fx is connective, this is equivalent to constructing
such a map to R̃′x := τ≥0R

′
x. We have that Fx ∼= τ≤0(R̃′x), so our goal is to lift this map

inductively from τ≤nR̃′x to τ≤n+1R̃′x. Since the map τ≤n+1R̃′x → τ≤nR̃′x is a square-zero
extension, this is always possible as Fx is formally smooth over k.

Collecting the resulting maps R′ → E(Fx) for all x ∈ Spec(π0(R′)), we obtain a map

f : R′ →
∏

x∈Spec(π0(R′))

E(Fx) ∼= E

(∏
x

Fx

)
which is surjective on Spec(π0(−)). By Theorem 4.52, this means that f detects nilpotence.
Composing with the nilpotence detecting map R → R′, we get a nilpotence detecting map
R→ E(

∏
x Fx). Since

∏
x Fx is reduced of Krull dimension 0, we are done.

�
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5.2. The case of positive height.
For the remainder of this section, we will consider Theorem 5.1 in the case when our

fixed height n is at least 1. We start by giving an outline of the proof which is completely
analogous to the height 0 case but requires significant additional technical inputs, which are
supplied in Subsections 5.3 and 5.4.

First, since the map 1T (n) → E(k) detects nilpotence for any E(k) of height n [DHS88],
it suffices to show:

Theorem 5.8. Let k be a perfect field of characteristic p, and let R ∈ CAlg∧E(k). Then there
exists a perfect k-algebra A of Krull dimension 0 and a nilpotence detecting map R→ E(A).

The approach is centered around the following detection result for Lubin-Tate theories:

Proposition 5.9. Consider the following three conditions on a commutative algebra R ∈
CAlg∧E(k):

(1) R[ is of Krull dimension 0.
(2) The E-colocalization map E(R[)→ R is surjective on π0.
(3) π1(R) = 0.
If (1) is satisfied, then the E-colocalization map E(R[) → R is injective on π0. Conse-

quently, the ring R is equivalent to E(A) for some perfect A of Krull dimension 0 if and
only if all three conditions are satisfied.

Proof. For the first claim, by Corollary 3.51, it suffices to show that the reduction modulo
m

R[ → π0(R)/m

is injective. But since R[ ∼= (π0(R)/m)[, the statement follows from Corollary 4.43.
To deduce the second statement, it is clear that E(A), for A perfect of Krull dimension

0, satisfies (1), (2), and (3). Conversely, if all three conditions are satisfied, then the first
claim implies that the E-colocalization map induces an isomorphism in even degrees, and
(3) implies it induces an isomorphism in odd degrees.

�

Given this characterization of Lubin-Tate theories, we prove Theorem 5.8 by combining
the following two propositions:

Definition 5.10. Define the following three maps in CAlg∧E(k):

(1) f : E(k[t1/p
∞

])→ E(k[t±1/p∞ ])× E(k) as in Theorem 4.40.
(2) g : E(k){z0} → E(A) for A = (π0(E(k){z0})/I)perf , which is to be defined in Defi-

nition 5.14.
(3) h : E(k){z1} z1 7→0−−−→ E(k). /

We have already shown that f detects nilpotence in Theorem 4.40. In Section 5.3, we
will define the map g and show that it detects nilpotence. Finally, the goal of Section 5.4 is
to show that h detects nilpotence. Given these inputs, we can finish the proof of the main
theorem by applying the small object argument in a manner analogous to the rational case.

Proposition 5.11. Let S0 = {f, g, h} ⊂ (CAlg∧E(k))
∆1

and R ∈ CAlg∧E(k). Then S0 ⊥ R if
and only if R is equivalent to E(A) for some perfect A of Krull dimension 0.

Proof. It suffices to show that S0 ⊥ R if and only if R satisfies the conditions of Proposi-
tion 5.9. Indeed, (1) is equivalent to f ⊥ R by Corollary 4.44, (2) is equivalent to g ⊥ R by
Proposition 5.15, and (3) is equivalent to h ⊥ R by Proposition 5.17. �
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Proof of Theorem 5.8. The maps in the set S0 of Proposition 5.11 detect nilpotence (Theo-
rem 4.40, Proposition 5.15, Proposition 5.17), so applying Corollary 4.37, we learn that any
R ∈ CAlg∧E(k) admits a map of commutative algebras to some R′ such that S0 ⊥ R′, and so
we are done by Proposition 5.9. �

5.3. Making the E-colocalization surjective on π0.
The goal of this subsection is to construct the map g of Definition 5.10 such that g ⊥ R

if and only if the E-colocalization map

E(R[)→ R

is surjective on π0, and to show that g detects nilpotence.

Notation 5.12. We let k{z0} := π0(E(k){z0})/m. Note that by Strickland’s theorem
(Theorem 3.2521), this is a polynomial ring on infinitely many generators. /

Using the results of Section 3 on the cofreeness of Lubin–Tate theory, we have the following
identification:

Lemma 5.13. Let A be a perfect k-algebra. Then the functor

(π0(−)/m)
]

: CAlg∧E(k) → Perfk

induces an isomorphism

π0

(
MapCAlg∧

E(k)
(E(k){z0}, E(A))

)
→ MapPerfk

(
k{z0}], A

)
Proof. We factor the map as

π0

(
MapCAlg∧

E(k)
(E(k){z0}, E(A))

)
π0−→ MapT(π0(E(k){z0}), π0(E(A)))

((−)/m)]−−−−−−→ MapPerfk
(k{z0}], A).

and show that both of these maps are isomorphisms. For the second map, this follows from
the cofreeness of Lubin–Tate theory from Theorem 3.4. For the first map, we consider the
following diagram

π0

(
MapCAlg∧

E(k)
(E(k){z0}, E(A))

)
π0Ω∞E(A)

MapT(π0(E(k){z0}), π0(E(A))) MapT(T(π0(E(k))), π0(E(A))) π0(E(A)),

π0
∼=

where the top horizontal map is evaluation at z0, T(π0(E(k))) is the free T-algebra on the
generator z0, the bottom left horizontal map is induced by precomposition with the map
T(π0E(k)) → π0(E(k){z0}) and the bottom right horizontal map is evaluation at z0. The
evaluation at z0 map is an isomorphism since E(k){z0} is the free T (n)-local E(k)-algebra
on the class z0 (resp. since T(π0E(k)) is the free T-algebra on the class z0). The bottom
left map is an isomorphism since π0E(A) is m-adically complete (Theorem 2.38(3)) and
T(π0E(k))∧m

∼= π0(E(k){z0}) (see [Rez09, Proposition 4.17]). �

Definition 5.14. Define
g : E(k){z0} → E(k{z0}])

to be the map that corresponds to the identity of k{z0}] under the bijection of Lemma 5.13.
/

21Note that T(E0)/m ∼= k{z0}.
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Proposition 5.15. We have:

(1) The functor

−⊗E(k){z0} E(k{z0}]) : Mod∧E(k){z0} → Mod∧E(k){z0}

induced by g is conservative. In particular, by Lemma 4.18, g detects nilpotence.
(2) For R ∈ CAlg∧E(k), we have g ⊥ R if and only if the map π0(E(R[)) → π0(R) is

surjective.

Proof. For (1), because the functor

(−)/m : Mod∧E(k)(SpT (n))→ Mod∧E(k)/m(SpT (n))

is conservative, it is enough to observe that the map g has a retract after reducing modulo
m. Indeed, this follows immediately from the fact that k{z0} is a polynomial algebra and
thus the module k{z0}] is free as a k{z0}-module.

For (2), we have

π0 MapCAlg∧
E(k)

(E(k{z0}]), R) ∼= π0 MapCAlg∧
E(k)

(E(k{z0}]), E(R[))

∼= π0 MapPerfk
(k{z0}], R[)

∼= π0 MapCAlg∧
E(k)

(E(k){z0}, E(R[))

∼= π0(E(R[))

The first two isomorphisms are Theorem 2.38, the third is Lemma 5.13, and the last is by
the definition of E(k){z0}. �

Recall that our goal is to prove that f , g and h (as defined in Definition 5.10) detect
nilpotence. At this point, we have shown that f and g detect nilpotence. Our proof that h
detects nilpotence, which we turn to in the next section, uses the following corollary of the
fact that f and g detect nilpotence.

Corollary 5.16. Let R ∈ CAlg∧E(k). Then there exists a nilpotence detecting commutative
ring map R→ R′ such that the E-colocalization

E(R′[)→ R′

induces an isomorphism on π0.

Proof. The proof is a variant of the proof of Theorem 5.8. Namely, we let S1 ⊂ CAlg∧E(k)
∆1

be the set of maps

(1) f : E(k[t1/p
∞

])→ E(k[t±1/p∞ ])× E(k) as in Theorem 4.40.
(2) g : E(k){z0} → E(A) for A = (π0(E(k){z0})/I)], as in Definition 5.14.

Then the maps in S1 detect nilpotence by Theorem 4.40 and Proposition 5.15; hence, Corol-
lary 4.37 supplies a nilpotence detecting commutative ring map R→ R′ such that S1 ⊥ R′.
But Corollary 4.44 and Proposition 5.15 imply that S1 ⊥ R′ if and only if R′ satisfies con-
ditions (1) and (2) of Proposition 5.9. Applying the first conclusion of Proposition 5.9, we
conclude that the E-colocalization of R′ induces an isomorphism on π0. �
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5.4. Quotienting by odd classes.
Now that we have handled f and g, we will now turn to the map h, which handles the

odd elements. We show:

Proposition 5.17. Let

h : E(k){z1} z1 7→0−−−→ E(k)

as in Definition 5.10. Then
(1) h detects nilpotence.
(2) For R ∈ CAlg∧E(k), we have h ⊥ R if and only if π1(R) = 0.

Part (2) is immediate, so the content of Proposition 5.17 is in statement (1). For any
R ∈ CAlg∧E(k), an element α ∈ π1(R) determines a map E(k){z1} → R by z1 7→ α and we
denote by

hα : R→ R//∞α

the commutative algebra map obtained by base-change along h. We then deduce (1) from
the following more general statement:

Proposition 5.18. Let R ∈ CAlg∧E(k) such that π0(R) is reduced and α ∈ π1(R). Then the
fiber of the map

hα : R→ R//∞α

is ⊗2-phantom. In particular, by Lemma 4.28, hα detects nilpotence.

We first deduce Proposition 5.17 from Proposition 5.18.

Proof of Proposition 5.17 from Proposition 5.18. As noted, the essential content is (1). By
Corollary 5.16, there is a map q : E(k){z1} → R̃ such that R̃ has the property that the
E-colocalization map E(π0(R̃)[)→ R̃ induces an isomorphism on π0. In particular, π0R̃ is
reduced. Consider the commutative square

E(k){z1} R̃

E(k) R̃//∞q(z1).

q

h
hq(z1)

The top row detects nilpotence by assumption, and the right vertical map detects nilpotence
by Proposition 5.18. Therefore, by Lemma 4.30(2), h detects nilpotence as well. �

The proof of Proposition 5.18 occupies the rest of this section. In Section 5.4.1, we
give a criterion for checking that a map M → R in Mod∧E(k) is ⊗2-phantom in terms of the
existence of a filtration onM whose quotients are odd suspensions of R. Then, we construct
such a filtration for the fiber of the map hα in Section 5.4.2, finishing the proof.

5.4.1. Nilpotence of odd maps.

Definition 5.19. Let N≤ denote the poset of nonnegative integers under the natural order-
ing, with 0 the initial object, and let N denote the nonnegative integers with trivial poset
structure. The categories N≤ and N acquire symmetric monoidal structures under addition.

For a symmetric monoidal stable ∞-category C, let Fil(C) := Fun(N≤, C) and Gr(C) :=
Fun(N, C) be the symmetric monoidal categories of (non-negatively) filtered and graded
objects in C with the Day convolution.
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Then there is a diagram of symmetric monoidal functors

C Fil(C) Gr(C) C,
ct

grcolim
⊕

where the functor gr takes the associated graded and ct gives an object of C the constant
filtration. The functor ct is then right adjoint to the functor colim, which takes a filtered
object to its colimit, and

⊕
is the functor which takes the sum of all the graded pieces.

Note that
⊕

and gr are conservative. For M ∈ Fil(C) and l ∈ N, we denote by M〈l〉 the
filtered object such that M〈l〉• = M•+l. Note that there is a canonical map τ l : M〈l〉 →M
which induces the identity after applying colim. The reader is referred to [Lur15, §2] for
additional background and proofs of these facts.

Definition 5.20. Let C be a symmetric monoidal stable ∞-category. For M ∈ Gr(C), we
will say that M is purely even if for all i ∈ N, Mi is a finite direct sum of even suspensions
of 1C . In this case, the rank of M , which we denote by rank(M), is the total number of
summands in

⊕
i∈NMi. If ΣM is purely even of rank r, then we say that M is purely odd

of rank r.
For M ∈ Fil(C), we say M is purely even (resp. purely odd) of rank r if gr(M) is purely

even (resp. purely odd) of rank r.

An immediate corollary of these definitions and the fact that gr is a symmetric monoidal
functor is:

Lemma 5.21. For M,N ∈ Fil(C), we have:
(1) If M and N are purely even (or both purely odd), then M ⊗N is purely even.
(2) If F : C → D is a unital exact functor, then F sends purely even (resp. purely odd)

objects in Fil(C) to purely even (resp. purely odd) filtered objects in Fil(D).

In proving Proposition 5.18 we will use the following criterion for producing ⊗2-phantom
maps.

Lemma 5.22. Let R ∈ CAlg∧E(k) such that π0(R) is reduced and let M• ∈ Fil(Mod∧R) be
purely odd. Then any map colimM• → R is ⊗2-phantom.

The remainder of Section 5.4.1 will be devoted to the proof of Lemma 5.22, so fix R as in
its statement. We start by considering the rational case. Here, purely odd filtered objects
have the following nilpotence property:

Lemma 5.23. If T is a commutative Q-algebra and M• ∈ Fil(ModT ) is purely odd of rank
m, then (M⊗m+1

• )hΣm+1
= 0.

Proof. Since the functor ⊕
◦gr : Fil(ModT )→ ModT .

is symmetric monoidal, conservative, and commutes with colimits, it is enough to show that
(
⊕

gr(M•))
⊗m+1
hΣm+1

= 0. This amounts to showing that the sum of m odd suspensions of T
is zero after applying (−)⊗m+1

hΣm+1
. Since any sum of suspensions of T is induced up from Q,

it suffices to observe that this is true in the case of Q where it is easy. �

Lemma 5.24. Let T be a commutative Q-algebra whose even homotopy groups are reduced.
Suppose that N1

f−→ N2
g−→ ct(T ) is a sequence of maps in Fil(ModT ) such that N1 is purely

even of rank 1 and N2 is purely odd of finite rank. Then the composite g ◦ f is null.
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Proof. Since the even homotopy groups of T are reduced and N1 is even of rank 1 (i.e.,
equivalent to some Σ2jct(R)〈l〉), it is enough to show that g ◦ f is nilpotent. For this we
consider the following diagram

N⊗m1 N⊗m2 ct(T )⊗m

(N1)⊗mhΣm
(N2)⊗mhΣm

ct(T )⊗mhΣm

f⊗m g⊗m

where the outside vertical maps are equivalences since N1 and ct(T ) are purely even of rank
1 and T is a Q-algebra. To conclude we use Lemma 5.23 and the assumption that N2 is
purely odd of finite rank to find that (N2)⊗mhΣm

= 0 for m� 0. �

The following lemma allows us to bootstrap from the rational case to the T (n)-local case.

Lemma 5.25. Let R ∈ CAlg∧E(k) such that π0(R) is reduced. Then the map R→ R⊗Q is
injective on even homotopy groups.

Proof. Since R is an E(k)-algebra, it is 2-periodic and therefore it is enough to prove the
statement on π0. Now by [Kuh04a], SpT (n) is 1-semi-additive and thus considering R as
an object in CAlg(SpT (n)), we get by [CSY22, Corollary 4.3.5] that every torsion element
in π0(R) is nilpotent. Since π0(R) is reduced, we get that π0(R) is torsion-free and thus
embeds in π0(R⊗Q).22 �

Lemma 5.26. Let R ∈ CAlg∧E(k) such that π0(R) is reduced. Suppose that N1
f−→ N2

g−→
ct(R) is a sequence of maps in Fil(Mod∧R) such that N1 is purely even of rank 1 and N2 is
purely odd of finite rank. Then the composite g ◦ f is null.

Proof. Note that by adjunction,

HomFil(Mod∧R)(N1, ct(R)) = HomMod∧R
(colimN1, R).

Since N1 is purely even of rank 1, this means that there is an equivalence N1 ' Σ2jct(R)〈l〉
for some l ∈ N and j ∈ Z, and so g ◦ f can be identified with a class in π2j(R) for some j.
Thus, by Lemma 5.25, it suffices to show that this element vanishes rationally.

Note that the functor
LQ : Mod∧R → ModR⊗Q

is exact and unital23, which by Lemma 5.21(2) means that the induced functor

LQ : Fil(Mod∧R)→ Fil(ModR⊗Q)

preserves purely odd objects of finite rank. By Lemma 5.24, this implies that the composite
g ◦ f is null after applying LQ, as desired. �

We now generalize Lemma 5.26 to the case where N1 is of arbitrary finite rank.

Lemma 5.27. Let R ∈ CAlg∧E(k) such that π0(R) is reduced. Suppose N1
f−→ N2

g−→ ct(R)

is a sequence of maps in Fil(Mod∧R) such that N1 is purely even of finite rank and N2 is
purely odd of finite rank. Then the composite g ◦ f is null.

22Alternatively one can use the May nilpotence conjecture, as proven in [MNN15, Theorem B].
23Note that LQ does not preserve colimits and is also not symmetric monoidal, and thus is not a map in

Prrig.
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Proof. We proceed by induction, starting with the case that N1 is of rank 1, which is
Lemma 5.26. For the general case, recall that the map τ l : N1〈l〉 → N1 induces the identity
on colim. Thus, by replacingN1 byN1〈l〉 for l� 0, we may assume without loss of generality
that if m ∈ N is the minimal integer for which (N1)m 6= 0, then we have that gr(N2)r = 0
for r ≥ m.

Then we may choose a map i : Σ2jct(R)〈m〉 → N1 in Fil(Mod∧R) which is the inclusion of
a direct summand on gr(−)m. Let N ′1 denote the cofiber of i. Note that N ′1 is purely even
with rank(N ′1) = rank(N1)− 1. Now consider the diagram

Σ2jct(R)〈m〉 N1 N2 ct(R)

0 N ′1 N ′2

i f g

p
f ′

p g′

where N ′2 is defined as the displayed pushout. Observe that because gr(N2)m = 0, the
composite f ◦i is null after applying gr, and therefore gr(N ′2) = gr(N2)⊕gr(Σ2j+1ct(R)〈m〉).
Since N2 is purely odd, this implies that N ′2 is also purely odd and rank(N ′2) = rank(N2)+1.

Now, the composite along the top row is null by Lemma 5.26, and therefore we obtain
the dashed arrow g′. Moreover, by the inductive hypothesis, g′ ◦ f ′ is null, so g ◦ f is null
as well. �

We are now ready to prove Lemma 5.22.

Proof of Lemma 5.22. First suppose that M• is purely odd of finite rank. Note that the
given map f∞ : colimM• → R is adjoint to a map f : M• → ct(R) in Fil(Mod∧R). Then, the
map f⊗2

∞ is the colimit of f⊗2, which can be factored as a composite

M⊗2
•

f⊗id−−−→M•
f−→ ct(R),

which is necessarily null (and in particular phantom) by combining Lemma 5.21 and Lemma 5.27.
The case of a general purely odd M• then follows by Lemma 4.27. �

5.4.2. Lifting hα to filtered objects.
In this section, we will deduce Proposition 5.18 from Lemma 5.22. To do this, for any

α ∈ π1(R), we will construct a filtered commutative R-algebra Rα• ∈ Fil(Mod∧R) such that:
(1) There is an equivalence

R//∞α ' colimRα•

in CAlg∧R.
(2) The fiber of the unit map ct(R)→ Rα• is purely odd.

Construction 5.28. Given a T (n)-local commutative algebra R, let ct(R){z1〈1〉} denote
the free filtered commutative R-algebra with an element z1〈1〉 in filtration 1 and degree 1.
Then, for a class α ∈ π1R, the image of α in filtration 1 of ct(R) determines the top map
in:

ct(R){z1〈1〉} ct(R)

ct(R)

α〈1〉

0

and we define Rα• as the pushout in CAlg(Fil(Mod∧R)).
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Lemma 5.29. There is an equivalence

R//∞α ' colimRα•

in CAlg∧R.

Proof. This follows from the fact that colim: Fil(Mod∧R)→ Mod∧R is a symmetric monoidal
left adjoint. �

Lemma 5.30. Let α ∈ π1(R). Then there is an equivalence

gr(Rα• ) ' gr(ct(R){β2〈1〉})
in CAlg(Gr(Mod∧R)).

Proof. Since gr is symmetric monoidal and α〈1〉 has trivial image in the associated graded,
gr(Rα• ) is given by the pushout

gr(ct(R){z1〈1〉}) gr(ct(R))

gr(ct(R)) •

0

0

which is just gr(ct(R){β2〈1〉}) because gr preserves free algebras (note that gr(ct(R)) =
gr(ct(R)){0}) and the free algebra functor gr(ct(R)){−} preserves pushouts. �

Lemma 5.31. Suppose α ∈ π1(R). Then:
(1) Rα• is purely even.
(2) The unit map gr(ct(R))→ gr(Rα• ) induces an equivalence in grading 0.

In particular, this implies that fiber of the unit map ct(R)→ Rα• is purely odd.

Proof. By Lemma 5.30, we have

gr(Rα• )i ∼= gr(R{β2〈1〉})i ∼= (Σ2R)⊗ihΣi
.

Since R is an E(k)-algebra, this can be identified with

LT (n)R[BΣi] ' R⊗E(k) LT (n)E(k)[BΣi],

which is a finite rank free R-module by [Str98]. (2) is clear by Lemma 5.30. �

Proof of Proposition 5.18. The fiber of the the map

uRα• : ct(R)→ Rα• .

is purely odd by Lemma 5.31, so its colimit is ⊗2-phantom by Lemma 5.22. On the other
hand the colimit of uRα• is hα. �

6. The Nullstellensatz

Let L be an algebraically closed field. Then Hilbert’s Nullstellensatz asserts that for any
finite set {xi}i∈I of generators and proper ideal J ( L[{xi}i∈I ], there exists a L-algebra
map

L[{xi}i∈I ]/J → L,

corresponding to a common root of the polynomials in J .
In this section, we will prove a chromatic analogue of this statement. In fact we will

consider a more general setting: note that the above statement does not necessarily hold if
the set I of generators is infinite. Nevertheless, Lang observed that it does hold true if the
cardinality of L is sufficiently large. More precisely:
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Theorem 6.1. The following are equivalent for a nonzero ring B and an infinite cardinal
α:

(1) The ring B is an algebraically closed field and |B| ≥ α.
(2) For any set I of size strictly less than α and any proper ideal J ( B[{xi}i∈I ], the

B-algebra B[{xi}i∈I ]/J admits a B-algebra map to B.

Proof. In [Lan52], Lang proves that (1) and (2) are equivalent under the assumption that
B is an algebraically closed field. Thus, it will suffice for us to show that (2) implies that B
is an algebraically closed field.

Assume that B satisfies (2). We first claim that B is field. Indeed, let b ∈ B be a
non-invertible element. Then take I = ∅ and consider the ideal J = (b) ⊂ B. Since b is
non-invertible, J is a proper ideal so we get a retract for the map B → B/b and thus b = 0.
To see that B is an algebraically closed field, take I to be a singleton and let f(x) ∈ B[x]
be a non-constant polynomial. Now J = (f(x)) ( B[x] is a proper ideal, so we get a retract
of the map B → B[x]/(f(x)) and thus f(x) admits a root in B. �

Accordingly, we define:

Definition 6.2. We say that a presentable∞-category C is α-Nullstellensatzian for a regular
cardinal α if every α-compact and non-terminal object admits some map to the initial object.
We say that an object R in a presentable ∞-category C is α-Nullstellensatzian if R is non-
terminal and CR/ is α-Nullstellensatzian. /

Note that if β ≤ α and R is α-Nullstellensatzian, then R is β-Nullstellensatzian. If R is
ω-Nullstellensatzian, we will say that it is Nullstellensatzian.

Theorem 6.1 implies that an ordinary commutative ring B is α-Nullstellensatzian if and
only if B is an algebraically closed field of cardinality at least α. Our goal in this section is
to deduce from Corollary 5.2 a full characterization of objects that are α-Nullstellensatzian
in CAlg(SpT (n)).

Theorem 6.3. For any 0 6= R ∈ CAlg(SpT (n)), R is α-Nullstellensatzian if and only if
there exists some algebraically closed field L and cardinality |L| ≥ α such that R = E(L).24

We start in Section 6.1 by phrasing a sense in which any NullstellensatzianR ∈ CAlg(SpT (n))

admits roots of “T (n)-local polynomial equations.” Using Corollary 5.2, this is enough to
imply that any such R is a Lubin-Tate theory associated to an algebraically closed field.
We deduce this in Section 6.2, and then add in cardinality considerations, including Lang’s
result, to deduce our full characterization of α-Nullstellensatzian rings.

Finally, in Section 6.3, we consider the related question of whether dualizable algebras
over an algebraically closed Lubin-Tate theory E(k) admit sections. Using the characteri-
zation of α-Nullstellensatzian algebras, we show that this holds at least when the field k is
uncountable.

6.1. Splitting polynomials.
Classically, a defining property of an algebraically closed field L is that any polynomial

P ∈ L[x] which has a root in some extension of L also has a root in L. In this section,
we phrase a version of this property which holds for a Nullstellensatzian algebra A in any
presentably symmetric monoidal stable ∞-category.

24Once again, recall that if n = 0, then L will be of characteristic 0 and E(L) = KU ⊗ L.
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Proposition 6.4. Let C be a presentably symmetric monoidal stable ∞-category and let
R ∈ CAlg(C) be Nullstellensatzian. For W ∈ ModR(C)ω a compact R-module and T ∈
CAlgR(C), we let 0 : R{W} → T denote the R-algebra map from the free commutative
R-algebra on W induced by the zero map W → T .

Then, for any W1,W2 ∈ ModR(C)ω and map P : R{W1} → R{W2} in CAlgR(C), the
following are equivalent:

(1) There exists a nonzero T ∈ CAlgR(C) and a factorization in CAlgR(C):

R{W1} R{W2}

T.

P

0

(2) There exists a factorization in CAlgA(C):

R{W1} R{W2}

R.

P

0

Proof. It suffices to show that (1) implies (2). Consider the free forgetful adjunction

R{−} : ModR(C)� CAlgR(C) :U.

Since U preserves sifted and therefore filtered colimits ([Lur17, Corollary 3.2.3.2])), its left
adjoint R{−} preserves compact objects. Hence, since W1,W2 ∈ ModR(C)ω, it follows that
the algebras R{W1} and R{W2} are compact in CAlgR(C). By assumption on T , there is a
commutative diagram

R{W1} R{W2}

R T.

P

0

and thus a map from the pushout to T

Q := R⊗R{W1} R{W2} → T.

Since Q is a pushout of compact objects in CAlgR(C), Q is itself compact in CAlgR(C).
Moreover, since T 6= 0, the existence of a ring map Q → T implies that Q 6= 0. Thus,
since R is ω-Nullstellensatzian, there exists a retract R → Q → R which gives the desired
factorization. �

One can think of this proposition as saying that P “has a root” in some nonzero R-algebra
T if and only if it does in R. Applied in the case that P is a “constant polynomial,” we
obtain the following:

Corollary 6.5. Let C be a presentably symmetric monoidal stable ∞-category and let R ∈
CAlg(C) be Nullstellensatzian. Then for any 0 6= T ∈ CAlgR(C) and any W ∈ ModR(C)ω,
the induced map

MapSp
C (W,R)→ MapSp

C (W,T ) ∈ Sp

on mapping spectra is injective on π∗.
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Proof. Suppose x ∈ ker(πk MapSp
C (W,R)→ πk MapSp

C (W,T )) and consider the map of com-
mutative algebras

x : R{ΣkW} → R

induced by x. By the choice of x, the composite

R{ΣkW} x−→ R→ T

is homotopic to 0: R{ΣkW} → T . Thus, we may apply Proposition 6.4 with P = x (where
W1 = ΣkW is compact because W is, and W2 = 0). It follows that 0: R{ΣkW} → R is
homotopic to x : R{ΣkW} → R, so x was zero in πk MapSp

C (W,R). �

6.2. T (n)-local Nullstellensatzian rings.
In this section, we will prove our main theorem, which characterizes α-Nullstellensatzian

algebras in SpT (n). First, we show:

Lemma 6.6. Let 0 6= R ∈ CAlg(SpT (n)) be ω-Nullstellensatzian. Then R is even and
therefore complex orientable.

Proof. By Corollary 5.2, there exists a map R → E(L) for some algebraically closed field
L. Let Vn be a type n generalized Smith-Toda complex (note that V0 = S). Since LT (n)Vn
is compact in SpT (n) by [HS99, other Refrence], then by Corollary 6.5, the map

Vn ⊗R→ Vn ⊗ E(L)

is injective on homotopy groups. Since Vn ⊗E(L) is even, this implies that Vn ⊗R is even.
By Lemma 2.29, we conclude. �

Construction 6.7. Since R is even and complex orientable, we may choose elements

p, v1, · · · , vn−1 ∈ π∗R.

By Construction 2.24, the R-module

K := R//(p, v1, · · · , vn−1)

acquires the structure of an E1-R-algebra.25 /

Lemma 6.8. The R-module K of Construction 6.7 is compact.

Proof. Since K is generated under finite colimits from R, it is dualizable and thus K⊗Vn ∈
(Mod∧R)ω. But K is a retract of K ⊗ Vn and thus is also compact. �

Proposition 6.9. Let 0 6= R ∈ CAlg(SpT (n)) be ω-Nullstellensatzian. Then, for the algebra
K of Construction 6.7, the graded ring π∗K is even periodic and π0(K) is an algebraically
closed field.

Proof. The proof of this proposition passes through the following more technical statements
about π∗(K).

(1) The graded ring π∗(K) is even and commutative.
(2) Suppose t1, . . . , tl are polynomial variables of even degrees 2d1, · · · , 2dl and f ∈

π∗(K)[t1, . . . , tl] is a non-constant homogeneous polynomial. Then there exist x1, . . . xl ∈
π∗(K) with xi of degree 2di such that f(x1, . . . , xl) = 0.

25In particular, at height n = 0, the sequence of elements is empty and K ∼= R.
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By Corollary 5.2, there exists a map R → E(L) for some algebraically closed field L.
Since K is compact (Lemma 6.8), we can use the dual of the compact R-module K as W
in Corollary 6.5 and conclude that the map

ι : K → K ⊗R E(L) ' E(L)//m

is injective on homotopy groups. Since π∗(E(L)//m) = Lu±1] is even and commutative, this
implies that π∗K is as well.

To prove (2) we first show that π∗(E(k)//m) = Lu±1] satisfies condition (2). Indeed, given
f ∈ Lu±1][t1, · · · , tl] as above, by using u, we can reduce the case that f ∈ L[t1, · · · , tl] and
di = 0 for i ∈ 1, . . . , l. In this case, the statement follows from the classical Hilbert’s
Nullstellensatz.

Now to prove that π∗(K) satisfies condition (2), let f ∈ π∗(K)[t1, · · · , tl] as above. Choose
f̃ ∈ π∗(K)〈t1, · · · , tl〉 a lift to non-commutative polynomials. Since K is an E1-R-algebra,
the functor

π∗(−⊗R K) : CAlg∧R → Fun(Z,Set)

factors through the category of graded (not necessarily commutative) rings with a map from
π∗(K). It follows that f̃ determines a natural transformation

f̃ :

l∏
i=1

π2di(−⊗R K)→ π2d(−⊗R K)

where 2d = 2
∑
di is the degree of f . This is corepresented by some map of free algebras

Pf : R{Σ2dK∨} → R{
l⊕
i=1

Σ2diK∨}.

As we showed above, when f is nonconstant, the image of f under the inclusion ι has
a solution in π∗(E(L)//m). Unwinding the definitions, this means that condition (1) of
Proposition 6.4 is satisfied with C = Mod∧R, P = Pf and T = E(L), and so Proposition 6.4
implies that f has a solution in π∗(K),

Finally, we are ready to use (1) and (2) to finish the proof. Taking f(t1, t2) = t1t2 − 1
with t1 in degree 2 and t2 in degree −2, we learn that π∗(K) has a unit in degree 2. To see
that π0(K) is a field, we note that for any nonzero a ∈ π0(K), the polynomial f(t) = at− 1
with t in degree 0 is non-constant and therefore has a solution in π0(K). Finally, taking
non-constant polynomials f ∈ π0(K)[x] for x in degree 0, the condition directly implies that
π0(K) is algebraically closed. �

Remark 6.10. The property (2) which appears in the proof of Proposition 6.9 can be
interpreted as saying that π∗(K) is Nullstellensatzian as a graded commutative ring. /

We have now shown:

Proposition 6.11. Let 0 6= R ∈ CAlg(SpT (n)) be ω-Nullstellensatzian. Then, there exists
an algebraically closed field L and an equivalence R ∼= E(L).

Proof. This follows by combining Proposition 6.9 with Corollary 2.30. �

Combining this with Corollary 5.2 and cardinality considerations, we deduce our charac-
terization of T (n)-local α-Nullstellensatzian rings.

Theorem 6.12. Let α be a regular cardinal and 0 6= R ∈ CAlg(SpT (n)). Then R is α-
Nullstellensatzian if and only if there is an algebraically closed field L with |L| ≥ α such
that A ∼= E(L).
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Proof. First assume thatR is α-Nullstellensatzian. ThenR is in particular ω-Nullstellensatzian
and so by Proposition 6.11, R ∼= E(L) for some algebraically closed L. We wish to show
that |L| ≥ α. If α = ω this is clear, so it is enough to consider the case α > ω. Assume
for the sake of contradiction that |L| < α. We claim that the perfect field F := L(tp

−∞
)

(F := L(t) when n = 0) is α-compact as an object of CRingL/. Indeed, consider the poset

Q = {I ⊂ L||I| < ω}

ordered by inclusion. For I ∈ Q, let fI :=
∏
i∈I(t− i) ∈ L[t]. Consider the functor from Q

to L-algebras defined by

H : I 7→ L[t, f−1
I ].

Since |Q| = |L| < α and H(I) is ω-compact in CRingL/ for all I ∈ Q, we get by [Lur09,
Proposition 5.3.4.13] that colimQH(I) = L(t) is α-compact. When n > 0, since

L(tp
−∞

) = colim[L(t)→ L(t1/p)→ L(t1/p
2

)→ · · · ],

again using [Lur09, Proposition 5.3.4.13.] we have that L(tp
−∞

) is α-compact as well.
Thus by Theorem 2.38(6), E(F ) is an α-compact R ∼= E(L) algebra. Since R is α-
Nullstellensatzian, this means there is a retract E(F ) → E(L), which is a contradiction.
We thus deduce that |L| ≥ α.

We now prove the converse: let L be an algebraically closed field of cardinality |L| ≥ α.
We wish to show that E(L) is α-Nullstellensatzian. Indeed, let B be an α-compact non-zero
E(L)-algebra. By Corollary 5.2, there exists some algebraically closed field F and a map
B → E(F ). Now consider the poset

P = {I ⊂ F ||I| < α}

ordered by inclusion and the functor from P to perfect L-algebras defined by

G : I 7→ Image(L[I]→ F )].

We have that colimP G = F and thus by Theorem 2.1,

colim
I∈P

E(G(I)) = E(F ) ∈ CAlg∧E(L).

Since α is regular, the poset P is α-filtered and thus since B is α-compact, the map B →
E(F ) factors through a map

B → E(G(I))

for some I ∈ P . It is thus enough to show that there is a retract for the map L → G(I).
Since L is perfect, it is enough to show that the map

L→ Image(L[I]→ F )

has a retract. Denote by J � L[I] the kernel of the map L[I] → F so that Image(L[I] →
F ) ∼= L[I]/J . Since F 6= 0, we have that J is a proper ideal and so the claim follows from
Theorem 6.1. Note that the case of height 0 is included in the above argument, by the
convention that being perfect in characteristic 0 is being reduced, and (−)] means modding
out by the nilradical.

�
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6.3. Dualizable algebras.
Let L be an algebraically closed field. A consequence of Hilbert’s Nullstellensatz is that

any non-zero finite dimensional L-algebra A admits a L-algebra map A→ L. One can ask
whether a similar statement holds for Lubin-Tate theories.

Question 6.13. Let L be an algebraically closed field and let R ∈ CAlg∧E(L) be a dualizable
E(L)-algebra. Does there necessarily exist a section R→ E(L)? /

We remark that dualizable E(L)-algebras are generally not compact in CAlg∧E(L) so this
does not follow from Theorem 6.12. Nevertheless, the question is of interest because there
are many naturally occurring dualizable E(L)-algebras. While we believe that the answer to
Question 6.13 should be affirmative, we have not found a proof in general—however, we give
here a proof in the special case that L is uncountable (Theorem 6.21). The key observation
is that while dualizable E(L)-algebras are not necessarily compact in CAlg∧E(L), they are
always ω1-compact. To justify this, we need some preliminary lemmas.

Lemma 6.14. Let F : C 
 D :G be an adjunction between presentable categories and κ ≤ α
a pair of regular cardinals such that C is κ-accessible. Then, the following are equivalent:

(1) G preserves α-filtered colimits.
(2) F preserves α-compact objects.
(3) F sends κ-compact objects to α-compact objects.
(4) F preserves β-compact objects for every regular β ≥ α.

Proof. This lemma is a simple enhancement of [Lur09, Prop. 5.5.7.2] and the equivalence of
(1) and (2) is immediate from this proposition. In fact, the proof given there demonstrates
that (3) implies (1). Since it is clear that (4) implies (2) implies (3), it only remains to show
that (1) implies (4). This follows since if G preserves α-filtered colimits then it preserves
β-filtered colimits as well. �

Lemma 6.15. Suppose that F : C 
 D : G is a monadic adjunction between presentable
categories such that F and GF preserve κ-compact objects for some uncountable regular
cardinal κ. Then, G detects κ-compactness.

Proof. Suppose we are given an object d ∈ D such that G(d) is κ-compact. Monadicity
provides a presentation

d ' colim
∆op

(FG)◦•(d)

of d as a geometric realization. Our assumptions on F , GF and G(d) imply that this is a
diagram of κ-compact objects. Then, since ∆op is ω1-small and κ is uncountable [Lur09,
Cor. 5.3.4.15] implies that the colimits of this diagram is κ-compact. �

Lemma 6.16. Let κ be an uncountable regular cardinal and suppose that C is a presentably
symmetric monoidal category C such that tensor products of κ-compact objects in C are κ-
compact. Then for any operad O such that each O(n) is a κ-compact space, the adjunction

FreeO : C 
 AlgO(C) : U

has the following properties:
(1) the free O-algebra functor preserves κ-compact objects,
(2) the composite FreeO ◦U preserves κ-compact objects and
(3) the underlying functor, U, detects κ-compactness.
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Proof. The underlying object functor U preserves sifted colimits [Lur17, Proposition 3.2.3.1],
therefore by Lemma 6.14 the freeO-algebra functor preserves κ-compact objects. Evaluating
FreeO ◦U on a κ-compact object X we have a presentation

U(FreeO(X)) '
⊕
n

(O(n)⊗X⊗n)hΣn .

Each term O(n) ⊗ (−)⊗n is κ-compact as a consequence of our assumptions on O and the
tensor product on C. Then, since

∐
nBΣn is ω1-small and κ is uncountable [Lur09, Cor.

5.3.4.15] implies that U(FreeO(X)) is κ-compact. Finally, Lemma 6.15 implies that (3)
follows from (1) and (2). �

In order to make it easier to use Lemma 6.16 we prove one more lemma which lets us
check the condition on the tensor product only for a single cardinality.

Lemma 6.17. Given a κ-compactly generated presentably symmetric monoidal category C,
if tensor products of κ-compact objects in C are κ-compact, then tensor products of α-compact
objects are α-compact for every α > κ.

Proof. Given a κ-compact object c, the functor c ⊗ − preserves colimits and κ-compact
objects by hypothesis. In particular, it has an adjoint and so applying Lemma 6.14, we
learn that c⊗− preserves α-compact objects. Reversing things, this means that for each α-
compact object a the functor −⊗a sends κ-compact objects to α-compact objects. Applying
Lemma 6.14 again we may conclude. �

Example 6.18. The hypotheses for C in Lemma 6.16 are satisfied for any C ∈ Prrig and in
particular, for C = SpT (n) and C = Mod∧E(L). Indeed, by Lemma 6.17, it suffices to check
that the tensor product of two compact objects is compact. But this follows from the fact
that if c is compact and d is dualizable, then the tensor product c⊗ d is compact. /

Corollary 6.19. Let κ be an uncountable regular cardinal and let E(L) be the Lubin-
Tate spectrum associated to an algebraically closed field L with |L| ≥ κ . Then for any
R ∈ CAlg∧E(L) such that the underlying E(L)-module of R is κ-compact, the unit map of R
admits a retract R→ E(L).

Proof. This is immediate from Lemma 6.16(3) and Theorem 6.12. �

Lemma 6.20. Let κ be a regular cardinal and C ∈ Prrig such that 1C is κ-compact. Then
any dualizable object in C is κ-compact.

Proof. This follows from the fact that the tensor product of a dualizable object and a κ-
compact object is κ-compact.

�

Finally, combining this with Theorem 6.12, we have:

Theorem 6.21 (Dualizable chromatic Nullstellensatz). Let E(L) be the Lubin-Tate spec-
trum associated to an uncountable algebraically closed field L. Then for any R ∈ CAlg∧E(L)

such that the underlying E(L)-module of R is dualizable, the unit map of A admits a retract
R→ E(L).

Proof. Combining Lemma 6.20 and Corollary 6.19, it suffices to show that E(L) is ω1-
compact as an object of Mod∧E(L). To see this, recall first that generalized Moore spectra are
T (n)-locally compact. Then, writing LT (n)S as an N-indexed colimit of duals of generalized
Moore spectra and tensoring this with E(L), we get the conclusion. �
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7. The spectrum of a T (n)-local commutative algebra

In the same way that Hilbert’s Nullstellensatz and the existence of enough points of
the Zariski spectrum imply that commutative rings can be profitably studied through their
geometry, the chromatic Nullstellensatz (Theorem 6.12) and the existence of enough chro-
matic geometric points (Theorem 5.1) together imply that T (n)-local commutative algebras
should be studied through their geometry. The natural next step in developing such a the-
ory of chromatic algebraic geometry is to collect the geometric points of R together as the
points of a topological space Spec(R) which regulates the geometry of R. In this section we
construct a functor Speccons

T (n)(−) to topological spaces which should be regarded as sending
R to its set of geometric points equipped with the constructible topology and explain how
our main theorems are reflected in the basic properties of this functor.

Construction 7.1. Let C denote the category of products of algebraically closed fields
equipped with a formal group of height n. Using the fully faithful functor E(−;−) of
Theorem 2.27, we define the constructible spectrum functor

Speccons
T (n)(−) : CAlg(SpT (n))

op → CHaus

as the left Kan extension depicted below:

Cop CHaus

CAlg(SpT (n))
op

(A,H0) 7→ SpecZar(A)

SpecconsT (n)

where we are using the fact that products of fields are reduced and Krull dimension 0 to
ensure that Zariski spectrum functor on C lands in compact Hausdorff spaces. /

In Appendix A, motivated by Construction 7.1, we develop an abstract theory of con-
structible spectra. Specializing the results of that appendix to CAlg(SpT (n)) and the functor
Speccons

T (n)(−), we obtain the following theorem.

Theorem 7.2. The constructible spectrum functor

Speccons
T (n)(−) : CAlg(SpT (n))

op → CHaus

of Construction 7.1 enjoys the following properties:
(1) Speccons

T (n)(R) is empty if and only if R = 0.
(2) If L is an algebraically closed field, then Speccons

T (n)(E(L)) is a point.
(3) For every point q ∈ Speccons

T (n)(R), there exists an algebraically closed field L and a
map R→ E(L) such that the image of the map

{∗} ∼= Speccons
T (n)(E(L))→ Speccons

T (n)(R)

is {q}.
(4) A subset U ⊂ Speccons

T (n)(R) is closed if and only if there exists a map R → S such
that U is the image of the map

Speccons
T (n)(S)→ Speccons

T (n)(R).

(5) Given a span S ← R→ T the natural comparison map

Speccons
T (n) (S ⊗R T )→ Speccons

T (n)(S)×Speccons
T (n)

(R) Speccons
T (n)(T )
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is surjective.

Proof. Using Theorem 6.12 and Theorem 2.27(1,4) we get that for n ≥ 1 we can identify
the category of products of Nullstellensatzian objects in CAlg(SpT (n)) with the category C
from Construction 7.1. In the case of n = 0, we still get from Theorem 6.12 that C is the
homotopy category of products of Nullstellensatzian objects in CAlg(SpT (0)), and because
the target is a 1-category, this suffices for computing left Kan extensions. We checked that
CAlgT (n) is spectral (in the sense of Definition A.63) in Example A.64, therefore the theorem
now follows from Theorem A.65. �

We have the following more explicit description for the underlying set of Speccons
T (n)(−):

Corollary 7.3. Let R ∈ CAlg(SpT (n)), let L1, L2 be algebraically closed fields, and let
qi : R→ E(Li), i = 1, 2, be maps in CAlg(SpT (n)). Then the following are equivalent:

(1) q1 and q2 represent the same point in Speccons
T (n)(R).

(2) E(L1)⊗R E(L2) 6= 0.
(3) There exists an algebraically closed field L3 and a commutative diagram

R E(L1)

E(L2) E(L3).

q1

q2

(4) For a map f : c → a in Mod∧R from a compact object c ∈ Mod∧R, f is nilpotent at
E(L1) if and only if it is nilpotent at E(L2).

Proof. First, (1), (2) and (3) are equivalent by Lemma A.35. (3) clearly implies (4).
To conclude we will prove that (4) implies (2). Indeed, let V be a type n generalized

Moore spectrum and consider the map f : R ⊗ V ∨ → E(L1) which is the mate of the
composition R→ E(L1)→ E(L1)⊗V. Assume (4) holds, but E(L1)⊗RE(L2) = 0. We get
that f is null at E(L2) and thus by (4), nilpotent at E(L1). This implies the nilpotence of
the unit map

E(L1)→ E(L1)⊗ V,
which is a contradiction. �

In particular, each of the conditions (1)-(4) in Corollary 7.3 defines an equivalence relation
on maps R → E(L) for L algebraically closed whose equivalence classes give the points of
the space Speccons

T (n)(R).
Construction 7.1 turns out to be closely related to the notion of nilpotence detecting

maps in CAlg(SpT (n)).

Proposition 7.4. A map R → S of T (n)-local commutative algebras detects nilpotence if
and only if the associated map on constructible spectra is surjective.

Proof. We begin with the forward direction. If R → S detects nilpotence, then it is nil-
conservative by Lemma 4.32. Lemma A.66 then implies that R → S induces a surjection
on constructible spectra.

First we observe that for any R ∈ CAlg(SpT (n)), there exists a nilpotence detecting
map R → E(A) such A is a product of algebraically closed extensions of k. Indeed, by
Theorem 5.1, we have a map R→ E(A′) for some A′ ∈ Perfk of Krull dimension 0, and let
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A be the product of the algebraic closures of the residue fields of A′. By Theorem 4.4726,
E(A′)→ E(A) detects nilpotence, and therefore by Lemma 4.30(1), so does R→ E(A).

Now assume that R → S induces a surjection on constructible spectra. By the above
observation, we can choose nilpotence detecting maps R → E(A) and E(A)⊗R S → E(B)
where A and B are products of algebraically closed fields. We now consider the diagram

R S

E(A) E(A)⊗R S E(B).

The map E(A) → E(A) ⊗R S induces a surjection on the constructible spectrum by The-
orem 7.2(5). The map E(A) ⊗R S → E(B) detects nilpotence and therefore induces a
surjection on constructible spectra by the first part of the proof. Thus, E(A) → E(B)
induces a surjection on constructible spectra. But Spec(E(B)) → Speccons

T (n)(E(A)) can be
identified with the induced map SpecZar(B) → SpecZar(A), and thus by Theorem 4.4727,
the map E(A) → E(B) detects nilpotence. We may now conclude that R → S detects
nilpotence by Lemma 4.30(2), since R→ E(B) detects nilpotence. �

Remark 7.5. Proposition 7.4 implies in particular that a map of T (n)-local commutative
algebras detects nilpotence if and only if it is nil-conservative. /

Remark 7.6. Proposition 7.4 is quite special to SpT (n). For example, from Example A.72,
we see that for n > 0 it is far from true for LfnSp. /

7.1. Algebraic approximations to the constructible spectrum.
In this subsection we shall discuss some methods to compute Speccons

T (n).

Convention 7.7. We shall assume throughout this subsection that n ≥ 1; similar results
hold for n = 0, and are in some sense easier to prove. However, the precise claims and
proofs differ enough that we have decided to avoid treating the case n = 0 here. /

In the case that R ∈ CAlg(SpT (n)) happens to be an E(k)-algebra, there is a natural
“algebraic approximation” to Speccons

T (n)(R).

Definition 7.8. Let NSΠ
CAlg∧

E(k)
(resp. NSΠ

CRing) be the full subcategory of products of

Nullstellensatzian objects in CAlg∧E(k) (resp. CRing) as in Construction 7.1. /

Lemma 7.9. The functor E(−) restricts to an equivalence of categories

E(−) : NSΠ
CRingk

→ NSΠ
CAlg∧

E(k)

with inverse given by π0(−)/m. Furthermore, via this equivalence, the restriction of Speccons
CAlg∧

E(k)

to NSΠ
CAlg∧

E(k)
and the restriction of Speccons

CRingk
to NSΠ

CRingk
are isomorphic.

Proof. The equivalence NSΠ
CRingk

→ NSΠ
CAlg∧

E(k)
follows from Theorem 6.1, Theorem 6.12

and Theorem 2.38. The equivalence of the restrictions of the Speccons functor is now a
consequence of Lemma A.57. �

26Or Theorem 4.52 in the case n = 0.
27Or Theorem 4.52 in the case n = 0.
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Construction 7.10. As in Definition A.52, we can assign to each R ∈ CAlg∧E(k) the functor

SpdCAlg∧
E(k)

(R) : NSΠ
CRingk

→ Set

given by π0 MapCAlg∧
E(k)

(R,E(−)). Similarly, using Definition A.52, in commutative k-
algebras, we also have a functor

Spdalg
k (R) := SpdCRingk

(π0(R)/m) : NSΠ
CRingk

→ Set.

Lemma 7.9 then gives a natural transformation

ΨR : SpdCAlg∧
E(k)

(R)⇒ Spdalg
k (R)

which we call the algebraic approximation map. /

Lemma 7.11. Let R ∈ CAlg∧E(k) and assume that ΨR is a natural isomorphism. Then we
have an isomorphism

Speccons
T (n)(R) ∼= Speccons

CRing(π0(R)/m).

Proof. First, by Lemma A.33, we can replace Speccons
T (n)(R) with Speccons

CAlg∧
E(k)

(R) and also
Speccons

CRing(π0(R)/m) with Speccons
Ringk

(π0(R)/m). Now, by Lemma 7.9 and Proposition A.51,
we are done. �

As an immediate consequence of Lemma 7.11, the following lemmas compute the con-
structible spectra of Lubin-Tate theories E(A) and of free commutative algebras over E(k).

Lemma 7.12. For A ∈ Perfk, there is a natural isomorphism

Speccons
T (n)(E(A)) ∼= Speccons

CRing(A)

between the constructible spectrum of E(A) and the constructible Zariski spectrum of A.

Proof. This follows immediately from Lemma 7.11 and Theorem 2.38. �

Lemma 7.13. There is a natural isomorphism

Speccons
T (n)(E(k){z0}) ∼= Speccons

CRing(E(k){z0}/m) ∼= Speccons
CRing(k[z0, z1, . . . ]).

Proof. This follows by Lemma 7.11, since ΨE(k){z0} is a natural isomorphism by Lemma 5.13.
�

As one can observe from the above discussion, working with the constructible spectrum
of E(k)-algebras is especially convenient. The following lemma allows us to reduce the
computation of Speccons

T (n)(R) for an arbitrary R ∈ CAlg(SpT (n)) to the case of an E(Fp)-
algebra.

For this, first denote G := AutCAlg(SpT (n))
(E(Fp)) to be the Morava stabilizer group.

Lemma 7.14. Let R ∈ CAlg(SpT (n)). Then the natural map

Speccons
T (n)(E(Fp)⊗R)/G→ Speccons

T (n)(R)

is an isomorphism.

Proof. The map is defined since R→ E(Fp)⊗R is G-equivariant. Since the source and the
target are in CHaus, it is enough to show that the map is bijective. Note that since CHaus is
monadic over Set (for the ultrafilters monad [Lin66]), the forgetful functor U : CHaus→ Set
creates coequalizers of U -split pairs and thus the underlying set of the quotient is the quotient
of the underlying set.
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Surjectivity follows from Proposition 7.4, Proposition 4.24 and the fact that 1T (n) →
E(Fp) detects nilpotence [DHS88]. We now show injectivity. Let q1, q2 ∈ Speccons

T (n)(E(Fp)⊗
R) be points that map to the same point q0 ∈ Speccons

T (n)(R). By Theorem 7.2(5), there is some
q3 ∈ Speccons

T (n)(E(Fp)⊗E(Fp)⊗R) that maps to q1 and q2 in Speccons
T (n)(E(Fp)⊗ 1T (n) ⊗R)

and Speccons
T (n)(1T (n) ⊗ E(Fp)⊗R), respectively.

Let q4 be the image of q3 in Speccons
T (n)(E(Fp)⊗E(Fp)) and let A = FG

p denote the perfect
algebra of continuous maps G→ Fp. By [Hov04, Theorem 4.11] and theorem 2.38, we have
that E(Fp)⊗ E(Fp)c ∼= E(A) and thus, by Lemma 7.12,

Speccons
T (n)(E(Fp)⊗ E(Fp)) ∼= Speccons

CRing(A) ∼= G

with each geometric point represented by a projection map E(A)→ E(Fp). By acting with
G, we can assume without loss of generality that q4 is the unit element of G.

Writing
E(Fp)⊗ E(Fp)⊗R = (E(Fp)⊗ E(Fp))⊗E(Fp) (E(Fp)⊗R),

we know that q3 can be represented by some commuting square

E(Fp)

uE(Fp)⊗id

��

// E(Fp)⊗R

��
E(Fp)⊗ E(Fp)

q4 // E(L).

By the assumption that q4 corresponds to the unit element of G, the map E(Fp)⊗E(Fp)
q4−→

E(L) factors through the product map E(Fp) ⊗ E(Fp) → E(Fp) (possibly after extending
L again, cf. Corollary 7.3(3)), which is a retract to f . Thus, q3 is in the image of the map

Speccons
T (n)(E(Fp)⊗R)→ Speccons

T (n)(E(Fp)⊗ E(Fp)⊗R)

obtained from the product map E(Fp) ⊗ E(Fp) → E(Fp). Taking the appropriate projec-
tions, we get that q1 = q2. �

8. Orientations

The final two sections of this paper are devoted to applications of the chromatic Null-
stellensatz. In this section, we investigate the orientability properties of algebraically closed
Lubin–Tate theories. The core result of this section is the following special property of the
category Mod∧E(L) for an algebraically closed field L.

Theorem 8.1. Let L be an algebraically closed field and 0 6= R ∈ CAlg∧E(L). Then the map

pic(Mod∧E(L))→ pic(Mod∧R)

admits a retract.

We prove Theorem 8.1 in Sections 8.1 and 8.2. The remaining sections are then devoted
to consequences of this theorem. In Section 8.3 we provide a simple criterion for when an
algebraically closed Lubin–Tate theory, E(L), admits an orientation by a Thom spectrum.
Building on this, in Section 8.4, we determine the spectrum of strict units of E(L). Fi-
nally, in Section 8.5, we connect the results of this section with Section 7 and compute the
constructible spectrum of the flat affine line over E(L).
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8.1. Units and biCartesian squares.
Here, we give some basic technical results about the functor

gl1E(−) : Perfk → Sp≥0

which are needed for the proof of Theorem 8.1. First, note that there is a natural transfor-
mation

α : gl1E(−)⇒ (−)×

given by reducing π0(gl1E(−)) modulom. Here, (−)× is considered as a functor (−)× : Perfk →
Sp≥0 via the embedding Ab ⊂ Sp≥0. We define the functor

slE1 : PerfFp → Sp≥0

as the fiber of α.

Lemma 8.2. Let
A //

��

B

��
C // D

be a pullback diagram in Perfk and assume that the map of abelian groups B ⊕ C → D is
surjective. Then

slE1 A //

��

slE1 B

��
slE1 C // slE1 D

is a pushout diagram in Sp.

Proof. First, by Theorem 2.38(5), we have a pullback diagram

E(A) //

��

E(B)

��
E(C) // E(D).

Now, since the functor gl1 : CAlg→ Sp≥0 preserves limits (as it admits a left adjoint, given
by S[−]), we get a pullback diagram

gl1E(A) //

��

gl1E(B)

��
gl1E(C) // gl1E(D)

in Sp≥0. Furthermore, since (−)× preserves limits,

A× //

��

B×

��
C× // D×
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is also a pullback diagram in Sp≥0. Consequently, by taking fibers, the diagram

slE1 A //

��

slE1 B

��
slE1 C // slE1 D

is also a pullback in Sp≥0. Thus, to show that it is additionally a pullback in Sp, it is
enough to show that the map π0(slE1 B) ⊕ π0(slE1 C) → π0(slE1 D) is surjective. Indeed, for
any perfect k-algebra H, π0(slE1 H) admits a complete filtration induced from the powers of
the ideal m such that

grrπ0(slE1 H) ∼= grrπ0(slE1 k)⊗k H ∼= H(r+1
n−1).

We thus get that the surjectivity of π0(slE1 B) ⊕ π0(slE1 C) → π0(slE1 D) follows from the
surjectivity of the map B ⊕ C → D. �

Corollary 8.3. Let
A //

��

B

��
C // D

be a pullback diagram in Perfk. Assume that
(1) The map of abelian groups B ⊕ C → D is surjective.
(2) The inclusion of abelian groups

(B× ⊕ C×)/A× → D×

admits a retract.
(3) The maps A→ B and A→ C admits retracts in Perfk.

Then the map
gl1E(A)→ gl1E(D)

admits a retract.

Proof. Since gl1E(−) is a functor, from (3) we get a retract for the map

gl1E(A)→ gl1E(B)
∐

gl1 E(A)

gl1E(C).

It is thus enough to show that the assembly map

α : gl1E(B)
∐

gl1 E(A)

gl1E(C)→ gl1(D)

admits a retract. By (1) and Lemma 8.2, we have a pushout diagram in Sp

gl1E(B)
∐

gl1 E(A) gl1E(C) //

α

��

B×
∐
A× C

×

��
gl1E(D) // D×.

Thus, since by (2) the map (B× ⊕ C×)/A× ∼= B×
∐
A× C

× → D× splits, the same is true
for the map α. �
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8.2. Hahn series.
In order to construct the retraction in Theorem 8.1, we will apply Corollary 8.3 to a

certain generalization of Laurent series rings known as Hahn series.

Definition 8.4. Let Γ be a totally ordered monoid and A a non-zero domain. We define
the ring A[[tΓ]] of Hahn series to be the ring whose elements are functions f : Γ → A such
that the subset {x ∈ Γ|f(x) 6= 0} ⊂ Γ is well-ordered under the ordering on Γ. Define the
addition point-wise and multiplication by the convolution formula

f · g(x) =
∑

y+z=x

f(y)g(z).

We will think of the elements of A[[tΓ]] as formal power series in t with exponents in Γ which
are supported on a well-ordered subset of Γ; here, we think of a function f : Γ → A as
the series

∑
γ∈Γ f(γ)tγ . The multiplicative monoid of non-zero elements A[[tΓ]]

∗ admits two
monoid maps

ν : A[[tΓ]]
∗ → Γ arc : A[[tΓ]]

∗ → A∗.

f 7→ min
f(γ)6=0

γ f 7→ f(ν(f))

Note that ν admits a section t(−) : Γ→ A[[tΓ]]∗ sending γ ∈ Γ to tγ ∈ A[[tΓ]]∗ and arc admits
a section ι : A∗ → A[[tΓ]]∗ sending a ∈ A to the “constant power series.”

The ring of Hahn series was introduced by Hahn in 1908 and further studied (and gener-
alized) by Krull, Mal’cev, and Neumann, among others.

Definition 8.5. Let Γ be a totally ordered monoid.
(1) We denote by Γ× the group of invertible elements in Γ.
(2) We denote by Γ≤0 (resp Γ≥0) the submonoid of elements γ ∈ Γ with γ ≤ 0 (resp.

γ ≥ 0). /

The Hahn series rings have the following properties.

Proposition 8.6. Let A be a non-zero domain and Γ a totally ordered monoid.
(1) A series f ∈ A[[tΓ]] is in A[[tΓ]]× if and only if f 6= 0, ν(f) ∈ Γ× and arc(f) ∈ A×.
(2) If A is a field and Γ is a group, then A[[tΓ]] is a field.
(3) The map

t(−) ⊕ incl : Γ× ⊕A[[tΓ≥0 ]]× → A[[tΓ]]×

is an isomorphism.
(4) The inclusion A× → A[[tΓ≤0 ]]× is an isomorphism.
(5) If Γ

p−→ Γ is an isomorphism and A ∈ Perf is perfect, then A[[tΓ]] is perfect.
(6) If Γ is a Q-module and L is an algebraically closed field, then L[[tΓ]] is an algebraically

closed field.

Proof. Since ν and arc are monoid maps, one direction of (1) is obvious. In the other
direction, note that since both ν and arc admit sections, it is enough to show that the
kernel of ν×arc consists of invertible objects, which is clear by a standard “Hensel’s lemma”
argument. (2) and (3) are immediate from (1), (4) is a special case of (3), (5) is clear, and
(6) is Theorem 1 from [Mac39]. �

Lemma 8.7. Let L be an algebraically closed field and F a non-zero L-algebra. Let Γ
be a totally ordered Q-module such that |Γ| > |F |. Then there exists a map of L-algebras
F → L[[tΓ]].



80 ROBERT BURKLUND, TOMER M. SCHLANK, AND ALLEN YUAN

Proof. By taking the quotient by a maximal ideal, we may assume that F is a field. Fur-
thermore, since L is infinite, F is as well and so |F̄ | = |F | and we may assume that F is an
algebraically closed field. Now by Proposition 8.6(6), for each totally ordered Q-module Γ,
we have that L[[tΓ]] is an algebraically closed field. Since algebraically closed fields over F
are classified by their transcendence degree, we are done as |L[[tΓ]]| ≥ |Γ| > |F |. �

Lemma 8.8. Let A ∈ Perfk be a non-zero perfect domain and Γ a totally ordered monoid
with Γ

p−→ Γ an isomorphism. Then the map

gl1E(A)→ gl1E(A[[tΓ]])

admits a retract.

Proof. We shall apply Corollary 8.3 to the pullback diagram

A //

��

A[[tΓ≤0 ]]

��
A[[tΓ≥0 ]] // A[[tΓ]].

For this, we verify conditions (1), (2) and (3) of Corollary 8.3. (1) is clear. (3) is obtained
by sending

∑
γ∈Γ≥0

f(γ)tγ (resp.
∑
γ∈Γ≤0

f(γ)tγ) to f(0); note that the fact that these
retractions are ring maps uses that restricting to Γ≥0 (resp. Γ≤0) allows only nonnegative
(resp. nonpositive) exponents. For (2), note that Proposition 8.6(3,4) implies that the
inclusion (

A[[tΓ≤0 ]]× ⊕A[[tΓ≥0 ]]×
)
/A× → A[[tΓ]]×

splits with complement Γ×. �

Remark 8.9. In Lemma 8.8, as always in this paper, when n = 0, the field k is assumed to
be of characteristic 0 and we interpret A ∈ Perfk to mean that A is any k-algebra. In this
case, the condition on Γ that Γ

p−→ Γ be an isomorphism is not needed and the proof works
verbatim without it. /

We are now ready to prove Theorem 8.1.

Proof of Theorem 8.1. By Corollary 5.2, there is some algebraically closed field L→ F with
a map R → E(F ). Thus, we may assume that R = E(F ). By the upward Löwenheim–
Skolem Theorem28, there exists a totally ordered Q-module Γ with |Γ| > |F | and thus
by Lemma 8.7, a map of L-algebras F → L[[tΓ]]. So we are reduced to the case that
R = E(L[[tΓ]]). Now, consider the square

Σ gl1E(L) //

��

Σ gl1E(L[[tΓ]])

��
picE(L) // pic(E(L[[tΓ]])).

The induced map on the cofibers of the vertical maps is an isomorphism between two groups
of order 2 by [BR05]. Thus, the square above is a pushout square in Sp and to get the desired
retract, it is enough to give a retract of the map

gl1E(L)→ gl1E(L[[tΓ]]),

28One can also construct such a totally ordered Q-module explicitly by choosing a well-ordering on the
underlying set of F and taking Γ = QF with the lexicographic order.
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which exists by Lemma 8.8.
�

8.3. Thom Spectra. Using Theorem 8.1 we are able to study the question of when an
algebraically closed Lubin–Tate theory admits an orientation by a Thom spectrum quite
effectively.

Definition 8.10. Let C be a presentably symmetric monoidal category and let X f−→ pic(C)
be a map in Sp≥0. Following [ABG+14, ACB19], we define the Thom spectrum of f to be

Mf := colimXf ∈ CAlg(C),

where the colimit is taken in C. /

Proposition 8.11. Let C be a presentably symmetric monoidal category and let X f−→ pic(C)
be a map in Sp≥0. Then the following are equivalent:

(1) f is null-homotopic.
(2) There is a map Mf → 1C in CAlg(C).
(3) The map

pic(C)→ pic(ModMf (C))
admits a retract.

Proof. We see that (1) implies (2) and (2) implies (3), so it suffices to show that (3) implies
(1). It is enough to show that the composition

X
f−→ pic(C)→ pic(ModMf (C))

is null. By the universal property of Thom spectra as in [ACB19, Lemma 3.15], this can
be identified with maps Mf → Mf of commutative algebras in C29. Hence, the statement
follows from the existence of the map id : Mf →Mf . �

Corollary 8.12. Let L be an algebraically closed field and let X f−→ pic(Mod∧E(L)) be a map
in Sp≥0. Then the following are equivalent:

(1) Mf 6= 0.
(2) There is map Mf → E(L) in CAlg∧E(L).
(3) f is null-homotopic.
(4) Mf ∼= E(L)[X] ∈ CAlg∧E(L).

Proof. By Theorem 8.1, (1) implies that the map pic(Mod∧E(L))→ pic(Mod∧Mf ) has a retract
and thus we get (2) by Proposition 8.11. (2) implies (3) as in Proposition 8.11, and the
directions (3) implies (4) and (4) implies (1) are clear. �

Corollary 8.13. Let L be an algebraically closed field and let X f−→ pic(Sp) be a map in
Sp≥0. Then the following are equivalent:

(1) K(n)⊗Mf 6= 0.
(2) There exists a map Mf → E(L) in CAlg(Sp).

29To see this from the reference, note that the space of lifts of [ACB19, Definition 3.14] can be identified
with the space of E∞-null-homotopies of the composite X → Pic(R) → Pic(A) by the pullback square in
the proof of [ACB19, Proposition 3.16].
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(3) The composition of f with the map

pic(Sp)→ pic(Mod∧E(L))

is null-homotopic.
(4) There exists an equivalence LK(n)(Mf ⊗ E(L)) ∼= E(L)[X] ∈ CAlg∧E(L).

In these cases, we have

MapCAlg(Sp)(Mf,E(L)) ∼= MapSp≥0
(X, gl1E(L)).

Proof. Letting f̃ denote the composition of f with the map

pic(Sp)→ pic(Mod∧E(L)),

we have that Mf̃ = LK(n)(Mf ⊗ E(L)) ∈ CAlg∧E(L). Thus, conditions (1)-(4) above are
equivalent to conditions (1)-(4) in Corollary 8.12 for f̃ . The final statement follows imme-
diately from (4). �

8.4. The strict Picard spectrum of E(L).
Next, we use Corollary 8.13 to compute the strict Picard spectrum of Mod∧E(L). We begin

by handling the torsion part of this strict Picard spectrum.

Proposition 8.14. Let L be an algebraically closed field and let H be a p-torsion abelian
group30. There is a natural equivalence of connective spectra

HomSp≥0
(H,pic(Mod∧E(L))) ' Σn+1H∗

where H∗ stands for Pontryagin dual of H.

Proof. The category of p-torsion abelian groups is equivalent to Ind(Abfin
p ), where Abfin

p is
the category of p-finite abelian groups. From this fact and the Mittag-Leffler condition, the
statement is reduced to the case where H is finite.

We begin by showing that πm MapSp(H,pic(Mod∧E(L)))
∼= 0 for m 6= n + 1. Suppose we

are given a class

f ∈ πm MapSp(H,pic(Mod∧E(L))) = π0(MapSp(ΣmH,pic(Mod∧E(L))))

with 0 ≤ m ≤ n. Corollary 8.12 implies that in order to show that f is nullhomotopic, it
will suffice to show that Mf 6= 0. Since Ω∞ΣmH ∼= BmH is a π-finite space, we know from
[HL13, Theorem 0.0.2] that the underlying object Mf ∈ Mod∧E(L) satisfies

Mf = colim
BmH

f ∼= lim
BmH

f.

Finally, by [HL13, Corollary 5.4.4] for m ≤ n and [HL13, Corollary 5.4.5(2)] for m ≥ n+ 2,
we have that

lim
X

: Fun(BmH,Mod∧E(L))→ Mod∧E(L)

is conservative, and so Mf 6= 0.
We are now reduced to identifying the functor

G : (Abfin
p )op → Ab

H 7→ [Σn+1H,pic(Mod∧E(L))]

with the functor H 7→ H∗. Note that both functors are additive, so it is enough to identify
them after composing with the forgetful functor Ab→ Set. Now

30When the height n = 0, the condition on H should be replaced with H being torsion.
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[Σn+1H,pic(Mod∧E(L))]
∼= [ΣnH, gl1(E(L))] ∼= [E(L)[BnH], E(L)]CAlg∧

E(L)

∼= [E(L)H
∗
, E(L)]CAlg∧

E(L)

∼= H∗

where, the second isomorphism uses the group ring–gl1 adjunction, the third isomorphism is
by [HL13, Theorem 5.3.26], and the fourth isomorphism follows from the fact that E(L)H

∗

is an étale E(L)-algebra and thus the space of maps

MapCAlg∧
E(L)

(E(L)H
∗
, E(L))

can be identified with the set of π0E(L)-algebra maps from π0(E(L)H
∗
) = π0(E(L))H

∗
to

π0E(L). �

The case H = Cp of Proposition 8.14 is used in [BCSY22] and [HL13] to deduce the
following results:

Proposition 8.15 ([BCSY22]). Let L be an algebraically closed field and let F be the fiber
of the map

gl1E(L)→ Lfn gl1E(L).

Then there is an equivalence τ≥0F ∼= τ≥0ΣnIQp/Zp
31.

Proposition 8.16 ([HL13, Corollary 5.4.10]). The functor

(S≤np )op → CAlg∧E(L)

X 7→ E(L)X

from n-truncated p-finite spaces is fully faithful.

From Proposition 8.14, we get a description of the so-called “strict Picard spectrum” of
Mod∧E(L).

Theorem 8.17. Let L be an algebraically closed field of characteristic p and assume that
the height n ≥ 132. Then we have an equivalence of connective Z-modules

HomSp≥0
(Z,pic(Mod∧E(L))) ' Σn+2Zp ⊕ ΣL×.

Proof. First by the same argument as in the beginning of the proof of Proposition 8.14, we
get that π0(HomSp≥0

(Z,pic(Mod∧E(L))))
∼= 0. We thus are reduced to proving that

HomSp≥0
(ΣZ,pic(Mod∧E(L))) ' Σn+1Zp ⊕ L×.

Using the pushout of spectra
Z[1/p]

��

// Qp/Zp

��
0 // ΣZ,

31In the case n = 0, one can take an arbitrary prime and set Lf
0 = LS[1/p], or alternatively, take L

f
0 = LQ

and replace IQp/Zp with IQ/Z.
32The case n = 0 is very different and in it, HomSp≥0

(Z, pic(Mod∧E(L))) is not truncated. In fact, it is a
straightforward calculation that HomSp≥0

(Z, pic(Mod∧E(L)))
∼= Σ gl1(E(L)) in this case.
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we get obtain a pullback diagram

HomSp≥0
(ΣZ,pic(Mod∧E(L)))

��

// HomSp≥0
(Qp/Zp,pic(Mod∧E(L)))

g

��
0 // HomSp≥0

(Z[1/p],pic(Mod∧E(L))).

Now by Proposition 8.14, HomSp≥0
(Qp/Zp,pic(Mod∧E(L)))

∼= Σn+1Zp. Since π0(Σn+1Zp) =

0, we can replace the term HomSp≥0
(Z[1/p],pic(Mod∧E(L))) in the pullback diagram above

with
τ≥1 HomSp≥0

(Z[1/p],pic(Mod∧E(L)))
∼= Σ HomSp≥0

(Z[1/p], gl1(E(L))).

Now recall the fiber sequence slE1 L→ gl1(E(L))→ L× (where slE1 L is defined as the fiber).
Since slE1 L has p-complete torsion-free homotopy groups, slE1 L is a p-complete spectrum
and HomSp(Z[1/p], slE1 L) = 0. It follows that

HomSp≥0
(Z[1/p], gl1(E(L))) ∼= HomSp≥0

(Z[1/p], L×) ∼= L×.

Finally, from connectivity considerations, the map denoted by g : Σn+1Zp → ΣL× is null so
we are done. �

Remark 8.18. Following the proof above, one gets that the resulting map Σn+2Zp →
pic(Mod∧E(L)) comes from the “height n” primitive roots of unity in E(L) in the sense
of [CSY21b] and that the map ΣL× → pic(Mod∧E(L)) comes from the inclusion of the
multiplicative lifts of L in π0(E(L)). In particular, let GL ∼= AutCAlg(SpT (n))

(E(L)) ∼=
O× o Gal(L/Fp) be the L-extended Morava stabilizer group. Then the resulting action
of GL on Σn+2Zp ⊕ ΣL× is via the determinant map O× → Z×p = Aut(Zp) on the first
summand and by Gal(L/Fp) on L×. /

8.5. The constructible spectrum and Thom spectra.
We conclude the section by using the results we have proved up to this point to analyze

the constructible spectrum of the flat affine line.

Proposition 8.19. Let R ∈ CAlg(SpT (n)). Then the map

R[t]→ R[t±1]×R

from Definition 4.38 induces an isomorphism on constructible spectra.

Proof. Since Speccons
T (n) lands in compact Hausdorff spaces, it is enough to check that the

resulting map is a bijection, which will follow from the following 4 claims:
(1) The induced map Speccons

T (n)(R) → Speccons
T (n)(R[t]) is injective, because R[t] → R

admits a section.
(2) The induced map Speccons

T (n)(R[t±1])→ Speccons
T (n)(R[t]) is injective by Corollary A.40,

since R[t±1] is an idempotent algebra over R[t].
(3) The images of the maps from (1) and (2) are disjoint because

R⊗R[t] R[t±1] = 0.

(4) The images of the maps from (1) and (2) are jointly surjective, which follows from
Proposition 7.4 and Lemma 4.39.

�
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Proposition 8.20. Assume that n ≥ 1 and let A ∈ Perfk. Then for r, s ∈ N, the algebraic
approximation map induces an isomorphism

Speccons
T (n)(E(A)[Zr × Ns]) ∼= Speccons

CRing(A[Zr × Ns]).

Proof. First, by Proposition 8.19, we are reduced to the case that s = 0. For this, by
Lemma 7.11, it is enough to show that ΨE(A)[Zr] (in the notation of the lemma) is a natural
isomorphism. Since we have

E(k)[Zr]⊗E(k) E(A) ∼= E(A)[Zr],

we are reduced to the case A = k by Lemma 7.11.
Now for B =

∏
i∈I Li a product of algebraically closed fields under k, we get

π0(MapCAlg∧
E(k)

(E(k)[Zr], E(B))) ∼= π0(MapSp≥0
(Zr, gl1E(B)))

∼= π1(MapSp≥0
(Z,pic(Mod∧E(B))))

r

∼= (B×)r ∼= MapCRingk
(k[Zr], B)

where the third bijection is Theorem 8.17 and the naturality of the fourth bijection follows
from Remark 8.18. �

Proposition 8.21. Assume that n ≥ 1, for r, s ∈ N, there is an isomorphism

Speccons
T (n)(1T (n)[Zr × Ns]) ∼= Speccons

CRing(Fp[Zr × Ns])

Proof. Let R := 1T (n)[Zr × Ns]. By Proposition 8.20, we have

Speccons
T (n)(R⊗ E(Fp)) ∼= Speccons

CRing(Fp[Zr × Ns])

By Remark 8.18, the action of the Morava stabilizer group G on Speccons
CRing(Fp[Zr × Ns])

factors through the projection to Gal(Fp). The result now follows from Lemma 7.14. �

Remark 8.22. Propositions 8.20 and 8.21 restrict to the case n ≥ 1 because they employ
the algebraic approximation results of Section 7.1, which we developed only for n 6= 0. The
interested reader can verify similar statements for n = 0 as well. /

Proposition 8.23. Let R ∈ CAlg(SpT (n)) and let f : X → pic(Mod∧R) be a map in Sp≥0.
Then a geometric point x : R→ E(L) of Speccons

T (n)(R) is in the image of the map

Speccons
T (n)(Mf)→ Speccons

T (n)(R)

if and only if the composite

X
f−→ pic(Mod∧R)

pic(x)−−−−→ pic(Mod∧E(L))

is null.

Proof. By definition, x is in the image of

Speccons
T (n)(Mf)→ Speccons

T (n)(R)

if and only if Mf ⊗R E(L) 6= 0. But, Mf ⊗R E(L) = Mg for g = pic(x) ◦ f . Thus, we may
conclude by Corollary 8.12, which asserts that Mg 6= 0 if and only if g is null. �

Corollary 8.24. Let R ∈ CAlg(SpT (n)) and let f : X → pic(Mod∧R) be a map in Sp≥0.
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(1) Mf 6= 0 if and only if there exists x : R → E(L) in Speccons
T (n)(R) such that the

composite

X
f−→ pic(Mod∧R)

pic(x)−−−−→ pic(Mod∧E(L))

is null.
(2) The map R → Mf detects nilpotence if and only if, for every x : R → E(L) in

Speccons
T (n)(R), the composite

X
f−→ pic(Mod∧R)

pic(x)−−−−→ pic(Mod∧E(L))

is null.

Remark 8.25. Note that, as a consequence of Theorem 8.1 and Corollary 7.3, the conditions
of Proposition 8.23 and Corollary 8.24 do not depend on the choice of Nullstellensatzian
representative x for a given geometric point. /

9. Chromatic support

Let R be a p-local ring spectrum. Two consequences of the Devinatz-Hopkins-Smith
nilpotence theorem are that R is T (n)-acyclic if and only if R is K(n)-acyclic, and that R
is zero if and only if T (n)⊗R = 0 for all 0 ≤ n <∞ and Fp ⊗R = 0. It is thus natural to
define:

Definition 9.1. The chromatic support of a p-local ring spectrum R is the set

supp(R) = {n ∈ N | T (n)⊗R 6= 0}.

/

For an El-ring spectrum, 0 ≤ l < ∞, the following example shows that there is no
restriction on the chromatic support.

Example 9.2. Fix 0 ≤ m < ∞. By [Bur22, Theorem 1.4], we have for each i that the
MU-module MU/vm+1

i admits the structure of an Em-MU-algebra. Then, for any subset of
J ⊂ N, the Em-MU algebra

i∈N\J⊗
MU

MU/vm+1
i

has chromatic support exactly J . /

However, the chromatic support of an E∞-ring spectrum turns out to be quite constrained
as a result of the power operations on its homotopy groups. One basic manifestation of these
constraints is the following theorem of Mathew-Naumann-Noel:

Theorem 9.3 (May nilpotence conjecture, [MNN15]). Suppose R ∈ CAlg(Sp) is a commu-
tative algebra such that R⊗Q = 0. Then R is T (n)-acyclic for all n ≥ 0.

In other words, if supp(R) is nonempty, then 0 ∈ supp(R). This phenomenon was greatly
generalized by Hahn [Hah16], affirming a conjecture of Hovey:

Theorem 9.4 (Hahn). If a commutative algebra R is T (n)-acyclic, then R is T (n + 1)-
acyclic.
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Therefore, the chromatic support of any R ∈ CAlg(Sp) is either empty or an interval
containing 0. It is then natural to define:

height(R) := max{n ≥ −1|T (n)⊗R 6= 0}33.

Using the results of our paper, we are able to give an alternate proof of Hahn’s theorem:

Proof. Suppose R is not T (n + 1)-acyclic. Then by Corollary 5.2 provides a commutative
algebra map R → En+1(L) to some height n + 1 Lubin–Tate theory. But En+1(L) is not
T (n)-acyclic, so R cannot be either. Here, we are using the observation that if S → S′ is
a map of commutative algebras and S′ is nonzero, then S is nonzero, as the zero algebra
admits no nontrivial modules. �

In fact, this proof is in a sense effective, in that it exhibits a commutative algebra map
which witnesses the nontriviality of R. This allows us to analyze the chromatic behavior of
functors applied to a given ring R, because if F is any lax monoidal functor, then a ring
map R→ E induces a ring map F (R)→ F (E).

In Section 9.1, we apply this to certain geometric fixed point functors to obtain a converse
to chromatic blueshift statements for Tate cohomology. Then in Section 9.2, we apply this
strategy to algebraicK-theory and show that algebraicK-theory raises the chromatic height
of a commutative algebra by exactly 1.

9.1. Chromatic blueshift.
Given any spectrum X, one can endow X with the trivial action of the group Cp and

extract the Greenlees–May Tate cohomology spectrum, XtCp [GM95]. In fact, the resulting
endofunctor (−)tCp : Sp→ Sp is lax symmetric monoidal [NS18, Theorem I.3.1], and there-
fore induces an endofunctor (−)tCp : CAlg(Sp)→ CAlg(Sp). Following work by Greenlees–
Sadofsky and Hovey–Sadofsky [GS96, HS96], Kuhn showed:

Theorem 9.5 ([Kuh04b]). Let X be a T (n)-local spectrum. Then LT (n)X
tCp = 0.

In particular, for a T (n)-local commutative algebra R, RtCp has height at most n − 1.
This lowering of chromatic height has been dubbed blueshift.

The blueshift phenomenon is particularly accessible in the case of Lubin–Tate theory,
where it has been understood in much greater generality by work of Barthel–Hausmann–
Naumann–Nikolaus–Noel–Stapleton. To state their result, we briefly recall the following
notions from equivariant homotopy theory:

Definition 9.6.
• For a finite abelian group B, let rkp(B) = dimFp(B ⊗Z Fp).
• For a proper family of subgroups F of a finite abelian p-group A, we set

corkp(F) = min{rkp(A′) |A′ ⊂ A such that A′ 6∈ F}.

• For such a family F and a genuine A-spectrum X, we let ΦFX denote the cor-
responding geometric fixed points. This recovers the usual geometric fixed points
when F is the family of proper subgroups of A and classical Tate construction XtA

when X is Borel-equivariant and F = {0}. /

Then we have:

33Here, we set T (−1) = S.



88 ROBERT BURKLUND, TOMER M. SCHLANK, AND ALLEN YUAN

Theorem 9.7 ([BHN+19, Theorem 3.5]). Let E(k) be a Lubin–Tate theory of height n for
a perfect field k, let A be a finite abelian p-group and regard E(k) as a Borel-equivariant
genuine A-spectrum. Then for any family F of subgroups of A,

height(ΦFE(k)) = n− corkp(F).

Our goal in this section is to observe that by combining Corollary 5.2 with Theorem 9.7,
we obtain a converse to chromatic blueshift. We remark that in the case of G = Cp, this
statement has been shown to be equivalent to Hahn’s theorem by [CMNN20]. We show:

Theorem 9.8. Let A be a finite abelian p-group and let F be a proper family of subgroups of
A. Let R be a commutative algebra and regard A as a Borel-equivariant genuine A-spectrum
with the trivial action. Then, if ΦFR is T (n− corkp(F))-acyclic, then R is T (n)-acyclic.

Proof. Suppose that R is not T (n)-acyclic. Then by Corollary 5.2, R admits a map of
commutative algebras

R→ En(L)

for some height n Lubin–Tate theory En(L). Applying ΦF , we obtain a map of commutative
algebras

ΦFR→ ΦFE(L).

But ΦFEn(L) is not T (n − corkp(F))-acyclic by Theorem 9.7, and therefore ΦFR cannot
be either. �

While we find it quite plausible that the converse to Theorem 9.8 is true, we do not know
of a proof even in the case A = Cp, and so we record it here as a conjecture:

Conjecture 9.9. Let A, R as in Theorem 9.8. If R is T (n)-acyclic, then ΦFR is T (n −
corkp(F))-acyclic.

9.2. Chromatic redshift.
In their work on the algebraic K-theory of ring spectra, Ausoni and Rognes studied the

algebraic K-theory of connective topological K-theory and observed, in particular, that the
result had nontrivial T (2)-localization. This led to the formulation of the chromatic redshift
conjectures; the rough philosophy behind this far-reaching family of conjectures was that
algebraic K-theory shifts the height of a ring spectrum up by 1. These conjectures have
since been widely studied [BM08, Aus10, RA12, BDRR07, Rog14, Wes17, Vee18, AK18,
AKQ19, CSY21a, LMMT20, CMNN20, HW20].

The recent breakthrough work of Clausen–Mathew–Naumann–Noel [CMNN20] and Land–
Mathew–Meier–Tamme [LMMT20] has significantly advanced the understanding of alge-
braic K-theory and chromatic support. Note that if R is a commutative algebra, then K(R)
also naturally admits the structure of an commutative algebra. In this setting, [CMNN20]
prove “half” of the redshift conjecture:

Theorem 9.10 ([CMNN20]). Let R be a non-zero commutative algebra. Then

height(K(R)) ≤ height(R) + 1.

The remaining question is whether algebraic K-theory always increases the height by
exactly one—that is, whether height shifting actually occurs. This question has since been
answered in particular cases by Hahn–Wilson [HW20] (BP 〈n〉) and by the third author
[Yua21] (Lubin–Tate theories and iterated K-theories of fields). By combining the results
of this paper with [Yua21], we are able to completely answer the question of height shifting
for commutative algebras.
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Theorem 9.11. Let R be a non-zero commutative algebra and assume that height(R) ≥ 0.
Then

height(K(R)) = height(R) + 1.

Proof. By Corollary 5.2, R admits a map of commutative algebras

R→ E(L)

for some Lubin–Tate theory En(L) of height height(R). This induces a commutative algebra
map

K(R)→ K(En(L))

which has height height(R) + 1 by either [Yua21, Theorem A] in the case height(R) ≥ 1 or
the following proposition in the case height(R) = 0. �

Proposition 9.12. Let L be an algebraically closed field of characteristic 0, let L[t] denote
the free commutative L-algebra on a generator t in degree 2, and L[t±1] be obtained by
inverting t. Then there is an equivalence

K(L[t±1])∧p ' ku∧p ⊕ Σku∧p ,

and in particular, the commutative algebra K(L[t±1]) has height 1.

Proof. By the Dundas-Goodwillie-McCarthy theorem [DGM13], there is a pullback square

K(L[t]) K(L)

TC(L[t]) TC(L).

Since TC of a rational algebra is rational (and thus has trivial p-completion), we conclude
that the natural map K(L[t])∧p → K(L)∧p is an equivalence. Moreover, both are equivalent
to ku∧p by Suslin’s theorem [Sus83].

By the localization (and devissage) theorem of Blumberg-Mandell [BM08] as formulated
by Barwick–Lawson [BL14, Corollary 2.3], there is a cofiber sequence

K(L)
α∗−−→ K(L[t])→ K(L[t±1])

where the first map is induced by the functor given by restriction of scalars along α : L[t]→ L
by t 7→ 0. But note that there is a natural cofiber sequence of L[t]-modules

Σ2L[t]→ L[t]→ L.

Hence, since Σ2 acts trivially on K-theory, it follows from the additivity theorem (cf. [Wal85,
§1.4] or [Bar16, Theorem 7.4]) that the functor

(−)⊗L[t] L : Modperf
L[t] → Modperf

L[t]

induces the zero map on K-theory. But α∗ factors through this functor, so it also induces
the zero map. It follows that there is an equivalence

K(L[t±1])∧p ' K(L[t])∧p ⊕ ΣK(L)∧p ' ku∧p ⊕ Σku∧p .

�
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Remark 9.13. The hypothesis that height(R) ≥ 0 in Theorem 9.11 is necessary. To see
this, consider FtC2

2 , which is of height −1. Since FtC2
2 is 1-periodic, the suspension functor

is naturally isomorphic to the identity on FtC2
2 -modules. But suspension always induces −1

on K-theory, so we have that 1 = −1 in K(FtC2
2 ). This means that K(FtC2

2 ) is trivial after
inverting 2, and therefore of height −1.

We remark, however, that Theorem 9.11 does extend to height(R) = −1 under the further
condition that R is connective. In this case, using the map R→ π0(R), there exists a map
from R to a field, whose K0 is Z and will therefore be of height 0. /

Appendix A. The constructible spectrum

In Section 6, we introduced Nullstellensatzian objects as a portable abstraction of the
properties enjoyed by algebraically closed fields within the category of commutative rings
and showed that algebraically closed Lubin–Tate theories are the Nullstellensatzian objects
in CAlg(SpT (n)). In this appendix, we develop an abstract theory of the constructible
spectrum, which attaches to each object R of a suitable category C a topological space
whose points correspond to maps R→ L from R out to Nullstellensatzian objects L, up to
the equivalence relation of common refinement.

Definition A.1. Let C be a presentable category.
(1) We say that the terminal object of C is strict if every map ?C → R with source the

terminal object of C is an isomorphism.
(2) We say that C is weakly spectral if C is compactly generated and its terminal object

is both strict and compact. /

Remark A.2. In the category of rings, the zero ring is uniquely identified by the single
equation 0 = 1, and the condition that the terminal object of C is strict and compact is
abstracted from this situation. In Appendix A.0.1, we will see that these conditions are
indeed satisfied by almost any category of ring-like objects. /

Theorem A.3. Let C be a weakly spectral category. Then there is a unique functor

Speccons
C (−) : Cop → Topcpt,T1,cl

to compact, T1 topological spaces and closed, continuous maps which satisfies the following
properties:

(A) Speccons
C (R) is empty if and only if R ∼= ?C.

(B) If R is Nullstellensatzian, then Speccons
C (R) is a point.

(C) U ⊂ Speccons
C (R) is closed if and only if there exists a map R → S such that U is

the image of the map

Speccons
C (S)→ Speccons

C (R).

(D) For every point q ∈ Speccons
C (R), there exists a Nullstellensatzian object L ∈ CR/

such that {q} is the image of the map

Speccons
C (L)→ Speccons

C (R).

In this case, we say that the map R→ L represents q.
(E) Given a span S ← R→ T , the natural comparison map

Speccons
C

(
S
∐
R

T

)
→ Speccons

C (S)×SpecconsC (R) Speccons
C (T )

is surjective.
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The proof of Theorem A.3 will occupy us for much of this appendix. We begin in Ap-
pendix A.1 by constructing a sufficient supply of Nullstellensatzian objects in C. Next,
we construct the functor Speccons

C (−) in Appendix A.2. Then, in Appendix A.3 we prove
properties (A)-(E) and complete the proof of Theorem A.3. The remaining two subsec-
tions are then devoted to examining further properties which are useful for computing the
constructible spectrum and examples.

Notation A.4. We refer to the points of Speccons
C (R) as the geometric points of R. /

Convention A.5. Throughout this section, we will use ◦C and ?C to denote the initial and
terminal objects of C, respectively, and drop the subscript when the category is clear from
context. /

A.0.1. Examples of weakly spectral categories.
In order to apply the theory we have constructed in this section, we will need to verify

that there is a sufficient supply of compactly generated, presentable categories C whose
terminal object ? is strict and compact.

Example A.6. The category CRing of discrete commutative rings is weakly spectral. /

Lemma A.7. Let E ∈ Prrig. The zero algebra in CAlg(E) is a strict terminal object.

Proof. Let u denote the underlying object functor CAlg(E) → E . Given an R ∈ CAlg(E)
we can use the multiplication on R to verify that 1 = 0 in [1E , u(R)] iff u(R) = 0 iff R ∼= 0.
The condition that 1 = 0 in [1E , u(R)] is preserved under maps out, therefore 0 is a strict
terminal object. �

Lemma A.8. Let E ∈ Prrig with 1E compact. The zero algebra in CAlg(E) is compact.

Proof. Let u denote the underlying object functor CAlg(E) → E . Using that assumption
that 1E is compact, we see that a filtered colimit of commutative algebras Rα receives a
map from the zero algebra iff 1 = 0 in [1E , u(Rα)] at some finite stage. �

As a consequence of Lemmas A.7 and A.8 we have our first non-trivial example of a
weakly spectral category:

Example A.9. The category CAlg(Sp) of commutative algebras in spectra is weakly spec-
tral. /

Remark A.10. The arguments in Lemmas A.7 and A.8 are not particularly sensitive to
the choice of category of algebras. In particular, the same results hold with Em-algebras in
place of commutative algebras. /

Lemma A.11. Let E ∈ Prrig. If E contains a compact object e which generates E under
tensor products, duals and colimits, then CAlg(E) is weakly spectral.

Proof. As E is compactly generated, so is CAlg(E) by [Lur17, Corollary 5.3.1.17]. By
Lemma A.8, the zero algebra in CAlg(E) is strict it therefore suffices to show that the
zero algebra is compact.

Using the assumption that e generates E under tensor products, duals and colimits, we
can read off that a commutative algebra R is equivalent to zero iff 1 = 0 in the associative
ring [1E , R⊗End(e)]. Using that End(e) is compact (and therefore dualizable) we have that

[1E , R⊗ End(e)] = [End(e)∨, R]

and can then see that 1 = 0 in a filtered colimit iff 1 = 0 at some finite stage. �
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Example A.12. The category of T (n)-local spectra is generated by any choice of nonzero
compact object. Therefore, applying Lemma A.11, we learn that the category CAlg(SpT (n))

of T (n)-local commutative algebras is weakly spectral. /

Example A.13. Let X be a compact, T1 space. The poset Op(X) of open sets in X under
inclusions, considered as a category, is weakly spectral. /

Example A.14. The opposite of the category of profinite sets is weakly spectral. /

Lemma A.15. If C is a weakly spectral category, then for any R ∈ C, the undercategory
CR/− is weakly spectral.

Proof. We have that CR/− is compactly generated because the functor R
∐
− : C → CR/− has

a conservative and filtered colimit preserving right adjoint, and therefore preserves compact
generating sets. The condition that the terminal object is strict and compact is clear. �

Remark A.16. Outside of this appendix we will only work with Examples A.6 and A.12
and those which can be produced from them using Lemma A.15. /

A.1. Constructing Nullstellensatzian objects.
In this section, as preparation for proving Theorem A.3, we prove that Nullstellensatzian

objects exist in great abundance in C.

Proposition A.17. Let C be a weakly spectral category and let κ be a regular cardinal. Then
an object R ∈ C is non-terminal if and only if there exists a κ-Nullstellensatzian object L
and a map R→ L.

At its core, our proof of Proposition A.17 is essentially a small-object-type argument
where we make successive replacements of R and then argue that after a sufficiently filtered
colimit of such replacements one must obtain a Nullstellensatzian object. There is, however,
a wrinkle: the quantification over non-terminal κ-compact objects in the definition of
κ-Nullstellensatzian forces us into an argument which more closely resembles the argument
proving the existence of maximal (proper) ideals in commutative rings. Before proceeding
we make a digression on semi-lattices which provides a convenient logical super-structure
for our later arguments.

Recollection A.18. A semi-lattice is a poset L in which every pair of objects of L has a
least upper bound.

(1) Given u, v ∈ L we write u ∨ v for the least upper bound of the u and v and refer to
this as the join of u and v.

(2) A semi-lattice is bounded if it has minimal element ◦ and a maximal element ?.
(3) A map of bounded semi-lattices is a map of posets which preserves joins, ◦ and ?.

We write BSL for the category of bounded semi-lattices.
(4) An ideal in L is a subset I ⊂ L such that (i) if u ≤ v and v ∈ I, then u ∈ I and (ii)

I is closed under joins.
(5) A maximal ideal is a proper ideal I such that any larger ideal I ⊂ J contains ?.
(6) As a corollary of the fact that a union of a chain of ideals in a bounded semi-lattice

is an ideal, every bounded semi-lattice L in which ◦L 6= ?L has at least one maximal
ideal.

(7) Under the identification of the category of posets as a full subcategory of Cat∞, we
can identify bounded semi-lattices as those posets that have all finite colimits and
a terminal object. Joins correspond to coproducts. /
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Construction A.19. Let L : Cat∞ → Poset be the left adjoint to the natural inclusion of
posets into categories. Concretely, L(A) has an object 〈R〉 for each R ∈ A and 〈R1〉 ≤ 〈R2〉
exactly when there is a map R1 → R2 in A. /

If A has finite coproducts and a terminal object, then the same is true of L(A) and thus
L(A) is a bounded semi-lattice with

〈◦A〉 = ◦L(A) 〈?A〉 = ?L(A), and 〈R〉 ∨ 〈S〉 =
〈
R
∐

S
〉
.

Construction A.20. Given an object R ∈ C and a regular cardinal κ, let LκC(R) denote
the bounded semi-lattice L((CR/−)κ).

Given a map R→ S, the co-base change functor S
∐
R− : CR/− → CS/−

(i) preserves κ-compactness,
(ii) preserves coproducts and
(iii) preserves terminal objects34

therefore we can lift LκC(−) to a functor LκC(−) : C → BSL. /

Example A.21. An object R ∈ C is terminal iff LκC(R) ∼= {?}. /

From the defintion of κ-Nullstellensatzian, we obtain the following example which served
as the motivation for considering bounded semi-lattices:

Example A.22. Let κ be a regular cardinal. An object L ∈ C is κ-Nullstellensatzian iff
LκC(L) ∼= {◦ → ?}. /

Lemma A.23. Let κ be a regular cardinal such that C is κ-compactly generated. The functor
C → Cat∞ which sends R to (CR/−)κ with functoriality in R via co-base change commutes
with κ-filtered colimits.

Proof. Given a κ-filtered diagram colimKRα ∼= R, we obtain a natural comparison functor

c : colim
K

(CRα/−)κ → (CR/−)κ

which we would like to show is an equivalence. We start by showing that c is fully faithful.
For any vertex β ∈ K and objects S, T ∈ (CRβ/)κ we have

MapcolimKβ/ CRα/−
(S, T ) ∼= colim

Kβ/
MapCRα/−

Rα∐
Rβ

S,Rk
∐
Rβ

T


∼= colim
Kβ/

MapCRβ/−

S,Rα∐
Rβ

T

 ∼= MapCRβ/−

S, colim
Kβ/

Rα
∐
Rβ

T


∼= MapCRβ/

S,R∐
Rβ

T

 ∼= MapCR/−

R∐
Rβ

S,R
∐
Rβ

T

 .

Given an object W ∈ (CR/−)κ write R → W as a κ-filtered colimit of arrows Sα → Tα
where Sα, Tα ∈ Cκ. As W ∈ CR/− is κ-compact and expressible as a κ-filtered colimit of
objects R

∐
Sα
Tα, we learn that W is a retract of some R

∐
Sα
Tα. Since Sα is κ-compact

we can factor the map Sα → R through Rq for some q ∈ K. Thus, we learn that W is a
retract of an object in the image of c. On the other hand, using that c is fully faithful we

34Note that this uses our assumption that the terminal object in C is strict.



94 ROBERT BURKLUND, TOMER M. SCHLANK, AND ALLEN YUAN

can lift idempotents on objects in the image of c to a finite stage of the colimit and therefore
c is in fact essentially surjective. �

Lemma A.24. Let κ be a regular cardinal. Given an object R ∈ C and a maximal ideal I
in LκC(R), there exists an object S ∈ C and map f : R→ S such that LκC(f) factors as

LκC(R)→ {◦ → ?} → LκC(S)

with the preimage of ◦ being the maximal ideal I.

Proof. For each α ∈ I pick a Tα ∈ (CR/−)κ with 〈Tα〉 = α. Let

S :=
∐
α∈I

Tα

where the coproduct is taken in CR/−. For each α ∈ I, the map S → Tα
∐
R S admits a

retract and thus 〈Tα〉 maps to ◦ in LκC(S). Similarly, since I is a maximal ideal, for any
〈W 〉 6∈ I, there exists an α such that W

∐
R Tα is terminal. Since the terminal object is

strict, W
∐
R S is terminal as well, and so if β 6∈ I then β maps to ? in LκC(S).

To complete the proof we just need to show that S is non-terminal. Write S as the filtered
colimit

S ∼= colim
A⊂I, |A|<ω

α∈A∐
R

Tα.

Then, as the terminal object is strict and compact, S is terminal iff there is some finite
subset A of I such that

∐α∈A
R Tα is terminal. A finite coproduct of the Tα in (CR/−)κ is not

terminal because I is a proper ideal and joins in LκC(R) can be computed by the coproduct
in (CR/−)κ. �

Proposition A.25. Let κ be a regular cardinal. Given an object R ∈ C and a maximal
ideal I in LκC(R), there exists a κ-Nullstellensatzian object L and a map f : R → L such
that (LκC(f))−1(◦) = I.

Proof. Using Lemma A.24 we can produce a map g : R → R′ such that (LκC(g))−1(◦) = I.
To conclude we now just need to find a map R′ → L to a κ-Nullstellensatzian object.

Construct a diagram F : (κ + 1) → C by setting F (0) = R′, using the replacement
procedure from Lemma A.24 at each successor ordinal and extending to limit ordinals by
colimits.

To conclude we will show that F (κ) is κ-Nullstellensatzian. Using Lemma A.23 and the
fact that κ is κ-filtered we have isomorphisms

LκC(F (κ)) ∼= L
(
(CF (κ)/−)κ

) ∼= L

(
colim
α<κ

(CF (α)/−)κ
)
.

Then, using the fact that L is a left adjoint and the factorization through {◦ → ?} from
Lemma A.24, we can read off that

L

(
colim
α<κ

(CF (α)/−)κ
)
∼= colim

α<κ
L
(
(CF (α)/−)κ

) ∼= colim{◦ → ?} ∼= {◦ → ?}.

It follows from Example A.22 that F (κ) is κ-Nullstellensatzian, as desired. �

Proposition A.17 now follows as a corollary of Proposition A.25 and the existence of
maximal ideals in bounded semi-lattices.
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A.2. Constructing the spectrum.
We are now ready to define the constructible spectrum by placing a topology on the set

of maximal ideals of LωC (R).

Construction A.26. Given an L ∈ BSL we construct a topological space Spec(L) whose
points are the maximal ideals of L and whose closed sets are generated by

[`] := {I | ` ∈ I}
for ` ∈ L. We refer to Spec(L) as the spectrum of L. /

Unfortunately, a map of semi-lattices does not necessarily induce a map between their
spectra. In order to repair this we must restrict attention to only certain special maps which
we call tame.

Definition A.27. A map of bounded semi-lattices f : L1 → L2 is tame if for every maximal
ideal I of L2 the ideal f−1(I) is also maximal. We write BSLtame for subcategory of tame
maps of BSL. /

Lemma A.28. The spectrum construction Spec(−) assembles into a functor

Spec(−) : (BSLtame)op → Top.

Proof. The restriction to tame maps allows us to define the underlying functor to Set by
the formula Spec(f)(I) = f−1(I). Now we just need to check that given a tame map
f : L1 → L2, the induced map of spectra is continuous. For this, we observe that for ` ∈ L1

Spec(f)−1([`]) = {J | ` ∈ f−1(J)} = {J | f(`) ∈ J} = [f(`)].

�

Lemma A.29. Given a map f : R→ S in C, the associated map LωC (R)→ LωC (S) is tame.

Proof. Proposition A.25 lets us write every maximal ideal of LωC (S) in the form q−1(◦) for
some map q : S → L to a Nullstellensatzian object L. Thus it suffices to prove the lemma
for maps q : R → L with L Nullstellensatzian. That is, we must show, for every such map,
that q−1(◦) is maximal.

Write L ∈ CR/− as a filtered colimit of objects Ti ∈ (CR/−)ω. Note that 〈Ti〉 is in the
ideal q−1(◦) for each i. Suppose 〈W 〉 6∈ q−1(◦) ⊂ LωC (R); then W

∐
R L is terminal and

since the terminal object is strict and compact, there is a Ti with W
∐
R Ti terminal. Since

〈Ti〉 ∈ q−1(◦), this means W cannot be added to q−1(◦) and therefore that this ideal is
maximal. �

Definition A.30. Using Lemma A.29, we know that LωC (−) factors through BSLtame and
we can therefore define the constructible spectrum functor as the composite:

Speccons
C (−) := Spec(LωC (−)).

When it is clear from context that we are referring to the constructible spectrum (as
opposed to another notion of spectrum) we will sometimes drop the adjective cons from our
notation. /

As a corollary of Proposition A.17, Example A.22 and Proposition A.25 we obtain the
following proposition which verifies claims (A), (B) and (D) of Theorem A.3.

Proposition A.31. The functor Speccons
C : Cop → Top has the following properties:

(1) Speccons
C (R) = ∅ iff R ∼= ?.

(2) If L is Nullstellensatzian, then Speccons
C (L) is point.

(3) Every point of Speccons
C (R) has a Nullstellensatzian representative.
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A.3. Properties of the spectrum.
In this section we finish the proof of Theorem A.3 using the definition of the constructible

spectrum from the previous section and then proceed into a discussion of further properties
of Speccons

C that are useful for making computations in practice.

Definition A.32. Given an object S ∈ CR/− we write [S]R ⊂ SpecC(R) for the image of
SpecC(S) in SpecC(R). When the map R → S is clear from context, we shall omit the
subscript R. /

The following lemma follows from the fact that Speccons
C (S) depends only on the under-

category CS/−.

Lemma A.33. Let R→ S be a map. Then there is an isomorphism

Speccons
CR/−(S) ∼= Speccons

C (S).

Lemma A.34. For S ∈ (CR/−)ω, we have [〈S〉] = [S]R.

Proof. Given a point q ∈ Speccons
C (R), pick a Nullstellensatzian representative L ∈ CR/−.

Examining the associated map of lattices

LωC (R)→ LωC (L) ∼= {◦ → ?},

we can read off that q ∈ [〈S〉] iff S is in the preimage of ◦ iff the map R → L factors as
R→ S → L iff q ∈ [S]. �

Lemma A.35. For R ∈ C and Nullstellensatzian objects q1 : R→ L1, q2 : R→ L2 in CR/−,
the following are equivalent:

(1) We have [L1] = [L2] ⊂ SpecC(R).
(2) The pushout L1

∐
R L2 is non-terminal.

(3) There exists a Nullstellensatzian object L3 ∈ CR/− together with maps L1 → L3 and
L2 → L3 in CR/−.

Proof. (2) implies (3) by Proposition A.31(1,3) and (3) implies (1) by Proposition A.31(1).
It remains to show that (1) implies (2), so suppose that [L1] = [L2]. Write L2 = colimαRα

as a filtered colimit of objects in Rα ∈ (CR/−)ω. Note that 〈Rα〉 ∈ q−1
2 (◦) because [L2] ⊂

[〈Rα〉]. Assume for the sake of contradiction that

? ∼= L1

∐
R

L2
∼= L1

∐
R

colim
α

Rα ∼= colim
α

L1

∐
R

Rα.

Then by the strictness and compactness of ?C , there exists some α such that L1

∐
RRα

∼= ?C .

Thus we get that q1(〈Rα〉) = ?LωC (L1) and 〈Rα〉 /∈ q−1
1 (◦) contradicting the equality

{q−1
2 (◦)} = [L2] = [L1] = {q−1

1 (◦)}.

�

Corollary A.36. If R→ S is a map in C and R→ L1 is Nullstellensatzian, then [L1] ⊂ [S]
if and only if L1

∐
R S is non-terminal.

Proof. If L1

∐
R S is non-terminal, then [L1] ⊂ [S] follows immediately from Proposi-

tion A.31(1,3). If [L1] ⊂ [S], choose some S → L2 for L2 Nullstellensatzian that represents
a preimage of L1 in Spec(S), and we are done by Lemma A.35. �
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Lemma A.37. Given a filtered diagram F : K → CR/−, we have[
colim
K

F
]

=
⋂
α∈K

[F (α)].

Proof. First, note that we clearly have [colimK F ] ⊂
⋂
α∈K[F (α)], so it suffices to show

the other inclusion. Now, suppose q ∈ ∩α∈K[F (α)] with Nullstellensatzian representative
L ∈ CR/−. By Corollary A.36, it’s enough to show that

L
∐
R

colim
α∈K

F (α) = colim
K

L
∐
R

F (α)

is non-terminal. But since q is in the intersection of the [F (α)], Corollary A.36 implies
that each L

∐
R F (α) is non-terminal, and so the conclusion follows from the fact that the

terminal object is strict and compact.
�

Lemma A.38. Given a collection of objects Sα ∈ CR/−, α ∈ U we have ∩α∈U [Sα] =

[
∐α∈U
R Sα] in SpecC(R).

Proof. We begin with the case of a binary intersection of objects S and T . Write S and T
as filtered colimits of objects Sα and Tβ in (CR/−)ω. Then, using Lemmas A.34 and A.37
we have [

S
∐
R

T

]
=

[
colim
α

Sα
∐
R

colim
β

Tβ

]
=

[
colim
α,β

Sα
∐
R

Tβ

]
=
⋂
α,β

[
Sα
∐
R

Tβ

]

=
⋂
α,β

[〈
Sα
∐
R

Tβ

〉]
=
⋂
α,β

[〈Sα〉 ∨ 〈Tβ〉] =
⋂
α,β

[〈Sα〉] ∩ [〈Tβ〉]

=

(⋂
α

[Sα]

)
∩

⋂
β

[Tβ ]

 = [colim
α

Sα] ∩ [colim
β

Tβ ] = [S] ∩ [T ]

Now we return to the general case:[
α∈U∐
R

Sα

]
=

[
colim

V⊂U, |V |<ω

α∈V∐
R

Sα

]
=

⋂
V⊂U, |V |<ω

[
α∈V∐
R

Sα

]
=
⋂
α∈U

[Sα].

�

Lemma A.39. Given a span S ← R→ T in C, the natural comparison map

SpecC

(
S
∐
R

T

)
→ SpecC(S)×SpecC(R) SpecC(T )

is surjective.

Proof. Suppose we are given points q1 ∈ SpecC(S) and q2 ∈ SpecC(T ) which become equal
in SpecC(R). Pick Nullstellensatzian representatives L1 ∈ CS/ and L2 ∈ CT/. Examining
the map S

∐
R T → L1

∐
R L2, Lemma A.35 allows us to conclude.

�

Corollary A.40. If R → S is a map in C such that the fold map S
∐
R S → S is an

equivalence, then the map SpecC(S)→ SpecC(R) is an inclusion.
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Proof. Applying Lemma A.39 and the assumption on the fold map, we learn that the diag-
onal map

SpecC (S)→ SpecC(S)×SpecC(R) SpecC(S)

is surjective. The conclusion follows. �

Lemma A.41. SpecC(R) has the constructible topology.

Proof. To prove the lemma we must show that the closed sets of SpecC(R) are exactly the
sets of the form [S]. Recall that SpecC(R) has a basis of closed sets [〈S〉] as S ranges over
(CR/−)ω and by Lemma A.34 [〈S〉] = [S]. Then, using Lemma A.38 we see that any closed
set ∩α〈Sα〉 can be written as [T ] for some T ∈ CR/−:

∩α〈Sα〉 =
⋂
α

[Sα] ∼=

[
α∐
R

Sα

]
.

Given an object S ∈ CR/− we can write S as a filtered colimit of Sα ∈ (CR/−)ω. Then,
using Lemmas A.34 and A.37 we find that

[T ] =
⋂
α

[Tα] =
⋂
α

[〈Tα〉]

and therefore that [T ] is closed. �

Lemma A.42. SpecC(R) is compact.

Proof. Using Lemma A.41 it will suffice to show that, given a set {Sα}α∈U of objects in
CR/ such that the intersection ∩α∈U [Sα] is empty, there exists a finite subset V ⊆ U with
∩α∈V [Sα] empty as well.

Using Lemmas A.37 and A.38, we can translate into the claim that it suffices to show
that if

∐α∈U
R Sα is terminal, then there is some finite subset V ⊆ U such that

∐α∈V
R Sα is

terminal. This follows by writing
∐α∈U
R Sα as a filtered colimit over finite subsets of U and

then using the assumption that the terminal object in C is compact and strict. �

Proof (of Theorem A.3). We constructed the functor SpecC(−) : Cop → Top in Definition A.30
and proved that SpecC(R) is compact in Lemma A.42. Properties (A), (B) and (D) were
proved in Proposition A.31. Properties (C) and (E) were proved in Lemmas A.41 and A.39
respectively. Given a map R → S the associated map on constructible spectra is closed as
a corollary of (C). Finally, the fact that SpecC(−) is T1 follows because combining (C) and
(D), one sees that every point is closed.

The uniqueness follows from the fact that (A), (B) and (D) determine the underlying
set of SpecC(R); indeed, it is the set of Nullstellensatzian objects L ∈ CR/− modulo the
equivalence relation that L1 and L2 determine the same point if L1

∐
R L2 is non-terminal.

The topology is completely determined by (C). �

Remark A.43. As a consequence of the fact that SpecC(−) lands in topological spaces and
closed maps, any map R→ S which induces a bijection on geometric points will induce an
isomorphism on constructible spectra. /

As a corollary of Theorem A.3(E) we learn that the collection of maps which induce
surjections on the constructible spectrum is stable under co-base change, and therefore we
can use these maps as the covers in a topology on Cop.
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Definition A.44. A c-cover of R ∈ C is a map R → S which induces a surjection on
constructible spectra. We define the c-topology to be the topology on Cop generated the
singleton c-covers. /

The following is clear from the definition of maps in Topcpt,T1,cl.

Lemma A.45. A map X → Y in Topcpt,T1,cl is surjective on the underlying sets if and
only if it is a topological quotient map.

This lemma has the following consequence:

Corollary A.46. The functor Speccons
C (−) : C → (Topcpt,T1,cl)op is a sheaf for the c-

topology.

Proof. We would like to show that if R→ S is a c-cover, then the diagram(
SpecC(S

∐
R

S)⇒ SpecC(S)

)
→ SpecC(R)

is a coequalizer in Topcpt,T1,cl. Since SpecC(S) → SpecC(R) is surjective by assumption, it
is a topological quotient map by Lemma A.45. We are then done by Lemma A.39. �

More generally, this corollary means that in order to compute SpecC(R), it suffices to find
a map R→ S which covers SpecC(R) and a map S

∐
R S → T which covers SpecC(S

∐
R S)

and then compute the coequalizer

Coeq (SpecC(T )⇒ SpecC(S)) .

Although it may seem difficult to construct c-covers in general, in fact, each object R
admits a c-cover of a particularly simple form:

Example A.47. Given an R ∈ C, pick a Nullstellensatzian representative Lq of each point
q ∈ SpecC(R) and consider the map

R→
∏

q∈SpecC(R)

Lq.

Examining the projections maps to the individual Lq’s, one can see that this map is a
c-cover. /

We end the section with a pair of results which exploit the existence of c-covers by
products of Nullstellensatzian objects to simplify the process of computing the constructible
spectrum.

Definition A.48. Let NSC ⊂ C be the full subcategory of Nullstellensatzian objects and
let NSΠ

C ⊂ C be the full subcategory of products of Nullstellensatzian objects. /

Lemma A.49. The composite functor

Cop SpecC(−)−−−−−−→ Topcpt,T1,cl → Set

is the left Kan extension of the constant functor pt: NSop → Set along the inclusion NSop
C →

Cop.

Proof. This follows from the fact that every point has a Nullstellensatzian representative
and any pair of maps R→ L1 and R→ L2 represent the same point iff there is a Nullstel-
lensatzian object L3 and a map L1

∐
R L2 → L3. �
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Lemma A.50. The restriction of SpecC(−) : Cop → Topcpt,T1,cl to NSΠ
C is uniquely deter-

mined by the full subcategory NSC ⊆ NSΠ
C .

Proof. The underlying set of the restriction of SpecC(−) to NSΠ
C can be recovered as the left

Kan extension of the constant functor to Set from NSC to NSΠ
C by Lemma A.49. Using the

description of the constructible topology from Theorem A.3(C) and Example A.47, we see
that the lift of the functor NSΠ

C → Set to Topcpt,T1,cl is uniquely determined. �

Proposition A.51. The constructible spectrum functor

SpecC(−) : Cop → Topcpt,T1,cl

is the left Kan extension of its restriction to (NSΠ)op.

Proof. Using that the forgetful functor u : Topcpt,T1,cl → Set is faithful and the fact that, as
a consequence of Lemma A.49, the functor u(SpecC(−)) is Kan extended from its restriction
to NSΠ

C we find, after unrolling definitions, that it suffices to show that given a functor
G : Cop → Topcpt,T1,cl, any natural transformation η : u ◦ SpecC ⇒ u ◦ G whose restriction
to NSΠ is continuous and closed is continuous and closed on all C.

For this we argue as follows: Given an object R ∈ C, pick a S ∈ NSΠ and a map f : R→ S
which induces a surjection on the constructible spectrum (e.g. Example A.47), and consider
the following diagram:

SpecC(S) G(S)

SpecC(R) G(R)

ηS

ηR

By Lemma A.45, η(R) is continuous and closed iff SpecC(f)◦η(R) is continuous and closed.
On the other hand SpecC(f) ◦ η(R) = η(S) ◦ G(f) and the latter is continuous and closed
by assumption. �

A corollary of this result is that the constructible spectrum of R ∈ C depends only on
the maps from R to products of Nullstellensatzian objects.

Definition A.52. For an object R ∈ C, define the functor

SpdC(R) : NSΠ
C → Set

to be the restriction of π0 MapC(R,−) : C → Set to the full subcategory NSΠ of products
of Nullstellensatzian objects. /

As a consequence of Proposition A.51, the functor SpecC(−) factors through SpdC and
we have:

Corollary A.53. Suppose that R1, R2 ∈ C. Then any isomorphism SpdC(R1) ∼= SpdC(R2)
induces an isomorphism SpecC(R1) ∼= SpecC(R2).

A.4. The spectrum of a product.
Proposition A.51 implies that the fundamental step in understanding the functor SpecC(−)

is understanding SpecC(R) when R is a product of Nullstellensatzian objects. The simplest
guess for what happens in this case is that

(i) SpecC(L1 × · · · × Lm) is a discrete space with m points and more generally
(ii) SpecC

(∏
α∈U Lα

)
is the Stone-Čech compactification of U .35

35Recall that SpecC(−) lands in compact spaces and the discrete space U is not compact if U is not
finite.
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In this section we isolate certain natural conditions on C which ensure that this guess is
correct.

A.4.1. Op-disjunctive categories and finite products.

Definition A.54. A presentable category C is op-disjunctive if for any pair of objects
R,S ∈ C, the product functor induces an equivalence

CR/− × CS/−
∼=−→ CR×S/−.

By [Bar17, §4], this is equivalent to the conditions that
(1) Products are disjoint, that is, for any pair of objects R,S ∈ C, there is an equivalence

R
∐
R×S S

∼= ?.
(2) Coproducts distribute over products, that is, R

∐
(S1×S2) ∼= (R

∐
S1)×(R

∐
S2). /

Remark A.55. If C is op-disjunctive, then the equivalences

C◦/− × C?/− ∼= C◦×?/− ∼= C◦/−
imply that the terminal object of C is strict. /

Lemma A.56. If C is weakly spectral and op-disjunctive, then

SpecC(R× S) ∼= SpecC(R)
∐

SpecC(S).

Proof. Using the assumption that C is op-disjunctive, we find that the object R ∈ CR×S/−
is
∐
-idempotent. Corollary A.40 then implies that SpecC(R) sits inside SpecC(R × S) as a

closed subspace. Similarly, we learn that SpecC(S) is a closed subspace of SpecC(R× S) as
well. Using Theorem A.3(E) and the fact that products are disjoint in C we find that these
closed subspaces are disjoint as R

∐
R×S S

∼= ?.
To conclude, we now argue that [R] ∪ [S] is all of SpecC(R × S). For this, we use the

assumption that coproducts distribute over products to conclude that, for L Nullstellen-
satzian, L

∐
R×S R and L

∐
R×S S are both terminal iff L

∐
R×S(R× S) is terminal iff L is

terminal. �

Lemma A.56 implies that the spectrum of a product L1 × · · · × Lm of Nullstellensatzian
objects is the discrete space with m points, as desired. Moreover, Lemma A.56 also implies
that Nullstellensatzian objects are product-indecomposible in the sense that they cannot be
written as the product of two non-terminal objects.

Lemma A.57. Let C be weakly spectral and op-disjunctive. The restriction of SpecC(−) to
NSΠ
C is uniquely determined by the category NSΠ

C .

Proof. Lemma A.56 implies that the full subcategory NSC ⊆ NSΠ
C can be singled out as

the full subcategory of product-indecomposable objects. The lemma now follows from
Lemma A.50. �

Lemma A.58. If D is a semiadditively symmetric monoidal category, then CAlg(D) is
op-disjunctive. In particular, this holds for D ∈ Prrig.

Proof. In order to check that CAlg(D) is op-disjunctive we must show that products are dis-
joint and coproducts distribute over products. Given S1, S2, S3 ∈ CAlg(D)R/− the natural
map

S1 ⊗R (S2 × S3)→ (S1 ⊗R S2)× (S1 ⊗R S3)
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is an equivalence since S1⊗R− commutes with colimits in D. In order to show that products
are disjoint, we examine the square of discrete commutative algebras

[1D, R1 ×R2] [1D, R1]

[1D, R2] [1D, R1 ⊗R1×R2
R2]

π1

π2 i1

i2

and compute in the bottom right corner that

1 = i1π1(1, 1) = i1π1(0, 1) + i2π2(1, 0) = 0 + 0 = 0,

and therefore R1 ⊗R1×R2 R2 ' 0. �

A.4.2. Ultraproducts and infinite products.
Let us now consider the constructible spectrum of an infinite product of Nullstellensatzian

objects. Given a set of Nullstellensatzian objects {Lα}α∈U in C and a point µ ∈ βU in the
Stone–Čech compactification of U we are naturally led to consider the ultraproduct of the
Lα over the ultrafilter µ which is given by∫

U

Lαdµ := colim
V ∈µ

∏
α∈V

Lα.

The key observation is then that, because µ is an ultrafilter, the colimit diagram above
is filtered, and therefore the assumption that the terminal object of C is strict and compact
implies that

∫
U
Lαdµ is always non-terminal. From this one can see that the constructible

spectrum of a product is always at least as large as βU . Motivated by the example of
discrete commutative rings, where ultraproducts of algebraically closed fields are themselves
algebraically closed fields we place the following restriction on C:

Definition A.59. We say that ultraproducts in C are point-like if, for any set {Lα}α∈U of
Nullstellensatzian objects in C and ultrafilter µ ∈ βU , the constructible spectrum of the
ultraproduct

∫
U
Lαdµ is a point. /

In this paper, the most important example of a category with point-like ultraproducts is
the category of T (n)-local commutative E(k)-algebras.

Example A.60. As a corollary of Theorem 2.38 the functor E(−) : Perfk → CAlg∧E(k) com-
mutes with ultraproducts. Then, using our characterization of the Nullstellensatzian objects
in CAlg∧E(k) from Theorem 6.12, we may conclude that an ultraproduct of Nullstellensatzian
objects is Nullstellensatzian and therefore that ultraproducts in CAlg∧E(k) are point-like. /

Lemma A.61. Suppose C is op-disjunctive and ultraproducts in C are point-like. Then,
given a set of Nullstellensatzian objects {Lα}α∈U there is a natural isomorphism

SpecC

(∏
α∈U

Lα

)
∼= βU

between the spectrum of the product and the Stone–Čech compactification of the set U .

Proof. In order to simplify notation, for each V ⊆ U we let L(V ) denote the product∏
α∈V Lα. Using the assumption that Cop is disjunctive we have an isomorphism

L(V )
∐
L(U)

L(W ) ∼= L(V ∩W )
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for any pair of subsets U, V of A. Dually, the diagonal and projection maps allow us to see
that [L(V )× L(W )] = [L(V ∪W )] in SpecC(L(U)). In particular this implies that [L(V )]
and [L(U \ V )] partition SpecC(L(U)) into a pair of clopen sets.

Using the clopen sets associated to subsets of U we can construct a map of Boolean
algebras from P(U) to the boolean algebra of clopen sets of SpecC(L(U)). Under Stone
duality this corresponds to a map of topological spaces

r : SpecC (L(U))→ βU.

We can compute fiber of r over an ultrafilter µ ∈ βU by using Lemma A.37:

r−1(µ) = ∩V ∈µ[L(V )] =

[
colim
V ∈µ

L(V )

]
=

[∫
U

Lαdµ

]
.

The assumption that ultraproducts are point-like in C therefore implies the r is bijective.
Finally, as r is a continuous bijection with compact source and Hausdorff target, it is an
isomorphism. �

Proposition A.62. Suppose C is weakly spectral and op-disjunctive, and that ultraproducts
in C are point-like. Then, for every R ∈ C, SpecC(R) is Hausdorff.

Proof. As in Example A.47 pick a S ∈ NSΠ and a c-cover R → S. We will show that
SpecC(R) is Hausdorff by analyzing the surjective map

q : SpecC(S)→ Spec(R).

q is closed by Theorem A.3. From Lemma A.61 we know that SpecC(S) is the Stone–Čech
compactification of a set and therefore compact Hausdorff. Compact Hausdorff spaces are
normal, so SpecC(S) is normal. Finally, by [Mun00, Ex. 31.6], a closed, continuous surjection
with normal source has a normal target (and in particular a Hausdorff target). �

A.4.3. Spectral categories.
We have seen above that the constructible spectrum is even more well-behaved under the

following additional assumptions:

Definition A.63. We say that a category C is spectral if it is weakly spectral and addition-
ally:

(1) C is op-disjunctive.
(2) Ultraproducts in C are point-like. /

Example A.64. The category CAlg(SpT (n)) is spectral, by virtue of Example A.9, Lemma A.58,
and Example A.60. /

For spectral categories, we have the following refinement of Theorem A.3:

Theorem A.65. Let C be a spectral category. Then there is a functor

Speccons
C (−) : Cop → CHaus

to compact Hausdorff spaces which satisfies properties (A) through (E) of Theorem A.3
together with:

(F) The functor Speccons
C is left Kan extended from the full subcategory (NSΠ)op ⊂ Cop

of products of Nullstellensatzian objects.

Proof. The fact that the functor lands in compact Hausdorff spaces and satisfies proper-
ties (A) through (E) follows from Theorem A.3 combined with Proposition A.62. Finally,
(F) follows from the same proof as Proposition A.51, with CHaus replacing Topcpt,T1,cl

everywhere. �
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A.5. Examples.
We conclude this section by analyzing the constructible spectrum in some examples.

Lemma A.66. Let D ∈ Prrig and assume that the zero algebra is compact in CAlg(D).
Then, a nil-conservative map A→ B in CAlg(D) induces a surjective map on constructible
spectra.

Proof. The fiber of the map

SpecCAlg(D)(B)→ SpecCAlg(D)(A)

at a Nullstellensatzian commutative A-algebra L is given by the geometric points of B⊗AL.
Since A → B is nil-conservative by assumption, B ⊗A L is non-zero and therefore has at
least one geometric point. �

As one might expect, our abstract definition of the constructible spectrum recovers the
usual definition of the constructible topology on the Zariski spectrum when we take C =
CRing.

Proposition A.67. Given a discrete commutative algebra R, there is an isomorphism

Speccons
CRing(R) ∼= Speccons

Zar (R)

between the constructible spectrum of R and the Zariski spectrum of R equipped with its
constructible topology.

Proof. In Theorem 6.1 we showed that the Nullstellensatzian objects in CRing are the
algebraically closed fields. Using that fact that two Nullstellensatzian objects R → L1 and
R→ L2 represent the same point of R if and only if their pushout, L1⊗RL2, is non-zero we
see that the points of Speccons

CRing(R) are the Zariski points. Examining the description of the
constructible topology in Theorem A.3(C), we see that it agrees with the usual definition of
the constructible topology on the Zariski spectrum. �

Remark A.68. Since ultraproducts of algebraically closed fields are algebraically closed
fields, we learn from Proposition A.62 that for a discrete ring R its constructible spectrum is
Hausdorff. In fact, the Zariski constructible spectrum of R is a totally disconnected compact
Hausdorff space. /

This leads us to ask the following question:

Question A.69. In which categories of commutative algebras is the constructible spectrum
a totally disconnected compact Hausdorff space?

For us the most interesting case of this question is that provided by the main example of
this paper, CAlg(SpT (n)).

Example A.70. Let X be a compact T1 space. The poset Op(X) of open sets of X under
inclusion is weakly spectral and it is not too difficult to verify that the Nullstellensatzian
objects in Op(X) are the open complements of the points of X. This means its spectrum
SpecOp(∅) can be identified with X as a set, and one can then read off for U ∈ Op(X) that
[U ]∅ = X \ U . It follows that

SpecOp(X)(∅) ∼= X

as topological spaces. /

An important feature of Example A.70 is that it implies that every compact, T1 space
occurs as a constructible spectrum (and therefore the constructible spectrum does not, in
general, have any further special properties).
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Example A.71. In the case of (the opposite of) profinite sets, it is not too difficult to
show that the constructible spectrum functor recovers the embedding of profinite sets into
compact Hausdorff spaces. /

Notably, as the next example shows, algebraically closed Lubin–Tate theories are only
Nullstellensatzian in the monochromatic world. In fact, in the seemingly more general Lfn-
local setting, the constructible spectrum collapses to the rational case.

Example A.72. Since LfnSp ∈ Prrig is generated by the compact object Lfn(S), by Lemma A.11
we have that CAlg(LfnSp) is weakly spectral. Now let L ∈ CAlg(LfnSp) be Nullstellensatzian.
By the May nilpotence conjecture [MNN15], we have that L[1/p] 6= 0; but it is easy to see
that L[1/p] is compact under L, so we get that L = L[1/p]. Now let R ∈ CAlg(LfnSp) be
arbitrary. We deduce from the claim above and Corollary A.40 that the natural map

SpecCAlg(LfnSp)(R[1/p])→ SpecCAlg(LfnSp)(R)

is an isomorphism. /
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