
On K(n)-equivalences of spaces

A.K. Bousfield

Abstract. Working at a fixed prime p, we show that each K(n)∗-equivalence of
spaces is a K(m)∗-equivalence for 1 ≤ m ≤ n. Our proof uses homotopical localiza-

tion theory and depends on the K(n)∗-nonacyclicily of the highly connected infinite
loop spaces in the associated Ω-spectrum of k(m).

1. Introduction

In [Ra1, Theorem 2.11], Ravenel showed that a K(n)∗-acyclic finite
CW -spectrum must also be K(m)∗-acyclic for 1 ≤ m ≤ n, where K(m)∗ is the
mth Morava K-theory at a prime p. Although the corresponding result fails for
arbitrary connective spectra of finite type (see, e.g., Theorem 1.3), we will show
that it holds for arbitrary spaces. Our main result is

Theorem 1.1. Each K(n)∗-equivalence of spaces is a K(m)∗-equivalence for
1 ≤ m ≤ n.

This will follow immediately from Theorems 1.2 and 1.3 below. We call a spec-
trum X connective when πiX = 0 for each i < 0, and we let Xk denote the kth space
in the associated Ω-spectrum of X. Following [HRW], we call X strongly E∗-acyclic
for a homology theory E∗ if Xq is E∗-acyclic for some q ≥ 0. This implies that Xj

is E∗-acyclic for all j ≥ q. Let k(m) denote the connective cover of K(m).

Theorem 1.2. For a homology theory E∗ and integer m ≥ 1, the following are
equivalent:

(i) each E∗-equivalence of spaces is a K(m)∗-equivalence;

(ii) the spectrum k(m) is not strongly E∗-acyclic.

This will follow from Theorem 2.7 below, and can easily be sharpened to show
that if K(Z/p, q) is E∗-acyclic and k(m)

q
is E∗-nonacyclic for some q ≥ 0, then each

E∗-equivalence of spaces is a K(m)∗-equivalence. Theorem 1.1 now follows from

Theorem 1.3. For 1 ≤ m ≤ n, the spectrum k(m) is not strongly K(n)∗-acyclic,
although it is K(n)∗-acyclic when m 6= n.
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This is well-known to the experts, and will be proved in 2.8 using results of [Wi1]
and [HRW]. Theorem 1.2 has an analogue with K(m)∗ and k(m) replaced by HZ/p∗
and HZ/p respectively. In fact, by [Bo2] or [Bo 5, Lemma 9.13] and [RW], we have

Theorem 1.4. For a homology theory E∗ and integer n ≥ 1, if K(Z/p, n) is
not E∗-acyclic, then each E∗-equivalence of spaces is an Hi(−; Z/p)-equivalence for
i ≤ n. In particular, each K(n)∗-equivalence of spaces is an Hi(−; Z/p)-equivalence
for i ≤ n.

In view of Theorems 1.1 and 1.4, we can extend the usual notion of “type” for
finite complexes (see, e.g., [Ra2]) to cover arbitrary spaces. We say that a space X
has type n, for some n ≥ 1, when X is K(i)∗-acyclic for 1 ≤ i < n and is K(i)∗-
nonacyclic for i ≥ n, and we say that X has type ∞ when X is K(i)∗-acyclic for
i ≥ 1, or equivalently when X is H∗(−; Z/p)-acyclic. Each space now has a unique
type.

We also see that the K(n)∗-equivalences of spaces are closely related to other
sorts of equivalences. For instance, by Theorem 1.1 and [Ra1, Theorem 2.1], we
have

Theorem 1.5. The homology theories K(n)∗ ⊕ HQ∗, E(n)∗, and v−1
n BP∗ all

determine the same equivalences of spaces, and likewise so do the homology theories
K(n)∗, E(n)Z/p∗, and v−1

n BPZ/p∗.

This suggests that the K(n)∗-localizations of spaces should be closely related to
the E(n)∗-localizations. For a space X and homology theory E∗, we let X → XE

denote the E∗-localization [Bo 1]. We call a group G prenilpotent when the lower
central series {ΓnG}n≥1 is eventually constant, and we write ΓG for this constant
term. Combining Theorem 1.5 with our version [Bo 2, Proposition 7.2] of Mislin’s
arithmetic square theorem, we now have

Theorem 1.6. Let X ∈ Ho∗ be a connected space. If π1X is prenilpotent
with π1X/Γπ1X finite, or if X is an H-space, then for n ≥ 1 there is a natural
equivalence (XE(n))HZ/p ' XK(n) and a natural homotopy fiber square

XE(n) −−−−→ XK(n)y
y

XHQ −−−−→ (XK(n))HQ.

Finally, we note that Steve Wilson has found a very different proof of Theorem
1.1 for spaces of finite type [Wi2]. We thank him and Doug Ravenel for their
comments on this work.

2. Proofs of the main theorems

Our main goal is to prove a generalized version of Theorem 1.2 involving “f-
localizations” in the sense of [Bo3], [Bo 4], [Bo 5], [Ca], [DF1], and [DF2]. Working
in the homotopy categories Ho∗ and Hos of pointed CW -complexes and of spectra,
we start by recalling the required notions.
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2.1. f-localizations of spaces. For a fixed map f : A → B in Ho∗, a space
Y ∈ Ho∗ is called f-local when f∗ : map(B, Y ) ' map(A, Y ); a map u : X → X ′

in Ho∗ is called an f-equivalence when u∗ : map(X ′, Y ) ' map(X, Y ) for each
f-local space Y ; and a map X → X ′ is called an f-localization of X when it is
an f-equivalence to an f-local space X ′. For each map f and space X, there is a
natural f-localization α : X → LfX. Moreover, by [Bo5, 2.5] or [DF2, 1.E.4], the
E∗-localization of spaces for a homology theory E∗ is given by an f-localization for
a suitable map f .

2.2. φ-localizations of spectra. Similarly, for a fixed map φ : I → J in Hos, a
spectrum Y ∈ Hos is called φ-local when φ∗ : F c(J, Y ) ' F c(I, Y ), where F c(X, Y )
is the connective cover of the function spectrum F (X, Y ); a map u : X → X ′ in Hos

is called a φ-equivalence when u∗ : F c(X ′, Y ) ' F c(X, Y ) for each φ-local spectrum
Y ; and a map X → X ′ is called a φ-localization of X when it is a φ-equivalence
to a φ-local spectrum X ′. For each map φ and spectrum X, there is a natural
φ-localization α = X → LφX by [Bo4, Theorem 2.1]. The following result of [Bo 4,
Theorem 2.10] will allow us to determine f-localizations of infinite loop spaces by
using Σ∞f-localizations of the associated spectra.

Theorem 2.3. For a map f : A → B in Ho∗ and a spectrum X, there is a
natural equivalence Lf (Ω∞X) ' Ω∞(LΣ∞fX).

To study φ-localizations of module spectra where φ : I → J is a fixed map in
Hos, we need

Lemma 2.4. Let E be a connective spectrum.

(i) If h : X → X ′ is a φ-equivalence in Hos, then so is 1 ∧ h : E ∧X → E ∧ X ′.

(ii) If Y is a φ-local spectrum in Hos, then so is F (E, Y ).

Proof. This follows since there are natural equivalences

F c
(
E, F c(X, Y )

)
' F c(E ∧ X, Y ) ' F c

(
X, F (E, Y )

)

when E is connective. �

2.5. φ-localizations of module spectra. Let E be a connective ring spectrum,
and let M be a (left) E-module spectrum in the elementary sense of [Ad, p. 246].
Since the map 1 ∧ α : E ∧ M → E ∧ LφM is a φ-equivalence by Lemma 2.4, the
multiplication map µ : E∧M → M extends to a unique map µ : E∧LφM → LφM .
This makes LφM into an E-module spectrum such that α : M → LφM is an E-
module homomorphism. Moreover, Lφ acts as a functor Lφ : E-Mod → E-Mod on
the category of E-module spectra and homomorphisms. For M , N ∈ E-Mod, let
[M, N ]E ⊂ [M, N ] denote the group of E-module homomorphisms M → N . When
N is φ-local, the isomorphism α∗ : [LφM, N ] ∼= [M, N ] restricts to an isomorphism
α∗ : [LφM, N ]E ∼= [M, N ]E. Hence, if h : M → M ′ is a φ-equivalence in E-Mod
and if N ∈ E-Mod is φ-local, then h∗ : [M ′, N ]E ∼= [M, N ]E. In general, we see
that the φ-localization theory in Hos restricts to a φ-localization theory in E-Mod.

For m ≥ 1, recall that k(m) is a ring spectrum with π∗k(m) = Z/p[vm] where
|vm| = 2pm − 2.
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Lemma 2.6. For a map φ : I → J of connective spectra, if ΣqHZ/p is φ-acyclic
and if Σqk(m) is φ-nonacyclic for some q ≥ 0, then k(m) is φ-local.

Proof. Since Σqk(m) is a module spectrum over the connective ring spectrum
k(m), so is LφΣqk(m). Since ΣqHZ/p is φ-acyclic, the (left) k(m)-module homo-
morphism vm : Σj+2pm−2k(m) → Σjk(m) is a φ-equivalence for j ≥ q + 1 and
induces an isomorphism

vm : πjLφΣqk(m) ∼= πj+2pm−2LφΣqk(m)

by 2.5. Moreover, each map ΣqHZ/p → LφΣqk(m) is nullhomotopic since ΣqHZ/p
is φ-acyclic, and the map α : Σqk(m) → LφΣqk(m) is essential since Σqk(m) is φ-
nonacyclic. Hence, the groups πjLφΣqk(m) cannot be trivial for all j ≥ q + 1, and
the q-connected section of LφΣqk(m) is a nontrivial wedge of copies of Σjk(m) for
j ≥ q+1. Thus k(m) can be constructed from LφΣqk(m) using loopings, connective
sections, and retracts. Consequently, k(m) is also φ-local. �

We can now prove a generalized version of Theorem 1.2. For a map of spaces
f : A → B, a connective spectrum X will be called strongly f-acyclic if the infinite
loop space Xq is f-acyclic for some q ≥ 0. This implies that Xj is f-acyclic for all
j ≥ q.

Theorem 2.7. For a map of spaces f : A → B and integer m ≥ 1, the following
are equivalent:

(i) each f-equivalence of spaces is a K(m)∗-equivalence;

(ii) the spectrum k(m) is not strongly f-acyclic.

Proof. First suppose that HZ/p is not strongly f-acyclic. Then K(Z/p, q) isf-
local for all q ≥ 1 by [Bo 5, Lemma 9.13], and thus each f-equivalence of spaces is
an H∗(−; Z/p)-equivalence. Hence, conditions (i) and (ii) both hold. Next suppose
that k(m) is strongly f-acyclic. Then, for some q, k(m)

q
is f-acyclic, although

it is not K(m)∗-acyclic since there is an essential map k(m)
q
→ K(m)

q
. Hence,

conditions (i) and (ii) both fail. Finally, suppose that HZ/p is strongly f-acyclic
and k(m) is not. Then, by Theorem 2.3, ΣqHZ/p is Σ∞f-acyclic and Σqk(m) is
Σ∞f-nonacyclic for some q ≥ 0. Hence, k(m) is Σ∞f-local by Lemma 2.6, and
K(m)

0
= Ω∞k(m) is f-local. Thus conditions (i) and (ii) both hold in this final

case. �

We conclude with

2.8. Proof of Theorem 1.3. Suppose that k(m)
q

is K(n)∗-acyclic for some

q ≥ 0. Then the Postnikov map K(m)
q
→ P q−1K(m)

q
is a K(n)∗-equivalence

and K(n)∗(K(m)
q
) is even degree by [HRW, Corollary 1.3]. For 1 ≤ m ≤ n, this

contradicts Wilson’s calculation of K(n)∗(K(m)
q
) in [Wi1], and we conclude that

k(m) is not strongly K(n)∗-acyclic. Finally, k(m) is K(n)∗-acyclic for m 6= n since
K(m) and HZ/p are K(n)∗-acyclic by [Ra1, Theorem 2.1]. �



ON K(n)-EQUIVALENCES OF SPACES 5

References

[Ad] J.F. Adams, Stable homotopy and generalized homology, The University of
Chicago, Press, 1974.

[Bo 1] A.K. Bousfield, The localization of spaces with respect to homology, Topology
14 (1975), 133-150.

[Bo 2] , On homology equivalences and homological localizations of spaces,
Amer. J. Math. 104 (1982), 1025-1042.

[Bo 3] , Localization and periodicity in unstable homotopy theory, J. Amer.
Math. Soc. 7 (1994), 831-873.

[Bo 4] , Algebraic Topology: New Trends in Localization and Periodicity,
Progress in Mathematics, vol. 136, Birkhauser Verlag, 1996.

[Bo 5] , Homotopical localizations of spaces, Amer. J. Math. 119 (1997),
1321-1354.

[Ca] C. Casacuberta, CRM Proc. Lecture Notes, vol. 6, American Mathematical
Society, 1994.

[DF1] E. Dror Farjoun, Lecture Notes in Math., vol. 1509, Springer-Verlag, 1992.
[DF2] , Lecture Notes in Math., vol. 1622, Springer-Verlag, 1996.
[HRW] M.J. Hopkins, D.C. Ravenel, and W.S. Wilson, Morava Hopf algebras and

spaces K(n) equivalent to finite Postnikov systems, Fields Institute Commu-
nications 19 (1998), 137-163.

[Ra1] D.C. Ravenel, Localization with respect to certain periodic homology theories,
Amer. J. Math. 106 (1984), 351-414.

[Ra2] , Nilpotence and periodicity in stable homotopy theory, Ann. of
Math. Stud. (1992), no. 128, Princeton Univ. Press.

[RW] D.C. Ravenel and W.S. Wilson, The Morava K-theories of Eilenberg-MacLane
spaces and the Conner-Floyd conjecture, Amer. J. Math. 102 (1980), 691-
748.

[Wi1] W.S. Wilson, The Hopf ring for Morava K-theory 20 (1984), Publ. RIMS,
Kyoto Univ., 1025-1036.

[Wi2] , K(n+1)-equivalence implies K(n)-equivalence, these Proceedings.

Department of Mathematics, Statistics, and Computer Science
(M/C 249), University of Illinois at Chicago, Chicago, IL 60607

E-mail address: bous@uic.edu


