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Ungrammaticality and Interpretation

• How are ungrammatical utterances interpreted?

• Three hypotheses:

H1: Ungrammatical utterances are repaired to the closest 
grammatical utterance, then interpreted normally.

H2: Ungrammatical utterances are not interpreted using normal 
linguistic mechanisms of interpretation, but we apply general 
cognitive mechanisms of inference to them.

H3: Ungrammatical utterances are interpreted to the greatest 
extent possible using normal linguistic mechanisms of 
interpretation. 
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The Best Hypothesis?

• The problem for H1 is how ‘closest grammatical utterance’ is 
computed.

• Until we have a theory of this, H1 is not explanatory.

• H2 suffers from two immediate problems:

• It is rather implausible that the linguistic mechanisms for 
interpretation are switched off in their entirety, given that 
substructures of the utterance are likely grammatical and 
interpretable.

• ‘General inference’ must apply to something and that something is 
surely the well-formed parts. Therefore H2 depends on H3 –– H3 
subsumes H2.

• The best initial hypothesis is H3.
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The General Problem

• The standard interpretation of semantic compositionality is that 
an expression has a full compositional interpretation if and only 
if it has a valid syntactic structure.

• Montague Grammar: syntax-semantics homomorphism

• Type-Logical Grammar: syntax-semantics isomorphism

• Interpretive Semantics: input to semantics is a syntactic 
structure
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English Resumptives: Intrusive Pronouns
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English ‘Resumptive’ Pronouns

• Apparent resumptive pronouns in English ameliorate island 
violations and other violations of constraints on extraction.
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Weak Island

1. This is a book that Jens forgot if Sofia had read it before.

>  

2. This is a book that Jens forgot if Sofia had read __ before.

3. This is the book that Jens forgot if Sofia had read it before.

>  

4. This is the book that Jens forgot if Sofia had read __ before.
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Strong Islands

1. I’d like to meet a psychologist who Peter knows somebody who 
recommended her. 

>  

2. I’d like to meet a psychologist who Peter knows somebody who 
recommended __. 

3. I’d like to meet the psychologist who Peter knows somebody who 
recommended her.

>  

4. I’d like to meet the psychologist who Peter knows somebody who 
recommended __.
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ECP/COMP-Trace

1. This is a donkey that I wonder where it lives.

>  

2. This is a donkey that I wonder where __ lives.

3. This is the donkey that I wonder where it lives.

>  

4. This is the donkey that I wonder where __ lives.
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Resumptive Pronouns and Intrusive Pronouns

• Resumptive pronouns are pronouns that occupy the foot of an 
unbounded dependency.

• A definitional characteristic of true resumptive pronouns is that 
they are interpreted as bound variables/bound pronouns 
(McCloskey 1979, 1990, 2002, Chao & Sells 1983, Sells 1984, 
Asudeh 2004).

• English resumptive pronouns are not bound variables and are 
therefore not true, grammaticized resumptive pronouns, but 
rather ‘intrusive pronouns’ (Sells, 1984). 
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No Bound Variable Reading 1:
Quantifier Binding

1. * I’d like to meet every linguist that Mary couldn’t remember if 
she had seen him before.                  (Chao & Sells, 1983:49,(5c))

2. * No book that Bill wonders whether he should read it is really 
interesting to  him.

• In these cases, the version with the gap is, if anything, preferred:

3. ? I’d like to meet every linguist that Mary couldn’t remember if 
she had seen __ before.                  (Chao & Sells, 1983:49,(5b))

4. ? No book that Bill wonders whether he should read __ is really 
interesting to him.
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No Bound Variable Reading 2:
List Answers

1. Which of the linguists do you think that if Mary hires __ then 
everyone will be happy?

✓ Chris

✓ Chris, Daniel or Bill

2. Which of the linguists do you think that if Mary hires him then 
everyone will be happy?

✓ Chris

X Chris, Daniel or Bill
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No Bound Variable Reading 3:
Functional Answers

1. Which exam question does no professor believe __ will be 
tough enough?

✓ Question 2A.

✓ The one her students aced last year.

2. Which exam question does no professor even wonder if it will 
be tough enough?

✓ Question 2A.

X The one her students aced last year.
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Chao & Sells:
The Resumptive Pronoun Parameter and E-type Readings

+RPP
Swedish

Hebrew

rp

bound

variable

E-type

−RPP
English

Brazilian

Portuguese

rp

bound

variable

E-type only
x
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Resumptive Pronouns in English are Ungrammatical

• Ferreira & Swets (2005)

1. [This is a] [donkey] [that] [I donʹt know ] [where it lives]. 
RP Target

2. [This is a] [donkey] [that] [doesn’t know] [where it lives]. 
Control

• Asked for grammaticality judgements on a scale of 
1 (perfect) to 5 (awful)

• Written presentation: RP = 3.3, Control = 1.9

• Oral presentation: RP = 3.0, Control = 1.7 
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Resumptive Pronouns in English are Ungrammatical

• Alexopoulou & Keller (2007):

• Gradient grammaticality judgement task

• Summary of results:

• Resumptive pronouns judged worse than gaps in all 
conditions except strong islands, where they were judged 
only as good as gaps.

• Resumptive pronouns increased in grammaticality with 
level of embedding.
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PROCEDURE. The method used was magnitude estimation as proposed in Bard et al.
1996 and Cowart 1997 and described in §2.5.

After reading the instructions and before proceeding to the training phase, subjects
had to fill in a short demographic questionnaire, which included age, sex, handedness,
and language region, which was defined as the place where the subject learned his or
her first language. After the training and practice phase, each subject judged one set
of eighteen experimental stimuli and all eighteen fillers, that is, a total of thirty-six
items. Subjects were randomly assigned to stimulus sets; this assignment was slightly
unbalanced, since the number of subjects was not a multiple of the number of stimulus
sets. The stimuli in a given stimulus set were presented in random order; a new order
was generated for each subject.

Keller & Alexopoulou 2001 presents a detailed discussion of the safeguards that
WebExp puts in place to ensure the authenticity and validity of the data collected, and
also presents a validation study comparing web-based and lab-based judgment data (for
other validation studies, see Keller & Asudeh 2001, Corley & Scheepers 2002).

3.2. RESULTS. All data were normalized and log-transformed as described in §2.5.
Figure 1 graphs the mean judgments with standard errors for all four configurations.
In the following, we report only the qualitative results for this experiment (i.e. the
significant differences obtained). The details of the statistical analyses can be found in
Appendix A.

a. Nonisland condition (bare clause). b. Nonisland condition (that-clause).

c. Weak-island condition (whether-clause). d. Strong-island condition (relative clause).

FIGURE 1. Effects of embedding and resumption on object extraction in English in experiment 1.
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ical’ to sentences based on the absolute judgments obtained in a magnitude estimation
experiment.

In the experiments here, we deal with this by including control conditions in all of
our experiments. These conditions consist of sentences of known acceptability status
(e.g. fully acceptable or fully unacceptable items). We then compare the other sentences
in the experiment to the controls and hence indirectly draw conclusions about their
acceptability status.

3. EXPERIMENT 1: RESUMPTIVES AND OBJECT EXTRACTION IN ENGLISH. The first experi-
ment investigated how embedding and island constraints interact with resumption in
English. Four different configurations were used: nonfactive complement clause without
that (nonisland), nonfactive complement clause with that (nonisland), complement
clause with whether (weak island), and relative clause (strong island). Two levels of
embedding were tested: single embedding (one complement clause or relative clause)
and double embedding (one that-complement clause intervening between the WH-phrase
and the that- or whether-complement clause or a relative clause). To have a standard
of comparison, we also included sentences without embedding (control condition, zero
embedding). Example sentences are given in 11–14.

(11) Nonisland condition (bare clause)
a. Who will we fire !/him? (zero embedding)
b. Who does Mary claim we will fire !/him? (single)
c. Who does Jane think Mary claims we will fire !/him? (double)

(12) Nonisland condition (that-clause)
a. Who does Mary claim that we will fire !/him? (single)
b. Who does Jane think that Mary claims that we will fire

!/him? (double)
(13) Weak-island condition (whether-clause)

a. Who does Mary wonder whether we will fire !/him? (single)
b. Who does Jane think that Mary wonders whether we will fire

!/him? (double)
(14) Strong-island condition (relative clause)

a. Who does Mary meet the people that will fire !/him? (single)
b. Who does Jane think that Mary meets the people that will fire

!/him? (double)

3.1. METHOD.
SUBJECTS. Fifty-five subjects were recruited over the internet by postings to news-

groups and mailing lists. All subjects were self-reported native speakers of English.
Linguists and students of linguistics were excluded from the sample.

MATERIALS. The design crossed the following factors: Embedding (single or double
embedding), Island (complement clause without that, complement clause with that,
complement clause with whether, relative clause), and Resumption (gap or resumptive).
This resulted in Embedding ! Island ! Resumption " 2 ! 4 ! 2 " 16 cells. As
controls, we included stimuli without embedding (gap or resumptive), increasing the
number of cells to eighteen. Nine lexicalizations were used for each cell, yielding a
total of 162 stimuli.

The stimulus set was divided into nine subsets of eighteen stimuli by placing the
items in a Latin square. A set of eighteen fillers was used, covering the whole acceptabil-
ity range.

Graph & examples from 
Alexopoulou & Keller (2007)
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ical’ to sentences based on the absolute judgments obtained in a magnitude estimation
experiment.

In the experiments here, we deal with this by including control conditions in all of
our experiments. These conditions consist of sentences of known acceptability status
(e.g. fully acceptable or fully unacceptable items). We then compare the other sentences
in the experiment to the controls and hence indirectly draw conclusions about their
acceptability status.

3. EXPERIMENT 1: RESUMPTIVES AND OBJECT EXTRACTION IN ENGLISH. The first experi-
ment investigated how embedding and island constraints interact with resumption in
English. Four different configurations were used: nonfactive complement clause without
that (nonisland), nonfactive complement clause with that (nonisland), complement
clause with whether (weak island), and relative clause (strong island). Two levels of
embedding were tested: single embedding (one complement clause or relative clause)
and double embedding (one that-complement clause intervening between the WH-phrase
and the that- or whether-complement clause or a relative clause). To have a standard
of comparison, we also included sentences without embedding (control condition, zero
embedding). Example sentences are given in 11–14.

(11) Nonisland condition (bare clause)
a. Who will we fire !/him? (zero embedding)
b. Who does Mary claim we will fire !/him? (single)
c. Who does Jane think Mary claims we will fire !/him? (double)

(12) Nonisland condition (that-clause)
a. Who does Mary claim that we will fire !/him? (single)
b. Who does Jane think that Mary claims that we will fire

!/him? (double)
(13) Weak-island condition (whether-clause)

a. Who does Mary wonder whether we will fire !/him? (single)
b. Who does Jane think that Mary wonders whether we will fire

!/him? (double)
(14) Strong-island condition (relative clause)

a. Who does Mary meet the people that will fire !/him? (single)
b. Who does Jane think that Mary meets the people that will fire

!/him? (double)

3.1. METHOD.
SUBJECTS. Fifty-five subjects were recruited over the internet by postings to news-

groups and mailing lists. All subjects were self-reported native speakers of English.
Linguists and students of linguistics were excluded from the sample.

MATERIALS. The design crossed the following factors: Embedding (single or double
embedding), Island (complement clause without that, complement clause with that,
complement clause with whether, relative clause), and Resumption (gap or resumptive).
This resulted in Embedding ! Island ! Resumption " 2 ! 4 ! 2 " 16 cells. As
controls, we included stimuli without embedding (gap or resumptive), increasing the
number of cells to eighteen. Nine lexicalizations were used for each cell, yielding a
total of 162 stimuli.

The stimulus set was divided into nine subsets of eighteen stimuli by placing the
items in a Latin square. A set of eighteen fillers was used, covering the whole acceptabil-
ity range.
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ical’ to sentences based on the absolute judgments obtained in a magnitude estimation
experiment.

In the experiments here, we deal with this by including control conditions in all of
our experiments. These conditions consist of sentences of known acceptability status
(e.g. fully acceptable or fully unacceptable items). We then compare the other sentences
in the experiment to the controls and hence indirectly draw conclusions about their
acceptability status.

3. EXPERIMENT 1: RESUMPTIVES AND OBJECT EXTRACTION IN ENGLISH. The first experi-
ment investigated how embedding and island constraints interact with resumption in
English. Four different configurations were used: nonfactive complement clause without
that (nonisland), nonfactive complement clause with that (nonisland), complement
clause with whether (weak island), and relative clause (strong island). Two levels of
embedding were tested: single embedding (one complement clause or relative clause)
and double embedding (one that-complement clause intervening between the WH-phrase
and the that- or whether-complement clause or a relative clause). To have a standard
of comparison, we also included sentences without embedding (control condition, zero
embedding). Example sentences are given in 11–14.

(11) Nonisland condition (bare clause)
a. Who will we fire !/him? (zero embedding)
b. Who does Mary claim we will fire !/him? (single)
c. Who does Jane think Mary claims we will fire !/him? (double)

(12) Nonisland condition (that-clause)
a. Who does Mary claim that we will fire !/him? (single)
b. Who does Jane think that Mary claims that we will fire

!/him? (double)
(13) Weak-island condition (whether-clause)

a. Who does Mary wonder whether we will fire !/him? (single)
b. Who does Jane think that Mary wonders whether we will fire

!/him? (double)
(14) Strong-island condition (relative clause)

a. Who does Mary meet the people that will fire !/him? (single)
b. Who does Jane think that Mary meets the people that will fire

!/him? (double)

3.1. METHOD.
SUBJECTS. Fifty-five subjects were recruited over the internet by postings to news-

groups and mailing lists. All subjects were self-reported native speakers of English.
Linguists and students of linguistics were excluded from the sample.

MATERIALS. The design crossed the following factors: Embedding (single or double
embedding), Island (complement clause without that, complement clause with that,
complement clause with whether, relative clause), and Resumption (gap or resumptive).
This resulted in Embedding ! Island ! Resumption " 2 ! 4 ! 2 " 16 cells. As
controls, we included stimuli without embedding (gap or resumptive), increasing the
number of cells to eighteen. Nine lexicalizations were used for each cell, yielding a
total of 162 stimuli.

The stimulus set was divided into nine subsets of eighteen stimuli by placing the
items in a Latin square. A set of eighteen fillers was used, covering the whole acceptabil-
ity range.
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ical’ to sentences based on the absolute judgments obtained in a magnitude estimation
experiment.

In the experiments here, we deal with this by including control conditions in all of
our experiments. These conditions consist of sentences of known acceptability status
(e.g. fully acceptable or fully unacceptable items). We then compare the other sentences
in the experiment to the controls and hence indirectly draw conclusions about their
acceptability status.

3. EXPERIMENT 1: RESUMPTIVES AND OBJECT EXTRACTION IN ENGLISH. The first experi-
ment investigated how embedding and island constraints interact with resumption in
English. Four different configurations were used: nonfactive complement clause without
that (nonisland), nonfactive complement clause with that (nonisland), complement
clause with whether (weak island), and relative clause (strong island). Two levels of
embedding were tested: single embedding (one complement clause or relative clause)
and double embedding (one that-complement clause intervening between the WH-phrase
and the that- or whether-complement clause or a relative clause). To have a standard
of comparison, we also included sentences without embedding (control condition, zero
embedding). Example sentences are given in 11–14.

(11) Nonisland condition (bare clause)
a. Who will we fire !/him? (zero embedding)
b. Who does Mary claim we will fire !/him? (single)
c. Who does Jane think Mary claims we will fire !/him? (double)

(12) Nonisland condition (that-clause)
a. Who does Mary claim that we will fire !/him? (single)
b. Who does Jane think that Mary claims that we will fire

!/him? (double)
(13) Weak-island condition (whether-clause)

a. Who does Mary wonder whether we will fire !/him? (single)
b. Who does Jane think that Mary wonders whether we will fire

!/him? (double)
(14) Strong-island condition (relative clause)

a. Who does Mary meet the people that will fire !/him? (single)
b. Who does Jane think that Mary meets the people that will fire

!/him? (double)

3.1. METHOD.
SUBJECTS. Fifty-five subjects were recruited over the internet by postings to news-

groups and mailing lists. All subjects were self-reported native speakers of English.
Linguists and students of linguistics were excluded from the sample.

MATERIALS. The design crossed the following factors: Embedding (single or double
embedding), Island (complement clause without that, complement clause with that,
complement clause with whether, relative clause), and Resumption (gap or resumptive).
This resulted in Embedding ! Island ! Resumption " 2 ! 4 ! 2 " 16 cells. As
controls, we included stimuli without embedding (gap or resumptive), increasing the
number of cells to eighteen. Nine lexicalizations were used for each cell, yielding a
total of 162 stimuli.

The stimulus set was divided into nine subsets of eighteen stimuli by placing the
items in a Latin square. A set of eighteen fillers was used, covering the whole acceptabil-
ity range.
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Dilemma: Intrusive Pronouns and Compositionality

1. If English lacks true resumptive pronouns, then intrusive 
pronoun examples do not have fully well-formed syntactic 
structures, since there is no way to syntactically relate the 
relative operator to its base position (which is occupied by a 
non-bindable pronoun).  

The standard interpretation of semantic compositionality is 
that an expression has a full compositional interpretation if 
and only if it has a valid syntactic structure.

i. How, then, do we compute meanings for sentences with 
intrusive pronouns?

ii. Do we have to give up compositionality to do so?
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Dilemma: Intrusive Pronouns and Compositionality

2. Intrusive pronoun examples apparently do have interpretations. 
Compositionality is a deep property of language, so we could assume 
that English does have grammaticized resumptives and the 
expressions in which they occur have compositional interpretations.

i. If intrusive pronouns are in fact grammatical, what explains the 
contrast in grammaticality based on the antecedent of the 
pronoun?

1. This is a/the book that Jens forgot if Sofia had read it before.

2. * Jens recognized every man who Ola forgot if Sofia had seen 
him before.

ii. Why does a growing body of empirical evidence show that 
speakers judge intrusive pronoun examples as ungrammatical or of 
degraded grammaticality?
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Proposal

Asudeh (2004):

1. English intrusive pronouns are not fully grammatical.

2. Intrusive pronoun examples receive a partial interpretation, 
but one which is fully compositional (in the parts).

3. The partial interpretation is informative if the antecedent of the 
pronoun has a lower nominal type (individual type, e), but not 
if the antecedent has higher nominal types (quantified NP 
type, <<e,t>,t>).

➡ Introduction of new theoretical notion:
Informative partial interpretations for non-fully-well-formed 
syntactic structures 
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Glue Semantics
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Glue Semantics

• Glue Semantics is a type-logical semantics that can be tied to any 
syntactic formalism that supports a notion of headedness.

• Glue Semantics can be thought of as categorial semantics without 
categorial syntax.

• The independent syntax assumed in Glue Semantics means that the 
logic of composition is commutative, unlike in Categorial Grammar.

• Selected works:
Dalrymple (1999, 2001), Crouch & van Genabith (2000), 
Asudeh (2004, 2005a,b, in prep.), Lev 2007, Kokkonidis (in press)
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Glue Semantics

• Lexically-contributed meaning constructors := 

• Meaning language := some lambda calculus

• Model-theoretic

• Composition language := linear logic

• Proof-theoretic

• Curry Howard Isomorphism between formulas (meanings) and types 
(proof terms)

• Successful Glue Semantics proof:

Copy Raising and Perception June 9, 2007 32

copy raising is like a case of resumption, where resumptive pronouns can also be understood essentially as a

problem of semantic composition. In both cases, there is a pronoun saturating a semantic argument position that

must be left open in order to properly compose the subject (for copy raising) or the top of the resumptive long-

distance dependencies (for resumptive pronouns in unbounded dependencies). The removal of the pronoun from

semantic composition is carried out by a lexically specified manager resource. Thus, both types of resumption

are licensed through lexical specification. In the case of copy raising, it is the specification of a manager resource

that licenses the copy raising subject and the copy raising relation. Anaphoric binding of the copy pronoun by the

subject syntactically identifies the pronoun that is causing the saturation problem for semantic composition and

the manager resource effects its removal during composition. The key difference between copy raising verbs and

perceptual resemblance verbs is then reduced to a simple lexical difference: copy raising verbs contribute manager

resources, perceptual resemblance verbs do not.

The term manager resource itself stems fromGlue Semantics (Dalrymple 1999, 2001), a theory of the syntax–

semantics interface and semantic composition. In Glue Semantics, the logic of semantic composition is linear

logic (Girard 1987), which is a resource logic, as discussed in more detail below. Each lexically contributed

meaning consists of a term from a meaning language associated with a term of linear logic. These paired terms

are called meaning constructors and are represented as follows:

(127) M : G

M is the meaning language term and G is the linear logic term (the colon is an uninterpreted pairing symbol).

The linear logic serves as a ‘glue language’ that relates syntax to semantics and specifies how semantic terms are

to be composed. The meaning constructors are used as premises in a (linear logic) proof that consumes the lexical

premises to produce a sentential meaning. A successful Glue proof proves a conclusion of the following form

(following Crouch and van Genabith 2000: 117), where Gt is a term of type t :18

(128) Γ ! M : Gt

Each step in the linear logic proof of semantics corresponds to an operation in the meaning language via the

Curry-Howard isomorphism between formulas and types (Curry and Feys 1958, Howard 1980). This means that

the syntactic well-formedness of the proof can be calculated using standard proof-theoretic methods on G while

simultaneously constructing meaning terms in the meaning language M. The meaning language M itself is

standardly interpreted model-theoretically, as is the case in this paper. Thus, although semantic composition is

driven proof-theoretically, interpretation is model-theoretic. This has the advantage that meaning construction

is sensitive only to the linear logic types of the meaning constructors and not to the actual meanings in M.

Compositionality is therefore guaranteed, since no assumptions are made about the content of meaning terms

in assembling meanings (Dalrymple et al. 1999a: 262–263). The linear logic proof thus serves as the syntax

of semantic composition, which reveals a clear relationship between linear logic terms in Glue Semantics and

categories in Categorial Grammar (Ajdukiewicz 1935, Bar-Hillel 1953, Lambek 1958, Ades and Steedman 1982,

Steedman 1996, 2000, Buszkowski et al. 1988, Oehrle et al. 1988, Morrill 1994, Carpenter 1997, Moortgat 1997),

as discussed in detail by Dalrymple et al. (1999a). Another perspective on this relationship is that linear logic

is essentially equivalent to the commutative Lambek Calculus (Moortgat 1997, Asudeh 2004, Jäger 2005). In

his discussion of desirable properties of “Lambek-style Categorial Grammar”, Jäger (2005: ix) notes that “[T]he

Curry-Howard correspondence . . . supplies the type logical syntax with an extremely elegant and independently

motivated interface to model-theoretic semantics.” This comment equally applies to Glue Semantics.

Let us consider a simple Glue derivation. Syntactic analysis of the sentence in (129) yields the meaning

constructors in (130). Note that we assign the linear logic terms in the meaning constructors mnemonic names,

18The typing in the linear logic side G is independent of, but related to, the typing in the meaning language M. The relationship can be

stated simply: type t in G corresponds to the propositional type t inM; type e in G corresponds to the individual type e inM; type ε in G

corresponds to the eventuality type ε inM (see section 6.4 for typing ofM).
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copy raising is like a case of resumption, where resumptive pronouns can also be understood essentially as a

problem of semantic composition. In both cases, there is a pronoun saturating a semantic argument position that

must be left open in order to properly compose the subject (for copy raising) or the top of the resumptive long-

distance dependencies (for resumptive pronouns in unbounded dependencies). The removal of the pronoun from

semantic composition is carried out by a lexically specified manager resource. Thus, both types of resumption

are licensed through lexical specification. In the case of copy raising, it is the specification of a manager resource

that licenses the copy raising subject and the copy raising relation. Anaphoric binding of the copy pronoun by the

subject syntactically identifies the pronoun that is causing the saturation problem for semantic composition and

the manager resource effects its removal during composition. The key difference between copy raising verbs and

perceptual resemblance verbs is then reduced to a simple lexical difference: copy raising verbs contribute manager

resources, perceptual resemblance verbs do not.

The term manager resource itself stems fromGlue Semantics (Dalrymple 1999, 2001), a theory of the syntax–

semantics interface and semantic composition. In Glue Semantics, the logic of semantic composition is linear

logic (Girard 1987), which is a resource logic, as discussed in more detail below. Each lexically contributed

meaning consists of a term from a meaning language associated with a term of linear logic. These paired terms

are called meaning constructors and are represented as follows:

(127) M : G

M is the meaning language term and G is the linear logic term (the colon is an uninterpreted pairing symbol).

The linear logic serves as a ‘glue language’ that relates syntax to semantics and specifies how semantic terms are

to be composed. The meaning constructors are used as premises in a (linear logic) proof that consumes the lexical

premises to produce a sentential meaning. A successful Glue proof proves a conclusion of the following form

(following Crouch and van Genabith 2000: 117), where Gt is a term of type t :18

(128) Γ ! M : Gt

Each step in the linear logic proof of semantics corresponds to an operation in the meaning language via the

Curry-Howard isomorphism between formulas and types (Curry and Feys 1958, Howard 1980). This means that

the syntactic well-formedness of the proof can be calculated using standard proof-theoretic methods on G while

simultaneously constructing meaning terms in the meaning language M. The meaning language M itself is

standardly interpreted model-theoretically, as is the case in this paper. Thus, although semantic composition is

driven proof-theoretically, interpretation is model-theoretic. This has the advantage that meaning construction

is sensitive only to the linear logic types of the meaning constructors and not to the actual meanings in M.

Compositionality is therefore guaranteed, since no assumptions are made about the content of meaning terms

in assembling meanings (Dalrymple et al. 1999a: 262–263). The linear logic proof thus serves as the syntax

of semantic composition, which reveals a clear relationship between linear logic terms in Glue Semantics and

categories in Categorial Grammar (Ajdukiewicz 1935, Bar-Hillel 1953, Lambek 1958, Ades and Steedman 1982,

Steedman 1996, 2000, Buszkowski et al. 1988, Oehrle et al. 1988, Morrill 1994, Carpenter 1997, Moortgat 1997),

as discussed in detail by Dalrymple et al. (1999a). Another perspective on this relationship is that linear logic

is essentially equivalent to the commutative Lambek Calculus (Moortgat 1997, Asudeh 2004, Jäger 2005). In

his discussion of desirable properties of “Lambek-style Categorial Grammar”, Jäger (2005: ix) notes that “[T]he

Curry-Howard correspondence . . . supplies the type logical syntax with an extremely elegant and independently

motivated interface to model-theoretic semantics.” This comment equally applies to Glue Semantics.

Let us consider a simple Glue derivation. Syntactic analysis of the sentence in (129) yields the meaning

constructors in (130). Note that we assign the linear logic terms in the meaning constructors mnemonic names,

18The typing in the linear logic side G is independent of, but related to, the typing in the meaning language M. The relationship can be

stated simply: type t in G corresponds to the propositional type t inM; type e in G corresponds to the individual type e inM; type ε in G

corresponds to the eventuality type ε inM (see section 6.4 for typing ofM).
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56 CHAPTER 2. AN OVERVIEW OF LFG AND GLUE SEMANTICS

(2.56) a. Application : Implication Elimination

···
a : A

···
f : A!B

!E

f (a) : B

b. Abstraction : Implication Introduction

[x : A]1
···

f : B
!I,1

λx .f : A!B

c. Pairwise substitution : Conjunction Elimination

···
a : A⊗B

[x : A]1 [y : B ]2
···

f : C
⊗E,1,2

let a be x × y in f : C

As noted above, implication elimination corresponds to functional application, and implication in-

troduction corresponds to abstraction. The assumed premise in the introduction rule is associated

with a variable that is abstracted over when the assumption is discharged. The term constructor let

is possibly less familiar. A multiplicative conjunction A⊗B corresponds to a tensor product a × b,

where a is the proof term ofA and b is the proof term of B (see the rule for conjunction introduction

(⊗I) in (2.62) below). However, let prevents projection into the individual elements of the tensor

pair and therefore enforces pairwise substitution (Abramsky 1993, Benton et al. 1993, Crouch and

van Genabith 2000:88), such that a let expression β-reduces as follows:

(2.57) let a × b be x × y in f ⇒β f [a/x , b/y ]

The substitution of the pair is simultaneous and does not involve projection into the members. So

let is not forbidding and is just a slightly more structured form of functional application.

It is the Curry-Howard term assignments that determine operations in the meaning language.

I use the locution “operations in the meaning language” purposefully. The term assignments con-

structed by rules of proof for linear logic result in linear lambdas (Abramsky 1993); these are

lambda terms in which every lambda-bound variable occurs exactly once (i.e. no vacuous abstrac-

tion and no multiple abstraction). The proof terms therefore satisfy resource sensitivity. However,

lexically contributed meanings need not contain only linear lambdas (for a similar point about the
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Pairwise Conjunction

Substitution : Elimination

···
a : A⊗B

[x : A]1 [y : B ]2
···

f : C
⊗E,1,2

let a be x × y in f : C

Beta reduction for let:

let a× b be x× y in f ⇒β f [a/x , b/y]

Key Glue Proof Rules with Curry-Howard Terms
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1
′
. mary : gσe

2
′
. laugh : gσe ! fσt

1
′′
. mary : m

2
′′
. laugh : m ! l

Proof

1. mary : m Lex.Mary

2. laugh : m ! l Lex. laughed

3. laugh(mary) : l E!, 1, 2

Proof

mary : m laugh : m ! l
!E

laugh(mary) : l

Example: Mary laughed

≡

1. mary : ↑σe

2. laugh : (↑ SUBJ)σe ! ↑σt
f




PRED ‘laugh〈SUBJ〉’

SUBJ g

[
PRED ‘Mary’

]



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1. λRλS .most(R,S ) : (v ! r)!∀X .[(p !X )!X ] Lex.most

2. president∗ : v ! r Lex. presidents

3. speak : p ! s Lex. speak

λRλS .most(R,S ) :
(v ! r)!∀X .[(p !X )!X ]

president∗ :
v ! r

λS .most(president∗,S ) :
∀X .[(p !X )!X ]

speak :
p ! s

!E , [s/X ]
most(president∗, speak) : s

Example: Most presidents speak
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



PRED ‘speak〈SUBJ, OBJ〉’

SUBJ




PRED ‘president’

SPEC

[
PRED ‘most’

]




OBJ




PRED ‘language’

SPEC

[
PRED ‘at-least-one’

]








Example: 
Most presidents speak at least one language

1. λRλS .most(R,S ) :
(v1 ! r1 )! ∀X .[(p !X )!X ]

Lex.most

2. president∗ : v1 ! r1 Lex. presidents

3. speak : p ! l ! s Lex. speak

4. λPλQ .at -least -one(P ,Q) :
(v2 ! r2 )! ∀Y .[(l !Y )!Y ]

Lex. at least one

5. language : v2 ! r2 Lex. language

Single parse 

➡
Multiple scope possibilities
(Underspecification through 

quantification)
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λRλS .most(R,S ) :
(v1 ! r1 )! ∀X .[(p !X )!X ]

president∗ :
v1 ! r1

λS .most(president∗,S ) :
∀X .[(p !X )!X ]

λPλQ .a-l -o(P ,Q) :
(v2 ! r2 )! ∀Y .[(l !Y )!Y ]

lang :
v2 ! r2

λQ .a-l -o(lang,Q) :
∀Y .[(l !Y )!Y ]

λxλy.speak(x , y) :
p ! l ! s [z : p]1

λy.speak(z , y) :
l ! s

[s/Y ]
a-l -o(lang, λy.speak(z , y)) : s

!I,1
λz .a-l -o(lang, λy.speak(z , y)) : p ! s

[s/X ]
most(president∗, λz .a-l -o(lang, λy.speak(z , y))) : s

Most presidents speak at least one language
Subject wide scope
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λPλQ .a-l -o(P ,Q) :
(v2 ! r2 )! ∀Y .[(l !Y )!Y ]

lang :
v2 ! r2

λQ .a-l -o(lang,Q) :
∀Y .[(l !Y )!Y ]

λRλS .most(R,S ) :
(v1 ! r1 )! ∀X .[(p !X )!X ]

president∗ :
v1 ! r1

λS .most(president∗,S ) :
∀X .[(p !X )!X ]

λyλx .speak(x , y) :
l ! p ! s [z : l ]1

λx .speak(x , z ) :
p ! s

[s/X ]
most(president∗, λx .speak(x , z )) : s

!I,1
λz .most(president∗, λx .speak(x , z )) : l ! s

[s/Y ]
a-l -o(lang, λz .most(president∗ , λx .speak(x , z ))) : s

Most presidents speak at least one language
Object wide scope
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Anaphora in Glue Semantics

• Variable-free: pronouns are functions on their antecedents
(Jacobson 1999, among others)

• Commutative logic of composition allows pronouns to compose 
directly with their antecedents.

• No need for otherwise unmotivated additional type shifting 
(e.g. Jacobson’s z-shift)
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Anaphora in Glue Semantics

1. Joe said he bowls.

• Pronominal meaning constructor:

λz .z × z : A! (A⊗P)

joe :
j

λz .z × z :
j ! (j ⊗ p)

joe × joe : j ⊗ p

[x : j ]1
λuλq.say(u, q) :
j ! b ! s

λq.say(x , q) :
b ! s

[y : p]2
λv .bowl(v) :
p ! b

bowl(y) :
b

say(x , bowl(y)) : s
⊗E,1,2

let joe × joe be x × y in say(x , bowl(y)) : s
⇒β

say(joe, bowl(joe)) : s
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Further Points of Interest

• Glue Semantics can be understood as a representationalist 
theory, picking up on a theme from Wednesday’s semantics 
workshop.

• Proofs can be reasoned about as representations (Asudeh & 
Crouch 2002a,b).

• Proofs have strong identity criteria: normalization, comparison

• Glue Semantics allows recovery of a non-representationalist 
notion of direct compositionality (Asudeh 2005, 2006).

➡ Flexible framework with lots of scope for exploration of 
questions of compositionality and semantic representation
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Partial Interpretation
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1. s : i Lex. I

2. meet : i ! l !m Lex.met

3. λP .ιy[P(y)] : (v ! r)! l Lex. the

4. linguist : v ! r Lex. linguist

5. λQλPλx .P(x ) ∧Q(x ) : (l ! f )! [(v ! r)! (v ! r)] Lex. RelOp

6. kate : k Lex.Kate

7. forget : k ! s ! f Lex. forgot

8. thora : t Lex. Thora

9. see : t ! h ! s Lex. seen

10. λz .z × z : l ! (l ⊗ h) Lex. him

Premises: 
I met the linguist who Kate forgot if Thora had seen him 
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Informative Partial Interpretation: 
Antecedent in type e

• Desired interpretation:

• Derived partial interpretation (corresponds to sub-proof):

• Full derived interpretation (corresponds to full proof):

meet(s , ιy[linguist(y) ∧ forget(kate, see(thora, y))]) : m

meet(s , ιy[linguist(y)]) × forget(kate, see(thora, ιy[linguist(y)])) : m ⊗ f

(meet(s , ιy[linguist(y)]) × forget(kate, see(thora, ιy[linguist(y)]))) ×RelOP : m ⊗ f ⊗RelOp
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Sub-Proof for Informative Partial Meaning

the

(v ! r)! l
linguist

v ! r

l
him

l ! (l ⊗ h)

l ⊗ h

I

i
met

i ! l !m

l !m [l ]1

m

kate

k
forgot

k ! s ! f

s ! f

thora

t
seen

t ! h ! s

h ! s [h]2

s

f
⊗I

m ⊗ f
⊗E,1,2

m ⊗ f
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Full Proof

the

(v ! r)! l
linguist

v ! r

l
him

l ! (l ⊗ h)

l ⊗ h

I

i
met

i ! l !m

l !m [l ]1

m

kate

k
forgot

k ! s ! f

s ! f

thora

t
seen

t ! h ! s

h ! s [h]2

s

f
⊗I

m ⊗ f
⊗E,1,2

m ⊗ f
⊗I

m ⊗ f ⊗RelOP
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Bound Pronoun Readings in Glue Semantics

• In order to receive a bound reading, a pronoun must make an 
assumption on its antecedent that is discharged within the 
scope of a scope-taking element. 

• To be discharged within the scope of a scope-taking element 
means to be discharged in a contiguous sub-proof that 
extends from the assumption to the point at which the 
scope dependency is discharged (cf. audit trails of Crouch & 
van Genabith 1999:160ff.).
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Every girl said Kim thinks John likes her

k

∀X .[(g !X )!X ]

[k ]1 k ! l ! t

l ! t

[h]2
j j ! h ! l

h ! l

l

t

[k ]3 k ! (k ⊗ h)

k ⊗ h
⊗E,1,2

t t ! g ! s

g ! s

s
!I,3

k ! s

s
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∀X .[(g !X )!X ]

[g]1

k k ! l ! t

l ! t

[h]2
j j ! h ! l

h ! l

l

t t ! g ! s

g ! s

s

[g]3 g ! (g ⊗ h)

g ⊗ h
⊗E,1,2

s
!I,3

g ! s

s

Every girl said Kim thinks John likes her
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Premises: 
I met every linguist who Kate forgot if Thora had seen him 

1. s : i Lex. I

2. meet : i ! l !m Lex.met

3. λPλQ .every(P ,Q) : (v ! r)! ∀X .[(l !X )!X ] Lex. every

4. linguist : v ! r Lex. linguist

5. λQλPλx .P(x ) ∧Q(x ) : (l ! f )! [(v ! r)! (v ! r)] Lex. RelOp

6. kate : k Lex.Kate

7. forget : k ! s ! f Lex. forgot

8. thora : t Lex. Thora

9. see : t ! h ! s Lex. seen

10. λz .z × z : l ! (l ⊗ h) Lex. him
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Uninformative Partial Interpretation: 
Antecedent in type <<e,t>,t>

• Desired interpretation:

• Derived partial interpretation (corresponds to sub-proof):

• Derived full interpretation (corresponds to full proof):

meet(s , x )× forget(kate, see(thora, x )) : m ⊗ f

every(linguist , λx .(meet(s , x ) ∧ forget(kate, see(thora, x )))

((λx .meet(s , x )× forget(kate, see(thora, x ))) × (λPλQ .every(P ,Q))) ×RelOP :
((l ! m ⊗ f )⊗∀X .[(l !X )!X ])⊗RelOP
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[l ]3
him

l ! (l ⊗ h)

l ⊗ h

I

i
met

i ! l !m

l !m [l ]1

m

kate

k
forgot

k ! s ! f

s ! f

thora

t
seen

t ! h ! s

h ! s [h]2

s

f
⊗I

m ⊗ f
⊗E,1,2

m ⊗ f

Sub-Proof for Uninformative Partial Meaning
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Sub-Proof: Discharge Antecedent Assumption

[l ]3
him

l ! (l ⊗ h)

l ⊗ h

I

i
met

i ! l !m

l !m [l ]1

m

kate

k
forgot

k ! s ! f

s ! f

thora

t
seen

t ! h ! s

h ! s [h]2

s

f
⊗I

m ⊗ f
⊗E,1,2

m ⊗ f
!I,3

l ! (m ⊗ f )
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Full Proof:
Conjoin Remaining Lexically Contributed Premises

[l ]3
him

l ! (l ⊗ h)

l ⊗ h

I

i
met

i ! l !m

l !m [l ]1

m

kate

k
forgot

k ! s ! f

s ! f

thora

t
seen

t ! h ! s

h ! s [h]2

s

f
⊗I

m ⊗ f
⊗E,1,2

m ⊗ f
!I,3

l ! (m ⊗ f )
⊗I

(l ! (m ⊗ f ))⊗
every linguist

∀X .[(l ! X )!X ]
⊗I

(l ! (m ⊗ f ))⊗
every linguist

∀X .[(l !X )!X ] ⊗RelOP
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Summary

• If we maintain the traditional view of compositionality, then intrusive 
pronoun sentences cannot receive a full interpretation, because 
they do not have a well-formed syntactic structure.

• Nevertheless, these non-fully-well-formed syntactic structures may 
receive informative partial interpretations.

• Informative partial interpretations are derived from the 
compositional type system:

• Intrusive pronoun antecedents in the lowest nominal type, type e 
— such as names, definites and indefinites — yield informative 
partial descriptions.

• Intrusive pronoun antecedents in higher nominal types — such 
as quantified NPs in type <<e,t>,t> — do not yield informative partial 
descriptions.
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Interpretation of 
Quantified Antecedents of Intrusive Pronouns
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Interpretation of Quantified Antecedents

• Partial interpretations for quantified antecedents of intrusive 
pronouns are uninformative if the pronoun is treated as a bound 
pronoun.

• What, if any, alternative interpretation can the intrusive pronoun 
receive that is consistent with a quantified antecedent, or at 
least certain quantified antecedents?

➡ E-type (Evans 1980)

1. Few congressmen admire Kennedy, and they are very junior.

〚they〛= 〚the congressman who admire Kennedy〛
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E-type Interpretation and Intrusive Pronouns

1. a. * Every congressman admires Kennedy, and he is very junior.
b. * I met every linguist who Kate forgot if Thora had seen him.

2. a. * No congressmen admire Kennedy, and they are very junior.
b. * I met no linguists who Kate forgot if Thora had seen them.

3. a. Few congressmen admire Kennedy, and they are very junior.
b. I met few linguists who Kate forgot if Thora had seen them.

• In dialects that allow binding of they as 3rd person singular 
(with indeterminate gender):

4. a. Every congressman admires Kennedy, and they are very 
junior.
b. I met every linguist who Kate forgot if Thora had seen them.
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Agüero-Bautista’s Examples

• Agüero-Bautista (2001) rejects the view that distinction between 
acceptable intrusive pronoun antecedents and degraded 
intrusive pronoun antecedents rests on a distinction between 
referential/non-referential antecedents (or a type-theoretic 
distinction).

• His arguments rest on contrasts like the following:

1. I'd like to suggest any witness that the defense doesn't even 
suspect that putting him on the stand would be a mistake.

2. ?* I'd like to suggest every witness that the defense doesn't 
even suspect that putting him on the stand would be a mistake.
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Any X Allows E-type Reference

1. If any congressman admires Kennedy, then he is very junior.

2. I’m surprised if I meet any linguist who Kate forgot if Thora had 
seen him before.
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Conclusion

• Introduced notion of informative partial interpretations for non-
fully-well-formed syntactic structures.

• Partial interpretations are compositional interpretations, but not 
full interpretations.

• Certain partial interpretations are more informative than others.

• Lower-type antecedent of intrusive pronouns: informative partial 
interpretation with bound pronoun pronominal semantics

• Higher-type antecedent of intrusive pronouns: informative partial 
interpretation only with E-type pronominal interpretation

• Maintains traditional view of compositionality as depending on 
syntactic well-formedness
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