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Abstract

Thisthesispresentanexaminationof thesyntacticandsemantiqgropertieof naturallanguage
reflexive andreciprocalexpressionswhich arecommonlyreferredto asanaphorsn syntactic
theory Thework is carriedoutin thebroadercontet of ‘binding theory’ and‘control theory’.
Binding theoryhastwo mainaspectsThefirst aspecis to explain the distribution of nominal
expressionsn naturallanguagesentencesThe secondaspecits to link this syntacticrepre-
sentationto a theoryof naturallanguagesemanticssuchthatthe semanticss constrainedy
the syntacticrelationshipsetweemominals.Controltheoryis aboutthe interpretatiorof un-
derstoodphoneticallynull) agumentsof complements$o a certainclassof predicateshatare
characterizedemantically The syntacticframenork assumeds Head-dven PhraseStructure
Grammar(HPSG).In this framework, binding theory and control theory are intimately tied
togetherthroughthe syntaxof reflexives.

The binding and control theoriesdevelopedhere are basedon a level of representation
called‘argumentstructure’.Argumentstructureis construecasanabstractinking representa-
tion betweerthelevel of (lexical) semanticandthelevel of syntacticallyrelevantgrammatical
relations.lIt is definedasa representatioof the otherexpressionghata givenword or phrase
mustcombinewith in orderto be semanticallyandsyntacticallysaturated A stronginterpre-
tation of this definitionis assumedhere:all syntacticallyandsemanticallyrelevantarguments
arepresenttthelevel of agumentstructure.

Therearefour main goalsin this thesis: first, to extend and revise problematicprevious
versionsof the theoriesof bindingandcontrolin HPSG;secondto examinethe implications
thattheserevisionsandrelatedphenomendave for the representatiof agumentstructure;
third, to developageneralprogramfor theinterpretatiorof theindex notationusedin binding
theory;fourth, to testwhethermeciprocalexpressionshouldberepresentet thesemanticas
quantifiersor plurals.

The outline of the thesisis asfollows. Chapterone presentsan introductionto theissues
involved anda brief discussiorof the framavork. The HPSGtheoriesof bindingandcontrol
are presentechnd formalizedin chaptertwo. Thereare various problemsthat ensuewhich
arediscussedherein. In chapterthree,an extendedbinding theoryis presented.This theory
consistof a simplified core,which solvescertainof the problemsnotedin chaptertwo, anda
new constrainbnthedistribution of anaphoraalledthe AntecedenClosenes€onstraint.The
coverageof theextendedbindingtheoryis demonstratedn chapterfour, theinterplaybetween
argumentstructureandcontroltheoryis explored,andserseralnen problemsarediscussedA
revised control theoryis presentedvhich dealswith theseproblems,aswell asthe onesdis-
cussedn chaptertwo. The coverageof therevisedcontroltheoryis presentedThis includesa
demonstratiomf theapplicationof the AntecedenClosenesg€onstrainto controlledcomple-
ments.Thefifth chaptempresents programfor interpretingindices,with specificreferenceo
DiscourseRepresentatioitheory The chapterendswith a discussiorof logophoricreflexives
in English. The sixth chapterpresentsa discussiorof reciprocalinterpretationwith specific
attentionpaidto whetherthereciprocalis a plural or a quantifier
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Chapter 1

Intr oduction

Binding theoryis an attemptto statethe conditionsfor referentialdependenc betweenex-
pressionsn a givenlanguage.Thatis, the theoryattemptsto statethe possiblerelationships
betweennoun phrasesandtheir syntacticantecedentsHowever, theserelationshipsare also
semanticallyconditioned sincebinding possibilitiesarealwayscalculatedelative to aninter
pretation.For example,thefollowing sentencas grammaticakolong asthe pronounandthe
propernounarenot construedasreferringto the sameperson However, it is ungrammaticaif
sheis meantto referto Mary.

(1.1 ShethinksMary is nice.

In otherwords, sentencg1.1) is grammaticalonly if the pronounis construeddeictically
However, if the nameandthe pronounareswitched thenthe pronouncanstill be understood
deictically but it canalsoreferto Mary:

(1.2) Mary thinkssheis nice.

Becausef thisinteractionbetweendistribution andinterpretationbindingtheoryis akey area
of concernin investigationsnto theinterfacebetweersyntaxandsemanticsindeed this topic
hasbeenan areaof centralconcernin generatre grammaralmostfrom the beginning (Lees
andKlima, 1963).

Thecentralconcerrof thisthesisis investigatinga particularsubdomairof bindingtheory:
reflexives(e.g. himself) andreciprocalge.g. eachothel). It is commonusagdn linguistic the-
ory to grouptheseitemstogetherunderthe headingof ‘anaphora® However, it is impossible
to provide ary formal analysisof justthis subdomairwithoutembeddingt in someformalized
binding theory The theorythat!| will be adopting,extending,andrevising is the theory of

Iwhile this is unfortunatelyconfusing sincethis termis usedsomevhat moregenerallyin semanticandphi-
losophyof languagel will continueto usethecommonterminology Whereappropriatel will make thedistinction
by usingtheterm‘syntactically(non)anaphoric’'which shouldsene to make clearwhich usageof thetermanaphor
I'm adoptingwhendiscussingcertainpronouns.



1.1 0Outline of the Thesis

binding outlinedby PollardandSag(1992,1994)for Head-drven PhraseStructureGrammar
(HPSG).Hence theformal theoryof syntaxpresupposeih thisthesisis HPSG.

Recentwork in HPSG (Manning, 1996, 1997; Manning and Sag,1999) hasdefinedthe
bindingtheoryon alevel of representatiogalledargumentstructure whichin HPSGis repre-
sentedasalist, ARG-ST. Argumentstructureis construedasa linking level between(lexical)
semanticsand syntaxand the ARG-ST list thereforecontainssyntacticallyand semantically
relevant aguments. In this thesisl am adoptinga very strongnotion of agumentstructure.
Namely the hypothesiss thatthe level of agumentstructurecontainsary andall aluments
that are syntacticallyand/orsemanticallyrelevant. Thus,the agumentstructurewill contain
syntacticargumentsthat are semanticallyirrelevant, suchas expletive pronounsand seman-
tic agumentsthat play no role in syntacticvaleng, suchasdroppedpronounsin pro-drop
languages.

Argumentstructures alsothelevel of representationn which controltheoryis definedin
HPSG.Controltheoryis concernedvith the determinatiorof the referenceof null alguments
in infinitival andgerundclauses An examplewill make this moreclear:

(1.3) Mary promisedo eatthe spinach.

In this sentencethe understoodsubjectargumentof to eathasMary asits antecedent.The
determinatiorof the antecedentor thesenull agumentsis the domainof control theory It
shouldbe obvious that binding and control are related,for at leasttwo reasons.First, asa
theoreticadecisionin HPSG they arebothdefinedon thelevel of agumentstructure. Second,
both theories(independentlyof ary framevork) dealwith fixing coreferentialdependencies
betweersyntacticitems,relative to aninterpretation.

Thus,the syntacticportionsof this thesisare broadly speakingaboutanaphoraandamgu-
mentstructure.Therearetwo relatedgoalsin thisrespect.Thefirst goalis to extendandrevise
problematigoreviousversionsof thetheoriesof bindingandcontrolin HPSG.Thesecondyoal
is to examinetheimplicationsthattheserevisionsandrelatedohenomenéave for therepresen-
tation of agumentstructure.Naturally the problemsandsolutionsproposedn meetingeach
goalareheaily intertwined.However, bothbindingandcontrolareaboutdistribution relatve
to interpretation.A third goalwill thereforebeto find somesortof sensibleinterpretationof
bindingpossibilities.The fourth andfinal topic hasspecificallyto do with theinterpretatiorof
reciprocals.This fourth goalis to determinewhetherreciprocalsshouldbe representedh the
semanticasquantifiersor asplurals.

1.1 Outline of the Thesis

The HPSGtheoriesof binding and control are presentedand formalizedin chaptertwo. In
particular Principle A, which is the portion of binding theory that dealswith anaphorajs
formalizedas a featurestructureconstraint. | alsooutline variousstrengthsof the theory of

2



Introduction

binding in HPSG, but at the sametime | argue that the notion of ‘exemptanaphora’is too

permissive. Thenl discussvariousmotivationsfor thelevel of argumentstructure the placeof

the ARG-sT list in thefeaturestructuregeometryandvariousproblemsthatensuedueto these
necessarynodifications.

In chapterthree anextendedbindingtheoryis presentedThis theoryconsistsof a simpli-
fied core,which solvescertainof the problemsnotedin chaptertwo, andalsoprovidesanother
principle for long distanceanaphoraThe extensioncomesin the form of a nev constrainton
the distribution of anaphoraalledthe AntecedentClosenes€onstraint.This constraintdeals
with variousinstance®f exemptanaphoraas| will demonstrateThe chapterconcludeswith
abrief discussiorof someresidualproblems.

The fourth chapterexploresthe interplay betweenagumentstructureand control theory
andseveralnew problemsarediscussedA revisedcontroltheoryis presentedvhich dealswith
theseproblems,aswell asthe onesdiscussedn chaptertwo. Therearetwo major revisions.
Thefirst hasto dowith the membershipf ARG-ST lists, whichis necessarilyyomplicatecue
to somerecentwork in HPSG.The secondevision is to the controltheoryitself andinvolves
placing additionalrestrictionson controllers. The coverageof the revised control theoryis
presentedat the end of the chapter This includesa demonstratiorof the applicationof the
AntecedenClosenesg£onstrainto controlledcomplements.

Thefifth chaptepresentsprogramfor interpretingtheindicesusedn bindingtheory with
specificreferenceto DiscourseRepresentatioifheory In particular a construalof binding
theoryis assumedn which coindation is addedinformation and mustthereforebe added
by a grammaticaldevice and cannotbe accidental. The chapterendswith a discussionof
logophoricreflexivesin English,whichin the systempresentedherearethe only instancef
reflexiveswhich arenot coindexed with their antecedentby the grammar

Thessixth andfinal chaptempresents discussiorof reciprocalinterpretationwith specific
attentionpaidto whetherthe reciprocalis a plural or a quantifier The main meandgor testing
this is by subjectingthe reciprocalto variousscopetests. Thesetestsgive a reasonablystrong
indicationthatthe reciprocaldoesnot behae like otherquantifiers.As such,if its properties
can be explaineddueto its being a kind of plural, we can concludethatit is in fact not a
quantifier






Chapter 2

Binding and Control in HPSG

2.1 Intr oduction

In thischapterl review HPSG5bindingtheory in particularPrincipleA. | will alsoshav how

recentextensionsto HPSGcausecertainauxiliary notionsnecessaryo binding theoryto be
ill-defined. Theresultis thatdeterminingthe properantecedentf the subjectof a controlled
complementis now a problematicissue.Beforeturningto the discussiorof control, | review

the descriptve coverageof Principle A, andcertainproblems.Then,in section2.5, 1 review

thecontroltheorypresentedn PollardandSag(1994),beforegoingonto review the problems
that occur due to recentwork in HPSG. This will necessitata brief foray into Mannings

analysisof ergative language$1996),which providesa considerabl@mountof motivationfor

aseparatdevel of agumentstructure.

2.2 The Standard HPSG Binding Theory

Thefirst stepwill beto fully andexplicitly spellout HPSGS bindingtheory aspresentedn
Pollardand Sag(1992,1994). This necessarilynvolves explicating all the auxiliary assump-
tionsaswell. Thegoalin this sectionis to setup PrincipleA asanHPSGconstrainin termsof
featurestructuressincethis principledealswith anaphor&andis thusthe mainpoint of interest
here.This explicit representatiowill thenbethe oneassumedn thefollowing sections.
Unlike more commonlyknown approacheso binding, whosedescentcan generallybe
tracedback at leastto Chomslky (1981) and Reinhart(1983), HPSGS binding theoryis not
statedn termsof thetree-configurationatotionof c-command. Ratherit canbestbecharac-
terizedasathematichindingtheory althoughit is notdefinedonthetaroles. TheHPSGtheory
is definedon the obliquenes®f verbalagumentson avalencelist. The obliquenes$ierarchy

it is sometimeslaimed(e.g. in Pollardand Sag1994:248f.) thatHPSGS bindingtheoryis nonconfigura-
tional. However, this isn't strictly speakingcorrect. Althoughit is true that HPSG5 binding theorydoesnot use
treeconfigurationsit doescrucially dependbn precedencén alist andthisis a configurationahotion.



2.2 The StandardHPSGBinding Theory

reflectsthe universalnounphrasehierarchyof Keenarand Comrie(1977)andis presentedn
(2.1). Theitemontheleft is leastobliqgueand“X < Y” meanghatX is lessobliquethan.

(2.1) Subject< Primary Object < SecondaryObject < Obliques< Verbal/Predicate
Complements

It shouldbe notedthatin HPSG,all agumentg(not just ‘VP-internal’ ones)arecalled“com-
plements” althoughtheir differing propertiescanbe andaredistinguishedn otherways.

In thefirst two versionsof HPS@, theargumentgo a predicateverekepttrackof onalist
calledsuBcAT (for ‘subcatgorization). The orderof agumentson the SUBCAT list wasde-
terminedby the hierarchyin (2.1). Accordingto PollardandSag(1987:118),the evidencefor
obliguenes®rderingcancomefrom thesesources:constituentordergeneralizationsgontrol
theory bindingtheory andgeneralizationsiboutlexical rules. However, it is importantto re-
alizethatobliquenessioesnot necessarilyeflectsurfaceorder which is meantto be provided
by linear precedenceules(Pollardand Sag,1987). In English,thetwo happerno correspond
very closely but in otherlanguagessuchas Germanand Dutch, more comple linearization
principlesarenecessaryKathol, 1995;Reape ,1993).

Thenotionof commandhatHPSGusedor its bindingtheoryis definedusingobliqueness,
andis knowvn as obliqueness-commanar o-commandfor short. In more recentwork, the
mnemonichasbeenchangedo a-commangddueto bindingnow beingdefinedontheargument
structurdist ARG-sT.3 Thus,therelation‘less obliquethan’ canbedefinedsuchthatX is less
obliquethany if andonlyif X precede¥ onasSuBCAT (now ARG-ST) list. With thisdefinition
in mind, hereis theversionof a-commandrom PollardandSag(1994:279,(117)):

(2.2) Definition of A-Command:
Let Y andZ be synsenobjects,with distinctLOCAL values,Y referential. ThenY
a-command€ justin caseeither:

i. Yislessobliquethanz; or

ii. Y a-commandsomeX thatsubcatgorizesfor Z; or

ii. Y a-commandsomeX thatis a projectionof Z (i.e. theHEAD valuesof X and
Z aretoken-identical).

2Thefirst versionis commonlyreferredto asHPSGlandwaspresentedn PollardandSag(1987). Thesecond
versionis usually calledHPSG2andwaspresentedn the first eight chaptersof PollardandSag(1994). Chapter
nine of the latterwork featuredseveral furtherrevisions,andis typically referredto asHPSG3.

3A historicalnoteis in orderhereto avoid potentialconfusion. The binding theory as developedin Pollard
andSag(1992,1994)refersto o-commandp-binding,o-freenessetc; theseweremnemonicgor obliquenessBut,
ManningandSag(1999)have arguedfor anew list for bindingconceptgo bedefinedon, ARGUMENT-STRUCTURE
or ARG-ST for short. All theo-'s werechangedo a-‘s forthwith. While | will have moreto sayaboutthe ARG-ST
featurein latersections] will justnotethatl have usedthenew terminology but have alsoendeaouredto give the
original sourcedor the principles,which arenot construedo have changedn theliterature(Manningetal., 1999;
ManningandSag,1999)



Binding andControlin HPSG

Somefurthercommentsarenecessaryo male this definitionfully explicit.

First, the stipulationof distinct LocaL value$ is mainly requiredfor Principle C, which
dealswith nonpronominahoun phrases.Without the requiremenbf having distinct LOCAL
values,certaindependencies— suchas raising and wh-relatves — would be ruled out as
ungrammatica{PollardandSag,1994.fn. 5, fn. 28). Basically this would happerbecausea
nominalwould a-commandnda-bindits own gap,whichis anHPSGPrincipleC violation. In
short,in dealingsolelywith PrincipleA, this stipulationcould be droppedbut | will maintain
it herefor the sale of thoroughnessnd compatibility with canonicalversionsof the theory
However, it is importantto remembethatthe LocAaL valuesonly have to be token distinct,
not typedistinct. Thus,the requiremenbn distinctnes$oils down to therequirementhatthe
LOCAL valuesin questionmustnot be structureshared.

Secondwhatdoest meanfor Y to be‘“referential”? Thismeanghatthevalueof its INDEX
featuremustbe of typereferential. Thevalueof INDEX is of sortindex, wherethe latter has
thefollowing partition:

(2.3) index

AN

ref(eential) it ther

The sortsit andthere aresolelyfor expletive pronounsasthe sortnamessuggest.Therefore,
all nominal-object thatare nonecpletive will have sortrefeential ontheir INDEX value. The
resultof the referentiality conditionis that expletive pronounscannotbe binders,although
nothingpreventsthemfrom beingbound.

Third, X subcatgorizesfor Z justin caseZ appear®n X’'s SUBCAT list. Thisis nolonger
strictly possibledueto recentmodificationso HPSG.In fact, dueto therevisionsin Manning
andSag(1999),thesecond:lausecausesremendouslifficultiesfor HPSG5theoryof binding,
aswell asfor its accountof control. In section2.5, | will explain why this is so by first
explaining how the original interpretatiorgivenin Pollardand Sag(1994)interactedwith the
controltheoryandthenproving thatthisinterpretatioris nolongeravailabledueto therevisions
tothetheory In fact,l will shav thattherevisionshave ledto asituationin which (2.5ii) belov
no longerhasa clearinterpretation. But first | will continueto outline the original binding
theoryandPrincipleA in particular

Supposdor the momentthat we take the term ‘subcatgorizesfor’ to be definedon the
ARG-ST list, which containsanitem’s aguments.This allows usto go througha simpleexam-
ple of a-commandusingthefollowing sentence:

(2.4) GonzosaidCraiglikesChrystale.

4Thevalueof LocAL is afeaturestructureof type local which containssyntacticandsemantidnformationfor
asign,but doesnotincludeinformationaboutdependents/hich arein noncanonicapositions(i.e. dependentthat
would have beenmaovedin GB terms).



2.2 The StandardHPSGBinding Theory

By anapplicationof clause(i), Gonzoa-commandsheembeddedentenceCraiglikesChrys-
tale. Next, by applyingclause(iii), Gonzoa-commandshe verb likes sincethe sentences
a projectionof this verh Lastly, by an applicationof clause(ii), Gonzoa-command<raig
and Chrystale(seealsoPollardandSag1994:279). Similarly, by anapplicationof clause(i),

Craiga-command<£hrystale sinceit is lessobliquethan Chrystaleon the algumentstructure
of theverb likes Lastly, Chrystaledoesnot a-commandarnything, sinceit is not lessoblique
thanary otherelementon ary agumentstructurelist.

For completenesd, have presentedhe whole definition of a-command.However, since
we aremainly interestedn Principle A, we principally needthe notion of local a-command
which reflectsthe well-knowvn domainrestrictionbetweeranaphorandtheir antecedentdiVe
getthe definition of local a-commanddy droppingthe third clausein (2.2) andchangingall
mentionof a-commando local a-command:

(2.5) Definition of Local A-Command:
Let Y andZ be synsenobjects,with distinctLocAL values,Y referential. ThenY
locally a-command& justin caseeither:

i. Yislessobliquethanz; or

ii. Y locally a-commandsomeX thatsubcatgorizesfor Z.
(PollardandSag,1994:278,(116))

Theothertermsremainthe same asdo their explanations.

To continuethe discussiorof binding, we next needto definewhatit meangor something
to beboundin HPSG.Thetechnicakermis ‘a-binding’, whichreflectstherelationto agument
obliquenessSimilarly, if somethings nota-boundijt is ‘a-free’ (andthesamegoesfor locally
a-boundandlocally a-free).

(2.6) Y a-bindsZ justin caseY andZ arecoindexedandY a-commandg.

(2.7) Y locally a-bindsZ justin caseY andZ arecoindexedandyY locally a-commandZ.
(PollardandSag,1994:254,(39))

But what doesit meanfor two objectsto be coindexed? In HPSG, unlike in Government
andBinding, anindex is actuallya pathvalue on every nominal. Crucially, indiceshave an
internal make-up and are the repositoryof the agreemen{AGR) features(equialentto ¢-
features),PERSON, NUMBER, and GENDER. Thus, HPSGis differentfrom GB in that its
indicesareindependentlynotivatedandareusedin the HPSGanalyse®f variousphenomena,
suchasagreementsemanticroles, control, andrelative clauseconstructions.Going backto
our questiontwo objectsarecoindexedjustin casethey structuresharetheir INDEX values?

SNormally structuresharingis indicatedvia two tagsof theform [X], wherex is instantiatedo anintegerandthe
two nodeghatarestructureshareceachbearthetag. However, | will continueto usesubscriptedettersto represent
coindeation, sincethisis lesscumbersomandmorein keepingwith the historicallycommonnotation.
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Binding andControlin HPSG

We arefinally in a positionto look at HPSG5 binding principles.

(2.8) HPSG Binding Theory:

Principle A A locally a-commandednaphomustbelocally a-bound.
Principle B A personapronounmustbelocally a-free.

Principle C A nonpronourmustbea-free.
(PollardandSag,1994:254,(40))

Herethe termsanaphoy personalpronounand nonpronourrefer to the type of thetermin
questionin the nominal-objectype hierarchy:

(2.9) nom-obj(nominal-object)
pron (pronominal) npro (nonponominal)
ana(anaphoric) ppro (personal-ppnomind)

N

refl (reflxive)  recp(reciprocal)
I’ve indicatedwhat the abbreiations standfor in braclets. Every nominalsignwill have an
objectof sortnom-obj(or a subsortthereof)asthevalueof its CONTENT (see(3.7)in chapter
3). In fact, this hierarchysimply reflectsthe binding principlesand intuitive or traditional
groupings(e.g.thefactthatanaphorsindpersonapronounsaretraditionally both cateyorized
aspronouns).The standardindingtheoryis now in place,but someexamplesarein orderto
illustratehow it works.

2.2.1 Examples

In this section,| will shav how the binding theoryjust outlined accountsfor the following
sentencedn eachcasel alsopresenthe ARG-ST thattherelevantnominalappear®n:

(2.10) a. Chrystale saidAnne; putherself; ; throughcollege.
b.  put ARG-ST (NPj, NP,/ refl, PP

(2.11) a. [Theboys] told methat[JayandEddie] tricked[eachother],; ;.
b. tricked: ARG-ST (NPj, NP, j:recp

(2.12) a. Andrew; reliesonhimself.

relies ARG-ST (NP, PR:refl)

(2.13) a. Andrew; thinksGonzq reliesonhimselt, ;.

relies ARG-sT (NPj, PR, refl)

9



2.2 The StandardHPSGBinding Theory

(2.14) a. Gonzg likeshim,;;.
b. likes ARG-ST (NP, NP,ii:ppro)

(2.15) a. Craig saidGonzq chasecim ;.

chased ARG-ST (NPj, NP, ,j:ppro)
(2.16) a. Craig saidGonzq chasedCraig,;.

said ARG-ST (NP, S[HEAD [1]])

chased ARG-ST (NP;, NP,;:npro)
(2.17) a. Craig wantedto orderthe pizzasfrom Milano’s.

b. wanted ARG-ST (NP, VP[ARG-ST (NP;:refl, NP)])

In (2.10a), herselfis an amgumentof put, the ARG-ST of which is shavn in (2.10b). The
reflexive is locally a-commandedy Anne, sincethey areon the sameaRG-sST list and Anne
precedeshereflexive. PrincipleA thusdemandshatthereflexive belocally a-boundby Anne.
This meanghatthereflexive mustbe coindexedwith Anne andnot Chrystale Example(2.11)
illustratesthis sameeffect, but with a reciprocal. The reciprocalis locally a-commandedby
the NP JayandEddie which meanghereciprocalmustbelocally a-boundandJayandEddie
is the only appropriatecandidate Thus,the coindeation with the coordinated\P is licensed,
but the onewith the higherNP, theboys, is not.

Sentence$2.12a)and(2.13a)illustrate animportantpropertyof HPSGS binding theory
In HPSG,'case-markingprepositionghatareidiosyncraticallyselectedy theverbinheritthe
CONTENT value of their NP complemen{Pollardand Sag,1994). This reflectsthe fact that
theseprepositiongdo not contritute to the semantic®f the sentenceln effect, the preposition
is only thereto licensethe NP. Now, the fact that thesePPsinherit their NP complemens
CONTENT value entailsthat they inherit the index, sincethis is partof CONTENT. Thus,vis
a vis binding, a case-markingorepositionactslike the NP that it contains. In (2.12), this
meansthat Principle A requiresthe reflexive to be boundby Andrew, sincethis NP locally
a-commandshereflexive. Similarly, in (2.13)PrincipleA requiresGonzoto betheantecedent
of himself.

Example(2.14)illustratesa PrincipleB violation. Gonzolocally a-commandghe pronoun
him andthe coindeation meanghatit alsolocally a-bindsthe pronoun.However, PrincipleB
stateghata pronounmustbe locally a-free,which meanst cannotbelocally a-bound.Thus,
the only index assignmenthat the pronouncan have is onethat is distinct from Gonzds.
Likewise, Principle B doesnot prevent coindexation betweenCraig and him in (2.15), since
Craig doesnotlocally a-bindthe pronoun.

The sentencdn (2.16) provides an example of a Principle C violation. Sincethe first
instanceof Craig a-commandshe secondinstancé, the two instancesof Craig cannotbe

6Seeexample(2.4) for anexplanationof how a-commands established.
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coindexed. If the two arecoindexed, the secondinstanceis a-commande@ndalsoa-bound,
contraryto PrincipleC, which saysnonpronounsnustbea-free.

Lastly, the applicationof the secondclauseof the local a-commandlefinitionin (2.5) is
illustratedby (2.17)! The controlled complementhas a reflexive subject,as argued for in
Pollardand Sag(1994:282), which is locally a-commandedby Craig. This occursbecause
Craiglocally a-commandsis lessobliquethan)the VP, which subcatgorizesfor thereflexive.
This entailsthat Craig locally a-bindsthe reflexive understoogubjectof the VP, accordingto
PrincipleA.

2.2.2 Formalizing Principle A

I have now reviewed the standardbinding theory and the requisiteauxiliary definitions. |
have alsoshavn someexamplesof the theorys application. Thelastgoal of this sectionis to
formulatePrinciple A asa featurestructureconstraint. In general rulesin HPSGgrammars
shouldbe and are formulablein this mannef SincePrinciple A is formulatedindirectly in
termsof locala-commandthroughthedefinitionof locala-binding),anda-commands defined
disjunctiely (see(2.5) abore), the constraintformulationof PrincipleA is necessarilyn two
parts.

First,though,l will formulatethe definitionof local a-binding.After thetwo casesrefor-
mulatedthey will beusedto formulatePrincipleA. Thefirst local a-bindingcasecorresponds
to a configurationin which the a-commands direct, whereaghe secondrefersto onewhere
a subcatgorizerintervenes,asin (2.5ii). | assumehe usualconvention of usingan ellipse
(...) torepresenkzeroor morelist members.In addition,the notationW* usesKleenes star
to indicatethatzeroor moreothersynsemsnayintervenebetweernZ andits a-commandelry.
Thiswill beimportantin formalizing Principle A, sinceananaphoronly needgo be a-bound
by oneof its locala-commanders.

"For themoment amglossingover thefactthatphrasatateyories,suchasVP, supposediylonothave ARG-ST
lists; similarly, I am ignoring, for the sale of exposition, certainproblemswith the secondclauseof local a-
command returnto theseissuesn section2.5.1.

8Rulesthatinvolve recursion like Principle C, canbe thoughtof asinstantiatingthe setof featurestructure
constraintghattherule generates.
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(2.18)  Local A-Binding
a. Casel: Y islessobliquethan Z

ARG-ST (...,
synsem  W*, L.
local
nom-obj
Y r : 1
refeential
LOCAL
CONTENT PER  person
INDEX
NUM  number
GEND gender
.., | synsem yeen)
local
Z
LOCAL nom-obj
CONTENT
INDEX
#
b. Case2:Y locally a-commandssomeX that subcategorizedor Z
ARG-ST (...,
synsem  W*, L.
local
nom-obj
Y r , 1
refeential
LOCAL
CONTENT PER  person
INDEX
NUM  number
GEND gender
.., |synsem
LOC | CAT | ARG-ST (..., [synsem ,
Z nom-obj
Loc | [BconT
INDEX
#*
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This secondtases actuallyappliedto afairly restrictedclassof sentencesAs PollardandSag
(1994:278) explain, this caseentailsthata referentialnominalwill locally a-bindthe ARG-ST
membersof a more oblique unsaturatedomplement.In effect, this meansthat the reflexive
subjectof an equi control verb will be locally a-boundby an agumentof the control verb,
thusensuringthat controlis entirely local and cannotskip clauses.For example,the second
caseof local a-commandvould ensurethatthe controltarget (i.e. the subjectof theinfinitival
complement)n Gonzoasled Chrystaleto singwould belocally a-commandety Chrystale
I will not go into further detailshere,asit would complicatethingsunnecessarilybut | will
returnto this pointwhenl subsequentlgiscusscontrol. Thereforejt is usefulto have case2
in place,aswell asbeingthorough.

An importantthing to bearin mind aboutboth casesn (2.18)is that theseare not con-
straintson grammaticalepresentationdl hatis, they arenot constraintghatresultin ungram-
maticalityif they arenot met. In fact,they arenot eveninterpretableasconstraintssincethey
areneitherkeyedto a type nor do they have a conditionalform. Whatthesecasesshouldbe
readasis giving anexplicit definition of local a-binding. They provide the agumentstructure
configurationghatdefinesomethingaslocally a-boundin away thatcanbeincorporatednto
subsequentonstraintssuchasPrincipleA, which | turnto now.

PrincipleA will correspondingljhave two casesthe consequentsf whichincorporatehe
relevantcasefrom (2.18).
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(2.19)  Principle A (first version)
Casel: Y islessoblique than Z

ARG-ST (...,
synsem , W, .
local
nom-obj
Y r . -
refeential
LOCAL
CONTENT PER person
INDEX
NUM  nhumber
GEND gender
.., | synsem R
local
Z
LOCAL ana
CONTENT _
INDEX refeential
(1] # 3]

)

ARG-ST ( ...,Y[LOCAL | [ CONT | INDEX ],W*,

...,Z[LOCAL | [BICONT | INDEX ])

(1] # 3]

Thisruleis a conditionalandits interpretations thatary structurethatsatisfiegsheantecedent
mustalsosatisfythe consequentiNotethat, for the sale of brevity, | have suppressethetypes
in the consequent.l will assumehroughoutthat the correspondingpartsof the antecedent
and consequenhave the sametypes. Also, the Y andZ mentionedin the local a-command
definitionsare superscriptee@nto the appropriatdeaturestructures.This is solelyfor presen-
tationalclarity andshouldnot be takento be ary sortof integral partof the constraint.Lastly,
notethatin the constrainformulation,thefactthatthe LocaL valuesof thebinderandbindee
aredistinctis capturedhroughthe useof pathinequalitiesasdiscussedn Carpente(1992).
The readercan verify, by comparingthe constraintto the definitionsgiven above, that this
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formulationindeedcapturesall the necessarynformation.

We cannow turnto the secondcaseof PrincipleA, which occursdueto the secondclause
of definition(2.5):

(2.20)  Principle A
Case2: Y locally a-commandssomeX that subcategorizesor Z

ARG-ST (...,
synsem , W*, .
local
nom-obj
Y refeential
LOCAL
CONTENT PER  person
INDEX
NUM  number
GEND gender
., | synsem yee)
LOC | CAT | ARG-ST ( ..., | synsem -
4 ana
LocC | [BIcoNT
INDEX ref
HEE
ARG-ST ( ...,Y[LOCAL | 1 CONTENT | INDEX ], W*, ..
""X[LOC | CAT | ARG-ST (..., Z[LOC | [B1CONT | INDEX ], ) } bees)
a

I have now realizedthe goal of this section,which wasto explain HPSG5 Principle A and
ary auxiliary notionsthatwerenecessargndto reformulatethe binding principle asafeature
structureconstraint.Next | turnto a discussiorof thevirtuesandvicesof this approach.

2.3 The Coverageof HPSG’s Principle A and Certain Problems

The succesr failure of ary theory of binding crucially dependson what one considerghe
properdomainof binding theoryto be. In the Governmentand Binding tradition (Chomsl,

15
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1981,19864a,b) the generaltendeng hasbeento treatall occurrence®f anaphorspronouns
andnonpronominalgin HPSGterms,all nominal-objectavith a refeential INDEX) asbeing
subjectto bindingtheory Over theyears this hasleadto GB’s bindingtheorybecomingquite

comple, with several baroqueclausesandstipulations. Threeexamplesare a) the i-within-i

condition which bansstructuresf theform [Xi ...Yj...], b) lettingtheagreementeatureof

Infl (AGR) be anhonoraryN for the purpose®f binding, andc) requiringthatcounteréctual
indexings betakeninto accountwhenevaluatinga given coindexation.

Thus, onevirtue of HPSGS binding theoryis thatit is considerablysimpler bothin the
sensef eleganceandin the senseof economysinceit positsmary lessprocesseandentities.
However, ultimately its successnustbeevaluatedon how well it captureshe data.For canon-
ical sentencebke Johnlikeshimself, boththeoriefareequallywell. Hereis the GB Principle
A, alongwith the necessargpuxiliary notionof government

(2.21) Governmentand Binding’s Principle A
Let| beanindexing of the NPs(andAGRs,if ary) in anexpressiorE, andZ anNP
in E. Theni®

A If Z is +aandgovernedby G, thenZ is A-bound(underl) in theleastmaximal
projectionM containinga subjectandG for which thereis anindexing J such
thatZ is A-bound (underd)in M.

(2.22)  Definition of Government
G governsZ justin caseoneof thefollowing threeconditionsobtains'?

a. G andZ c-commandeachother Z is a maximalprojection,andG is eithera
lexical categyory (N, A, V, or P) or a projectionof one.For the purpose®f this
definition,AGR countsasanN.

b. Zistheheadof anelementggovernedby G.

c. Zisthespecifier(includingsubject)of anelementgovernedby G.
(PollardandSag,1994:241; Chomsly, 1986b)
Theclausestarting“for which...” is necessaryo rule in sentencesuchas

(2.23) My friends found[n p[eachothers]; keys].

9Althoughthe original sourcefor theseis Chomslky (1986b).the component®f thesedefinitionsaresomevhat

scatteredhroughoutthatwork. | have thereforeusedthe formulationsin Pollardand Sag(1994), sincetherethe
necessarpartsareall presentedogether

101n Barriers, Chomsly assignsfeaturesto the varietiesof noun phrases. The featuresare +a(naphoric)and
+p(ronominal).Reflexivesandreciprocalsare+a, with theresultthatthe only GB bindingprinciplethatappliesto
themis PrincipleA.

1170 be A-boundmeango be boundby anitemin argumentposition.

12y c-commandy iff Y is containedn the closestmaximumprojectiondominatingX andY is not contained
in X.
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Without the final clause this sentencevould be ruled out, sinceit would have to be boundin
its NP. However, sinceeachothers cannotbe A-boundin this NP, thisindexing is rejectedand
the oneillustratedin (2.23)is legitimated. Thuswe seethatthe GB Principle A is alreadyin
dangerof undegeneratingandthata somevhatad hoc stipulationis necessaryo save it. But
is this stipulationsuficient?

Pollardand Sagamgue thatit is not, becauseéhereare quite a few sentenceaypes(1994:
245,(17))which arestill erroneouslyuledout. In generalthesentenceareruledoutbecause
theconfigurationahotionof c-commands too strong,or becausé¢hebindingdomainis larger
thanexpectedoy GB’s PrincipleA. Hereis anexampleof eachof thesecasesn turn:

(2.24) Johnsuggestedhat [tiny gilt-framed portraitsof [eachother]] would make ideal
gifts for [the twins} .

(2.25) [JohnandMary]; knew thatthejournalhadrejected[eachothers] papers].
(PollardandSag,1994:245,(17d), (17a))

Sentencg2.24)is a problemfor two reasonsFirst, becausehereciprocalis containedn the
NP tiny gilt-framedportraitsof eachother, it is not c-commandedby its antecedenthe twins.
Secondgvenif thereciprocalwereunembeddedor if pictureNPsweresomeha declaredo
be transparent)its antecedenstill could not c-commandt, becauséhe twins is containedn
theVP. Thus,theGB PrincipleA wrongly predictsthis sentencéo beungrammaticalSentence
(2.25)is ruled out becausehe binding domainis calculatedncorrectly As we notedabove,
the counteréctual coindeation J mentionedin GB’s Principle A predictsthat a possesse
reciprocalshouldnot be boundin its NP, but ratherin the next maximalprojectionup, which
is its sentenceThenthe predictionis that thejournal is the only potentialbinderandbinding
fails dueto a clashin numberagreementBut in actuality(2.25)is justfine.

A differentcaseof c-commandeinginsuficientis provided by sentencé2.26),in which
a semanticallyvacuousprepositionblocks the c-commandrelation betweenantecedenand
reflexive, sincetheantecedeniP is containedn a PR

(2.26)  Mary talkedto John abouthimself.
(PollardandSag,1994:246,(18a))
Again, perhapghe PP[to] could be treatedastransparentBut GB doesnot have the mecha-
nismsin placeto dothisin a principledway.
Thuswe have seenthat GB’s Principle A, despiteits compleity, rejectscertainclasseof
grammaticalsentencesHPSGS binding theory while maintaininga simplerformulation,in

somesensalealswith these althoughnotin analtogethersatishctorymanner Thesearethe
ARG-ST listsfor portraitsandpapersn the correspondingentenceabove.

(2.24") [ARG-ST (NP;:ana)]
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(2.25") [ARG-ST (NP;:ana)]

In eachof thesecasesnothingprecedesheanaphoonits ARG-ST list. Accordingto eitherthe
Englishformulationof HPSG5 PrincipleA, givenin (2.8)above, or theappropriatecaseof the
constrainformulation,givenin (2.19)above, theseanaphorslo notfall underHPSGsbinding
theory Thereasoris thatthis PrincipleA only requiresananaphoto belocally a-boundf it is
locally a-commandedandthusnoneof theanaphorsn thesesentencemeetthis requirement.
PollardandSag(1994:257f.) referto suchanaphorsisexempt(from syntacticbinding). They
positthatsuchanaphorareresohed at the discoursdevel. Thus,HPSG5 bindingtheoryis a
stepbetterthanGB’s in this respectsinceit doesnt fail to actuallypredictthatsuchsentences
aregrammaticalput at the sametime exemptingsuchcasess moreof a promissorynotethan
asolution.

Most importantly HPSGS5 Principle A basicallyhasnothing at all to say aboutexempt
anaphors;this amountsto the claim that the only thing that needsto be said aboutthese
anaphorgs at the discoursdevel. However, we will seeshortly thatthis is not true andthat
thereare still somesyntacticrestrictionson even theseanaphors. Furthermore simply ex-
emptingcertaincasesdoesnothingfor the long-standingntuitions of linguiststhatthereis a
canonicakoreto binding. In effect, without offering atheoryof theresolutionof suchexempt
anaphorsHPSGbinding hasno explanationfor the phenomena.Giving no explanationfor
somethings certainlynot muchbetterthangiving thewrongexplanation.

A secondsort of datathatis problematicfor HPSGS5 Principle A is the well known case
of long distancereflexives. Typologically suchitemsarenotrare,andarefoundin suchlan-
guagesas Dutch, Danish, Norwegian, Icelandic,Japanesand Korean. Here is an example
from Danish?3

(2.27)  John bad Anneomatringetil sig.

John aslkedAnne for tocall to self
Johnasled Anneto call him.

(Vikner,1985:11, (11))4

A reasonablanalysisof badis asan objectequiverh In this case,bad structuresharests
object, Anne, with the subjectof its complementVP, ringe til sig. The ARG-ST lists will
thereforeook lik e this:
(2.28) a. bad ARG-sT (NP;, NP;, VP[inf, ARG-ST (NP;, NP;:ana)])

b.  ringe ARG-sT (NPj, NP;:ang

1311 this examplelI’'m momentarilyglossingover the importantfactthat phrasesio not have ARG-sT. Seethe
discussiorin section2.5.1.

14Throughoutis paper Vikner usessubordinatelausege.g. sentencg2.27) precededvith the complementizer
at (‘that’)). He doesthis to avoid complicationsfrom “verb secondmain clausemovements”(Vikner, 1985:7).
However, sincethesdinearizationeffectswould not affect my analysis,| will glossover this distinctionwheneer
citing his examples.
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Sentencg2.27) provides a direct countergampleto HPSGS Principle A, even with exempt
anaphorsThereasornis thatit seemgo present clearcaseof ananaphorigpronounthatis lo-

cally a-commandedyut notlocally a-bound However, certainrecentpaperssuchasSellsetal.

(1987)andReinhartand Reuland(1993), have questionedvhethersuchlong distancereflex-

ivesarepureanaphor®naparwith Englishherself Theseanalysesuggesthatlong distance
reflexivesarein somerespectsnorelike nonanaphoripronounsNonethelessanothebinding

principle is neededo handlethesecases.l will review someof the recentsuggestionslong
theselinesin the next chapterbut first I will list the major casef exemptanaphoran more
detail.

2.4 Major Casesof Exempt Anaphora

Principle A of HPSGS5 binding theory treatsary anaphorthat doesnot have a lessoblique
coagumentasexempt. Although whatPrinciple A coversis atheoreticaldecision,it is clear
thatexemptanaphorsrestill subjectto syntactic,semanticanddiscourseconstraints.Thus,
althoughtheseanaphorsare exempt from HPSGS5 binding theory they’re not exempt from
having anaphoricstatus. In otherwords, exemptanaphorsstill requireinterpretationrelatve
to anantecedentln chapter3, | presenimy extendedbinding theory which dealswith these
caseghroughanadditional,motivatedconstraint.

The definition of an exemptanaphoris clear: ary sign with anaphorasthe value of its
CONTENT featurethatis not subjectto Principle A is exempt. However, thereis a limited
numberof configurationsin which this agumentstructureobtainsandit is usefulto know
whatthesearein discussingherevisionsin the next chapter Therefore,in this sectionl will
presentareview of thevariousmajorkinds of exemptanaphoiconstructions.

2.4.1 Picture Noun Phrases

So called “picture” noun phrasesjike the examplesin (2.29), have poseda long-standing
problemfor bindingtheory
(2.29) a. [npGonzos|[n picture]]

b.  [npthe[y [n picture]of DorianGray]]

c. [npAndrew’'s[,, [n story]aboutGonzo]]
Example(2.29c¢)illustratesthatthe term“picture” nounphrases strictly speakingoo narraw,

sincethereare othernounphrasesvhich involve a similar structure.Hereis a nonexhaustve
list of pictureNPs:
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(2.30)  Picture Noun Phrases

a. PPof] complement
pictureof, portraitof, photograplof, snapshoof, representationf, statueof,
sculptureof

b. PPRboui complement
storyabout liesaboutrumoursabout articleabout reportabout review about,
movie about,film about,shav about

A tentatve generalizations that the of complementcasesn (2.30a)are physicalrepresen-
tationsof somethingandthereis a correspondencbetweenthe representatiomnd the thing
represented-or example,it makessensdo saywhethersomeones portraitlookslike themor
not. On the otherhand,the aboutcomplementasesn (2.30b)do not have thiskind of corre-
spondenceRatherthe NP in the aboutcomplements partof the representationaiontentof
theheadnoun(e.g. story). The generalizatiorover both classeseemdo bethatthey arerep-
resentationahndthatthe NP in the PPcomplements partof the headnouns representational
content. Thus,the term representationdP may be more appropriateput | will continueto
referto themaspictureNPs,asthisis commonusage.

Theseconstructionshave beenproblematicfor binding theory becausehey provide an
environmentin which the complementarityf distribution betweeranaphorandpersonapro-
nounsbreaksdown.

(2.31) a. Gonzoknows picturesof himselfarebeingcirculated.

b.  Gonzoknows picturesof him arebeingcirculated.

Any binding theorywhich claimsthatanaphor&ndpersonapronounsarein complementary
distribution will necessarilyule out either(2.31a)or (2.31b).

Both bindingtheorieshatwe have beenlooking athave a mechanisnior dealingwith this
discrepang In the GB PrincipleA, recallthatananaphomustbe boundin theleastmaximal
projectioncontaininga subjectandfor which thereis alsoa counteréctualindexing in which
the anaphoris bound. Now, in sentencg2.31a),the leastmaximal projectioncontaininga
subjectand a governor of the anaphoris the embeddedlausepicturesof himself are being
circulated However, thereis no actualor counterlctualindex assignmenin which himself
is boundin this clause. Therefore,accordingto GB Principle A, the binding domainis the
next clauseup, asdesired,and Gonzosernesasa legal antecedentAs for the pronoun,the
counter@ctualindexation is not part of Principle B. Thus, the pronoun$ binding domainis
only the embeddectlauseandit is indeedfree in this clause. Of course the stipulationof a
counteractualbinding domainis unmotvated,sinceit is only neededo dealwith casedike
thisone.
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The HPSGbinding theory getsaroundthis problemin a slightly different manner The
solutionin HPSGS PrincipleA is to treatthe anaphoiin (2.31a)asexempt;sinceit is on the
ARG-ST list of pictureandis notlocally a-commandedt doesnot have to belocally a-bound.
Recallthatthereasorfor theexemptionis thatthe ARG-ST of apictureNP with aprepositional
complementill containonly the PPcomplement:

(2.32)  picture [ARG-ST (PPJof]:ang)]

Similarly, the pronounin (2.31b)is locally a-free.

Ontheotherhand,if the pictureNP hasa nominalin the specifierposition,bothaccounts
seemto correctlypredictthatthe anaphomustbe boundto this nominal. In the GB account,
thegoverningcateyory of theanaphotis now the pictureNP, sincethereis a possibleindexing
thatbindsit in this NP. The HPSGaccountis that sincethe anaphoitis locally a-commanded,
it mustbe locally a-bound. A personalpronounis correctly ruled out if it is boundto the
specifiey on eithertheory becausehenit is notfreein its governingcateyory (GB) or locally
a-free(HPSG).

(2.33)  Chrystale knows Gonzq's pictureof himself, /himy,.;/*herself/hes . is beingcir-
culated.

(2.34)  picture [ARG-ST (NP;, PPPf].; k:ppro)]

An exampleof the ARG-ST list for picturein (2.33)would beasgivenin (2.34);theNP in this
casewould be Gonzoandthe PPwould be of him. The pronounin the PPcannotbe boundto
Gonza

PollardandSag(1994.:266—272)malke a corvincing casefor treatingthe anaphorsn pic-
ture NPswithout nominal specifiersas exempt. Their evidence,specificallywith respectto
pictureNPs,is thattherearediscoursdactorsthatseemto play animportantrole. For exam-
ple, if thereis no appropriatebinderin the clausecontainingthe picture NP, it is possiblefor
theexemptanaphoto bind yet higher Comparg2.35a)and(2.35b):

(2.35) a. *Bill suspectethatChrystalemeantthata pictureof himselfwould soonbeon
the postoffice wall.

b.  Bill suspectedhatthe silencemeantthata pictureof himselfwould soonbe
onthepostoffice wall.
(PollardandSag,1994:270,(93c))

Sentencd2.35a)canonly have the peculiarinterpretationthat Chrystalemustbe male. The
anaphocannotbeantecededy Bill . Ontheotherhand theanaphoin (2.35b)canhave Bill as
its antecedentlespitethefactthatit hasa nounphrasen the samepositionas Chrystale But,
the GB theorywould wrongly rule the secondsentenceut, sincethe leastmaximalprojection
underwhich thereis a potentialbindingis the sententiakomplemenbf suspectedNote that

21
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agreementeaturesannotbeafactorin thenotionof ‘potentialbinder’. Thatis, a GB analysis
couldnotclaimthatthesilenceis nota potentialbinderbecausdé doesnotagreewith himself.
If agreementactswererelevanthere thenChrystalein (2.35a)would notbea potentialbinder
eitherandthatsentencevould erroneouslybe judgedasgrammatical.

But themostcorvincing casefor treatinganaphorsn pictureNPsasexemptis thatcertain
pictureNPswhich areusedin explainingsomeones point of view canevencontainananaphor
whoseantecederis in a previous sentence.

(2.36) John wasgoingto getevenwith Mary. Thatpictureof himself in the paperwould
really anngy her, aswould the otherstuntshe hadplanned.
(PollardandSag,1994:270,(94))

This lastcaseis particularlycorvincing, sincethe sentencdoundaryis alsothe boundaryfor
syntax.Processethattake placeacrosssentencédoundariegregenerallyanalysedaccording
to theoriesof text analysisor of discoursesemanticssuchasDiscourseRepresentatiomheory
(Kamp andReyle, 1993). The binding theoryof GB, though,would wrongly rule the second
sentencef (2.36)out, sincetheanaphoifails to be boundasrequiredby GB’s PrincipleA.

But, it would be erroneougo concludethat an exemptanaphorcomplemenbf a picture
NP is free to take its antecedenin a similar mannerto the resolutionof personalpronouns
in discoursesituations. In fact, an intervening potentialbinderfor the anaphomesultsin the
reappearancef theanaphor/persong@ronoundistinction.

(2.37)  John wasgoingto getevenwith Mary. Theeditor; wasgoingto publishthatpicture
of himself; ;/him; ;; in thepaperandthatwouldreally anny her aswould theother
stuntshehadplanned.

In this sentencethe NP theeditorpreventstheanaphoifrom bindingto John Thisoccurseven
thougheditor is a gendemeutralterm. The anaphorhimself actuallybindsto it so strongly
thatit forcesthe construathatthe editorin questions male.PollardandSag(1994.268-272)
discussthis phenomenomunderthe rubric of “the Intervention Constraint”. This is a crucial
partof thebindingtreatmenpresentedh thenext chapterandwill bediscussedn moredetail
there.

2.4.2 Specifiers

Possesse anaphorsare alsoexemptfrom HPSGS Principle A. Theseare anaphorghatare
specifiersof nounphrasesIn English,thereareno possesse reflexives®, but thereare pos-
sessre reciprocals.

154t first glance,it may seemthat her own and relateditems are possessi reflexives. However, theseitems
behae morelike pronounsasshavn by thefollowing example:

0] Jimresentedhecritique. After all, herown analysishadplenty of problemstoo.
This examplemalesit clearthatherown doesnotevenneedalinguistic antecedent.e. it canreferdeictically).
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(2.38)  ChrystaleandAlli like eachothers mothers.

While ChrystaleandAlli is clearlytheantecedendf eachotherin this sentenceit doesnotlo-
cally a-commandhereciprocal.Thereciprocalis the solememberof the ARG-ST list of moth-
ers Sincenothingprecedeshereciprocalon this ARG-ST list, nothinglocally a-commands,
andasaresulttheanaphoiis notrequiredto belocally a-boundaccordingto PrincipleA.

Lik e otherexemptanaphorspossessi anaphorganhave anantecedemutsidetheclause
thatcontaingheir NP:

(2.39) [JohnandMary]; knew that[the journalhadrejectedeachothers]; papers].
(PollardandSag,1994:245,(17a))

The GB Principle A would predictthat the journal mustbe the antecedenof the reciprocal
andwould thuswrongly rule this sentenceout. But, the sentences not ruled out by HPSG5
binding theory sincethe reciprocalis exemptfrom Principle A and no other principlesare
violated.

2.4.3 Controlled Complements

The HPSGPrinciple A presentedn section2.2 is the one givenin Pollardand Sag(1994),
exceptfor being modifiedto work on ARG-ST insteadof SUBCAT, following Manning and
Sag(1999). Dueto (2.20), the secondclauseof this Principle A, the understoodsubjectof
a controlledcomplements locally a-bound. This will be mademoreclearin the following
sectionon controltheory It will alsobe madeclearthattherearesomeseriousproblemswith
thisin light of recentwork in HPSG.

However, in the revised binding theory presentedn the next chaptey thesesubjectswill
not be locally a-commandedsincethereis no secondclausein the revised Principle A. The
locality requiremenbn controlledsubjectswill bederivedusinga separateonstraintasedn
the Intervention Constraint. But, sincethesesubjectsare not locally a-commandedhey are
technicallyexemptanaphorslin fact,in my revisedsystemall andonly coagumentanaphor¥
aresubjectto Principle A. This entailsthatary anaphorthatis not a coagumentanaphoris
exempt.

Thetwo majorclasse®f exemptanaphoran PollardandSag(1994)areanaphorsn picture
NPswithout nominalspecifiersandanaphorsn the specifierpositionof NPs. A third classis
addedby the theorypresentedn the next chapter:the controlledNPsin the complementdo
control verbs. | now turn to control theoryandthe problemsit posesfor the formulation of
PrincipleA givenin section2.2.

16 coagumentanaphois ananaphothatis boundby alessobliquememberof its ARG-ST list.
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2.5 Control Theory

The original motivation for the secondclauseof local o-command’ wasto ensurethat the
subjeciof anunsaturatedomplements locally o-commandedSuchunsaturatedomplements
occurasthe VP complementdo control verbs. They are unsaturatedbecausehey structure
sharea valenceitem with their controller which is eitherthe subjector objectof the control
verb,asappropriateHerearesamplecontrol SUBCAT listsfor thesubjectcontrolverbpromise
andthe objectcontrolverb persuade

(2.40) a. promise SUBCAT (NP;, (NP),VP[suBCAT (NP, :refleive)])

b.  persuadesuBcAT (NP, NP;, VP[SUBCAT (NP;:refleive)])
The subjectcontrol verb promisehasits subjectcoindexed with its VP complementwhereas
for the objectcontrol verb persuadehe coindeation is betweenits objectandthe subjectof
its VP complement.

Thecontrolrelation,includingwhetherthereis subjector objectcontrol,is decidedby the
type of the verb on the contol-relation hierarchyandby the controltheory The hierarchyis
givenin (2.41)andthe controltheoryis givenin (2.42)

(2.41) Type hierarchy for control relations

contol-relation

— | T

influence commitment orientation
persuade ordek.. promise try\ want e<pect\

(PollardandSag,1994:287,(14))

(2.42) Control Theory
If the CONTENT of anunsaturategbhrases the SOA-ARG in a psoawhoserelation
is a controlrelation,thenthe subjectsuBCAT elementof thatphrases
(i) reflexive; and
(i) coindexed with the INFLUENCED, COMMITTOR, Of EXPERIENCER Vvaluein that
psoaaccordingasthecontrolrelationis of sortinfluence commitmentor orientation
respectiely.
(PollardandSag,1994:302,(70))

Sincel will demonstratehat this control theory hasvariousproblems,| will not attemptto
formalize(2.42)ary further

It will make the discussionof Principle A’'s role in control more perspicuousf we look
at an actualexampleandin so doing unravel what exactly Principle A contrilutes. Sincel

17During this review of the control theoryfrom Pollardand Sag1994,! will temporarilyrevert backto the old
nomenclature.
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alreadyintroducedthe sucAT of the objectcontrolverb persuadgthefollowing will sene as
anexample:

(2.43) Gonzopersuaderaigto call KentPizza.

The CONTENT of persuadénerewould thenbe®

(2.44) -
persuade
INFLUENCE i
INFLUENCED |
call
SOA-ARG CALLER |
CALLED Kk

Now we arein a positionto seehow the binding and control theoriesinteractunderthe old
definitions.

ThesuBcAT of call in thissentenceatisfiegsheantecedenb theconditionalin thecontrol
theory (2.42). The VP of call is unsaturatedas shavn in (2.40b),andits CONTENT is the
SOA-ARG in the psoaof persuadewhoserelationis a control relation— of type influence
accordingo (2.41).Clause(2.42ii) is themainpartof thecontroltheory In this casebecause
persuadehasa contol-relation of type influence it guaranteeshat the suBCcAT elementof
the call VP is coindeed with the the value of the INFLUENCED featureof persuade The
lexical entry for call ensureghatits subjectis coindexed with the CALLER role andthatits
objectis coindexed with the CALLED role. Similarly, the lexical entry for persuadesnsures
SubjecttNFLUENCER andobjectiNFLUENCED coindeation.

Theroleof PrincipleA in thecontroltheoryis to encodeManzini’s GeneralizatiorfManzini,
1983:423):

(2.45) Manzini’ s Generalization
A PRO in anobjectsentencef asentenc&is boundin S.
(Manzini, 1983:423,(20))

Pollard and Sag (1994: 298, (46)) give a formulation of the generalizatiorthat is in more
HPSG-friendlyterms.

(2.46)  NonsubjecWP complementsvith unexpressedubjectsnusthave acontrollerwithin
theminimal clausethatcontainghatcomplement.

18| follow the suggestiorin Pollard and Sag(1994: 337—338)of treatingthe relationsas subsortsof a higher
relationsupersortratherthanhaving anattribute RELATION. Thiswill eventuallybe furthermodifiedto reflectthe
role namesandrelationhierarchyintroducedn Davis (1996).
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PollardandSag(1994:298—-302have severalagumentsagainst2.46)beingtruein all cases.
The role of the binding theoryis thusto ensurethatit only holdsin the canonicalcontrol
relationswhich arecapturedoy (2.42)1°

Thus,it is notjust the controltheoryitself, but rathercontrolandPrinciple A thatpredicts
the grammaticalitypatterndor thefollowing sentences:

(2.47) a. ChrystalesaidGonzopromisecherto controlhimself.
b.  Chrystaletold CraigthatGonzocorvincedherto pinchherself.
c. *ChrystalethoughtCraigasked Gonzoto call herself.

In (2.47a),the reflexive subjectof to control is locally o-boundby the subjectof promised
Gonzqg andcanthereforelocally o-bind himself. The samegoesfor (2.47b),exceptthatin
this caseit is her, theobjectof corvinced thatlocally o-bindsthereflexive subjectof to pinch,
whichin turnlocally o-bindsherself Finally, (2.47c)is out,becaus€hrystaledoesnotlocally
0-bind the reflexive subjectof to call, andthereforethe anaphorherself which is locally o-
commandedy this subject,cannotbe locally o-bound. The only local o-bindingpossibleis
with the subjectbut herselfcannotagreewith this subjectsinceit is controlledby Gonza

But, the lexical entriesof the verbsalso guarantedhat the secondclauseof the control
theoryis, in somecasessufficientonits own to capturethelocality requiremenbn controllers.
This is more obvious whenwe examinethe SUBCAT and control index assignment®n our
previous persuadexample.

(2.48) persuade

[local
CAT | SUBCAT (NP, NPJ-,VP[SUBCAT (NPj:refI)])

persuade
INFLUENCE i
INFLUENCED |
CONT
call
SOA-ARG CALLER |

CALLED Kk

Thereis no otherway to satisfy the coindexation requirementdetweenpersuade SUBCAT
elementsandits psoarolesthatalsosatisfieghe secondclauseof the controltheory

However, thisleavesManzini’'s Generalizatiorasonly acontingenfactaboutliexical items.
Thatis, asPollardand Sag(1994:296) write, “[The secondclauseof (2.42)] identifiesin se-

19Theexceptionsto thegeneralizatiorareaccountedor in variousways,but examiningthe analysestthis point
would take ustoo far afield.
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mantic termsthe controller of the unexpressedsubjectof a VP (or other predicatve) com-
plement,but it imposesno constrainton how the controlleris realizedor whetherit mustbe
realizedat all’. They invite usto considera verb, foobar, which rendersa sentencdike the
following grammatical.

(2.49)  Mary; suspectethatJohnwould foobarBill to call herself.
Therelevantportionsof thelexical entryfor foobarwould thenlook lik e this:

(2.50)  foobar

_Iocal
CAT | suBCAT (NP, NPJ-,VF{SUBCAT (NPk:refI)])

foobar
INFLUENCE i
ROLE ]

CONT INFLUENCED K

call
SOA-ARG CALLER Kk
LCALLED [ J

This entry satisfies(2.42ii), since the subject of the unsaturatedcomplementand the
INFLUENCED role arecoindeed. But, the actualcontrolleris not alessobliquecoagumentof
theunsaturatedomplementBasically thereis nothinglik e thetatheoryin HPSGthatrequires
alexical entryto coindex its agumentswith its semantiaoles. Thus,if the subjectof theun-
saturateccomplements not alocally o-boundreflexive, Manzini’s Generalizations only met
contingently andnot guaranteedHowever, this is a deep,crosslinguistiqgeneralizatiorabout
the propertiesof UniversalGrammaywhich hasyet to be seriouslychallengedThereforethe
controltheoryshouldnotjust happento satisfy;it shouldguaranteeits satisaction.

To sumup the historicaldiscussionthe control theory of HPSG,aspresentedn Pollard
and Sag(1994: 302), encodesManzini’s generalizatiorby requiring that the subjectof the
unsaturatedomplemento a controlverbbeareflexive. Manzini’s locality requirements then
fulfilled by thesecondclauseof PrincipleA: thereflexive subjectis locally o-commande@nd
locally o-boundby anargumentof the controlverh

2.5.1 InverselLinking and Control

However, two subsequerthangesn thetheoryhave complicatednatters.First,in chaptemine
of PollardandSag(1994),arevision of HPSGis presentedhatseparatethe SUBCAT listsinto
SUBJ(ECT), COMPS(=COMPLEMENTS) andsSPR(=SPECIFIER) valencdists. The SUBCAT list,
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which wasnow definedasthe appendof the suBJ, sPrR, andcomPps lists (in thatorder),was
retainedor bindingpurpose®nly. Secondin morerecentwork, the suBCAT list wasreplaced
by theARG-s list (SagandGodard,1994;Manningetal., 1999),which hassincebeenrenamed
ARG-ST (ManningandSag,1999;Boumaetal., 1998). However, unlike SUBCAT, ARG-ST is
definedasanattribute of lexical signs.In otherwords,sinceARG-ST is introducedby thetype
word, phraseslo nothave ARG-ST lists. This hasthefurtherconsequencthatthe ARG-ST list
doesnot changeasaword’s amgumentsaresaturated.

In HPSG2the Subcatgorization Principle (Pollard and Sag,1994: 34) ensuredthat the
SUBCAT of aheadeghrasavasthe SUBCAT of its headdaughterminusary SUBCAT elements
thathadbeensatisfiedby complementso the headdaughter After the switchfrom suBcaT
to valencelists, the ValencePrinciple had the sameeffect. Thus,in HPSG3,asthe various
ImmediateDominanceschemagut phrasalunits togethey the agumentrequirementof the
headof thephrasearesatisfiedandtakenoff theappropriatesalencdist. For example,asimple
transitive verblike admirewill have oneitem onits suBJ list andoneon its comPps list. The
head-complemergchemacombinesthe verb with its complementandthe valenceprinciple
ensureghattheresultingVP now hasits comPs list empty sinceit is no longerlooking for a
directobject. Similarly, whenthe VP combineswith a subjectthe projectionof the VP, which
is S, inheritsthe empty comPs list, but alsohasan empty suBJ list, sincethatargumenthas
now beenfoundaswell.

The ARG-ST list representshe agumentstructureof alexical item, andis supposediynot
inheritedby the projectionsof theitemin question.In addition,the kind of agumentcancel-
lation ensuredby the ValencePrinciple doesnot apply to the ARG-ST, sincethe principle is
definedto only apply to the valencelists suBJ, sPrR, andcomps. Theidea, which waspre-
sentedin Manning(1996)andtaken up in Manningand Sag(1999),is thatthe valencelists
encodegrammaticarelations,while the ARG-ST list encodesaigumentstructure.Thisideais
discussedn more detail below, but the division of labouris basicallysuchthatgrammatical
relationsencodethe syntacticallyrelevant behaiour of agumentswhile agumentstructure
representshe underlyingarity of aword. Thus,althoughthe ARG-ST is still canonicallyde-
finedastheappendf thevalencdists, therecanbeotherrelationshipdetweerthevalenceand
ARG-ST lists. For example,in a pro-droplanguagethe null agumentwould not be realized
on ary valencdlist, sinceit is not a surlaceargument,but it would be realizedon the ARG-ST
list, sincetheargumenthasaninterpretation Similarly, themiddleconstructionasin Thevase
broke, couldbeanalysedshaving anargumentstructurewith two arguments.Thevasewould
bein secondoositiononthe ARG-ST list, but it would belinkedto the suBJ list, insteadof the
comps list. This treatsthe vaseasthe logical object, but the grammaticakubject. Thus, the
valencelists representhe link betweenagumentsandtheir surfacerealization,whereashe
ARG-ST list providesthelink betweeragumentsandtheir semantidnterpretation.

But, theargumentstructurelevel is distinctfrom the semantidevel, becausét cancontain
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syntacticallyrelevant agumentsthat are semanticallynull. For example,if the ARG-ST list
wereto containonly semantiargumentsthenit would not containexpletive subjectslt turns
out, though,that expletives arerelevant to certainof the generalizationshat shouldbe stated
on the level of agumentstructure. Corversely the understoodbjectof an intransitve verb
like washin Johnwashed could be representedsa reflexive on the ARG-ST of wash but it
would not occuron the comps list, sinceintransitive washis saturatedandis notlooking for
a complement.Indeed,if agumentstructureis a linking level betweensemanticsaand gram-
maticalrelations,thenwe would expectit to containall the grammaticallyand semantically
relevantarguments.

Manning(1996)arguescorvincingly thata virtue of having boththe valencelists andthe
ARG-ST lists is that we canusethe former to encodegrammaticalrelations,suchas subject
andobject,andusethelatterto encodehelevel of algumentstructurebetweersemanticand
grammaticalrelations. He arguesthat mary unresoled problemsregardingcertainsyntacti-
cally ergative languagessuchas Tagalogand Inuit?®, canbe explainedif they are given an
inverselinking betweergrammaticarelationsandargumentstructure.Thelinking rulesfor a
syntacticallyaccusatie languagdik e Englishwould usea straightmapping.

(2.51) a. Accusatve Linking
gr-structure a-structure

SUBJ<———— a-subjeci(agent)
OB)J <-—————— patient

b.  Ergative Linking
gr-structure a-structure

SUBJ>< a-subjectagent)
OBJ patient
(Manning,1996:40)

The emgative linking patternwould cashout in HPSGby having the first memberof a transi-
tive verb’s ARG-ST list coindexed with solememberof the comps list andletting the second
memberbe coindexed with the solememberof the suJ list (Manning,1996:47)1. This first
memberof an ARG-ST list is calledthe ‘a-subject’(Manning,1996:19). An ARG-ST list can
have morethanonea-subjectsinceManning (1996)andManningand Sag(1999)arguethat

20c|assifyingtheselanguagess syntacticallyergative is not uncontraersial, but Mannings argumentis pre-
ciselythatif we make certainassumptiongboutlinking, theselanguagegall into this class.As he pointsout, this
solves a long-standingembarrassmerih the study of ematiity, sincesyntacticallyergative languagesadbeen
predictedto exist by mostanalysesbut only the WesternAustralianlanguageDyirbal could safelybe assignedo
thisclass.

21Manning(1996:42, fn. 38) notesthattheredon't seento beary erative languagesvith ditransitive verbsthat
have two nonobliqueinternalalguments.Thatis, ditransitvesare alwaysmarked with two corerolesanda third
obliqueone.Presumablytheseobliguecomplementsvould be onthe comps list, but afterthe ergative subject.
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operationghat affect algumentstructure,suchaspassie and causatiization, resultin argu-
mentstructurdists thatarenested:

(2.52) ARG-ST (XPj,...(XPj,...))

Thus,ARG-ST lists cancontainotherlists asmembersBoth XP; andXP; countasa-subjects,
sincethey areeachthefirst memberon someARG-ST list. Aswewill see,in certaincasesthe
leastoblique (i.e. outermostla-subjeciplaysa privilegedrole. Manning (1996)calls this the
maximuma-subject.

Having separateepresentationfor grammaticalstructureand argumentstructureallows
the assignmenof distinct propertiesto the representationsln accusatie languagedike En-
glish, wherethe two levels coincide,the relevant distinctionswill not be obvious. However,
in syntacticallyergative languagesthereis a split betweersubjectproperties.The memberof
the suBJ list — the subjectof grammaticaltructure— hascertainpropertiesof the subjects
of syntacticallyaccusatie languageswhile the first memberof the ARG-ST list — the subject
of agumentstructure(a-subject}— hasothers:

(2.53) Grammatical Structur e Subject Argument Structur e Subject
Subcatgorizedelementof every clause Antecedenbf reflexives
Relatvization Equicontroltarget

Preferentiallyassignedpecific/widescope Understoodmperatve addressee
(Adaptedfrom Manning(1996:12-14))

Thus, syntacticallyemgative languagesnotivate distinct levels of grammaticaland agument
structure sincethereareseparatgeneralizationthatmustbe madeat eachof thesdevels.
Part of themotivationfor thelevel of agumentstructure asencodedy the ARG-ST list, is
bindingtheory asindicatedby the mentionof reflexivesin (2.53). Manning(1997)andMan-
ning andSag(1999)presenkevidencefrom TobaBatakthatinvolvesthe active voice (mang)
andobjective voice (di-) constructionsasexemplifiedin thefollowing sentence$

(2.54) a. Mang-idasi Riasi Torus.

Av-see PM Ria PM Torus
Torussees/saviRia

b. Di-idasi Torussi Ria.

ov-seePM Torus PM Ria
Torussees/savRia

(Manning,1997:80, (2a—h))
Evidencefrom prosody adwerb placementrelatvization and coordinationindicatesthat the

final NPin eachof thesesentenceis a VP-externalsubjectatthelevel of grammaticaktructure
(Manning,1997; Manningand Sag,1999). However, asindicatedby the Englishtranslation,

225y = active voice,PM = propemamemarler, ov = objective voice.
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in eachcaseTorusis the logical subject,whetherit is the grammaticakubject(asin (2.54a))
or not (asin (2.54b)). This leadsto the verbshaving thefollowing informationin their lexical
entries(ManningandSag,1999).

(2.55) a. _ b -

PHON <mang-id% PHON (di-ida)

SUBJ <> SUBJ <>

COMPS <> COMPS <>

ARG-ST <NPi,NPJ-> ARG-ST <NPi,NP,->
see see

CONT SEER i CONT SEER |
SEEN | SEEN |

In eachcasethelogical subjectremainghe sameput theactive voicehasanaccusatie linking
patternwhereasheobjective voicehasanematie linking, resultingin thegrammaticakubject
beingrealizeddifferentlyin eachcase.

But, the binding factsare suchthatthe logical subjectcanalwaysbind the secondNP on
the ARG-ST list, no matterwhich NP is the grammaticalsubject(Manning, 1997:83, (10a—
b), (11a-b)).

(2.56) a. [Mang-idadiri-na]si John.
AV-sav self-his Pm John
John sawhimself.
b. *[Mang-idasi John]diri-na.
AV-sav PM John self-his
* Himself sawJohn.

(2.57) a. *[Di-idadiri-na]si John.
ov-saw self-his Pm John
* Himself sawJohn.
b. [Di-idasi John]diri-na.
ov-sav PM John self-his
John sawhimself.

A bindingaccounthatworkson ARG-ST correctlypredictsthesegrammaticalityjudgements.
However, if bindingwereto be definedon the valencelists, only the active voice judgements
would comeout right. The objectve voice judgementsvould be reversed.To getthe correct
results atheorythatdefinesbindingon valencdists would have to assigrthe active andobjec-
tive voice differentphrasestructuresput the varioustestsmentionedabove indicatethatthey
have the samephrasestructure.Thus,the correctlevel for generalizationgboutbindingis the
level of algumentstructure asencodedn the ARG-ST list in HPSG.
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Thetablein (2.53)alsostateghatit is the agumentstructuresubjectthatis the tamgetfor
equicontrol. However, the fact thatthe equi controltamget is the a-subjectthe maximuma-
subject,to be precise),causegproblemsfor the formulation of control theoryin Pollardand
Sag(1994),which wasgivenin section2.5, (2.42). The control theory mentionsthe subject
SUBCAT elementof an unsaturategphrase But, switchingthis to the a-subjectof a phrase
doesnt malke ary sensesincephrasesio not have the featureARG-ST andthus cannothave
a-subjectsCrucially, changingheterm‘subjectsuBCAT element’to ‘ sUBJ element’doesnot
generalizecorrectly to syntacticallyergative languages.The following examplesfrom Inuit
shouldmake this clear??

(258) a. Miggat  Juuna ikiussalluguniriursuipput.

childrenABS [ERG JuunaaBs help promise]
Thechildren promisedto helpJuuna.

b. Miiggat __ gitissallutikniriursuipput.

children [ABS dance promise]
Thechildrenpromisedio dance

Theinverselinking for syntacticallyemative languageslictatesthatin (2.58a)the controltar-
getwill appeanonthecomps list, whereasn (2.58b)it will appeaonthesuBJlist. Therefore,
if the controltheorywereto specifythatthe controltamgetis the suBJ element,jt would miss
all emative controlleecasessuchas(2.58a).But, in both caseghe controlleeis the a-subject.
Thus,thecorrectgeneralizationwhichthecontroltheoryshouldcapturein orderto becrosslin-
guisticallyvalid, is thatthe controltargetis the maximuma-subject.

Manning(1996:47-48)is awareof this problemandproposegwo solutionsto dealwith
it. Thefirst solutionis to make ARG-ST a headfeature. Thenit would be passedup to pro-
jectionsvia the HeadFeaturePrinciple (HFP; Pollard and Sag(1994: 34))2* However, this
harmsthe notion of locality thatis standardlyassumedn HPSG.Sincethe ARG-ST list con-
tains synsera and sincesynsera containthe headfeature,constituentswill be ableto “see”
indefinitely far into their complementsarguments andthenthesearguments’aguments and
so on recursvely. Another solutionthat Manning proposess to createa new headfeature
called MAX-A-SUBJECT. This would do lessdamageto locality, since phraseswvould only
have a handleon the maximuma-subjectf their heads.But, therewould still be a chainof
maximuma-subjectsvailable,andit is unclearwhetherthereis ary independenmmotivation
for this.

Onecouldimaginea third kind of solutionthatdoesnot involve recursve chainsof argu-
mentstructureor maximuma-subjectsThis solutionis to restrictthe stipulationto the control
theoryitself. The controltheorywould thenbeformulatedlike so:

23| have suppressetheglossfor irrelevantmorphemes.
24The HFPis a crucial HPSGprinciple that dictatesthat the headvalue of a motheris token-identicawith the
headvalueof its headdaughter
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(2.59) Control Theory (secondversion)
If the CONTENT of anunsaturategbhraseis the SOA-ARG in a psoawhoserelation
is a controlrelation,thenthe maximuma-subjecbf the headof the phraseis
(i) reflexive; and
(i) coindeed with the INFLUENCED, COMMITTOR, Or EXPERIENCER value in
that psoa, accordingas the control relation is of sort influence commitmentor
orientation respecirely.

The phrasedoeshave a hold of its head,sincethe HEAD valuesof the headandits projection
aretoken-identicaldueto the HFR In fact, thisis similar to thethird, recursve clauseof the a-
commandlefinition(see(2.2)in section2.2), which mentionsHEAD structuresharingaswell.
Although| will notformulatethe controltheoryasa constraint,t is importantto notethatit
would still resultin anagyclic graph,sincethereis a pathbetweerthe control verb’s relevant
psoarelationandthe maximuma-subjecbf the headof the unsaturategphrase Finally, dueto
the linking betweenthe maximuma-subjectof its headandthe valencelists, the unsaturated
argumentwill turnoutto bethe maximuma-subjecevery time. Thus,this controltheorycov-
ersthe control patternsin syntacticallyaccusatie languageslike English, and syntactically
ergative languagesljk e Inuit.

However, thereare variousreasondor acceptingMannings first proposal,which wasto
percolateARG-ST asa headfeature. The first agumentcomesfrom unsaturateghhrases For
example,VPsthatarelooking for a subjectnot only have the subjectasa syntacticargument,
but alsoasa semanticone. However, if the VP only hasthe subjecton its suBJ valencelist,
it doesnot possesd asa semantiargument.But, standardvlontaguesemanticge.g. Dowty
etal. (1981))treatthe subjectasa semantiargumentof the phrasewhich meanghereis some
motivationfor the VP having anamgumentstructurdink to semanticandtakingthe subjectas
its argument.

Thesecondargumentis thatsincecertainphenomenarereadily capturedasdissociations
betweenamgumentstructureand valencelists, suchasthe casesf pro-dropand middle con-
structionsmentionedabove, certaingeneralizationsio longermake senseaf ARG-ST is nota
featureon phrases.For example,given the following Farsi sentencewherethe pronounhas
beendroppedhow dowe definewhatthe subjectof the sentences?

(2.60)  Maryamdid-am.

Maryam saw-1sG
| sawMaryam.

The subjecthasnot combinedwith the headvia the Head-Subjec6chemgPollardand Sag,
1994:402), becausdhe understoodoro wasnever on the suBJ list of theverh The subject
of this sentencaes thenthe first memberof the verb’s ARG-ST list. But, this just amountsto
sayingthatthe subjectof the sentencés the first memberof the heads ARG-ST list. Sincewe

33



2.5Control Theory

needto referto the ARG-ST of the headof the phrasejt makessenseo do sodirectly andin a
principledmannerby percolatingthe actuallist to the phrase.

Thethird agumenttcomedirectlyfrom bindingtheory Recall,thedefinitionof a-command
givenin (2.2). 1t is repeatedherefor corvenience:

(2.61) Definition of A-Command
Let Y andZ besynsenobjects,with distinctLOCAL values,Y referential. ThenY
a-command€ justin caseeither:

i. Y islessobliquethanz; or
ii. Y a-commandsomeX thatsubcatgorizesfor Z; or

ii. Y a-commandsomeX thatis a projectionof Z (i.e. theHEAD valuesof X and
Z aretoken-identical).

As example(2.4)illustrated thethird clausds necessaryo ensureghatthea-commanaxtends
indefinitely deep,asrequiredby PrincipleC. However, if phrasehiave ARG-ST lists andif we
understandsubcatgorizesfor’ to mean‘hasanARG-sT list containing’,thenthethird clause
canbescrappedthussimplifying the bindingtheory

Thenew definitionwould be

(2.62) Definition of A-Command (final version)
Let Y andZ be synsenobjects,with distinctLOCAL values,Y referential. ThenY
a-command€ justin caseeither:

i. Y islessobliquethanz; or

ii. Y a-commandsomeX thatsubcatgorizesfor Z.
A-commandwill still work like before,asshavn usingexample(2.4),repeatedereas(2.63).
(2.63)  GonzothinksCraiglikesChrystale.

The ARG-ST of thinks containsGonzoandthe subordinates, in thatorder By clause(2.62i),
Gonzoa-commandshe S. The agumentstructureof likesis (Craig, Chrystalé, andby the
HeadFeaturePrinciplethis is alsothe ARG-ST of the S, sincelikesis its head. Then,by an
applicationof clause(2.62ii), it follows that Gonzoa-command<raig and Chrystale sinceit
a-commandshe S thatsubcatgorizesfor eachof theseNPs?®

With ARG-ST a headfeature the controltheorywould thenbe formulatedasfollows:

25Therehasalsobeendiscussioron the HPSGList, an electronicdiscussiorforum, that containsfurther argu-
mentsfor makingARG-ST a headfeature.Thelist is archived at http://eoan.stanford.edu/hpsg-I/anes.htmland
thepertinentmessageare189—207(checled 17.08.98).
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Binding andControlin HPSG

(2.64)  Control Theory (third version)
If the CONTENT of anunsaturategbhraseis the SOA-ARG in a psoawhoserelation
is a controlrelation,thenthe maximuma-subjecbf the phrasds
(i) reflexive; and
(i) coindexedwith the INFLUENCED, COMMITTOR, Or EXPERIENCER Valuein that
psoaaccordingasthecontrolrelationis of sortinfluence commitmentor orientation
respectrely.

The differencebetweenthis formulationandthe onein (2.59)is thatthis oneno longerrefers
to the headof the unsaturateghhrase sincethe phraseitself hasa maximuma-subjectwhich
is of coursethe sameasits heads maximuma-subject.

The controltheoryhasnow successfullybeenrecastin the necessarmargumentstructure
terms. But wheredoesthis leave the secondclauseof local a-command?~or corveniencel
repeathelocal a-commandlefinition here:

(2.65)  Definition of Local A-Command
Let Y andZ be synsenobjects,with distinctLocAL values,Y referential. ThenY
locally a-command& justin caseeither:

i. Yislessobliquethanz; or

ii. Y locallya-commandsomeX thatsubcatgorizesfor Z.

In particular the termthat needsdefinitionis ‘subcatgorizesfor’. | assumedbove thatthis
termmustbe definedrelative to ARG-ST lists, asfar asgenerala-commands concernedand
I will argue this point further shortly But first | will shav that this notion doesnot make
sensdor local a-commandislong asthe secondclauseis present.Herel will notbe making
generaklaimsaboutwhatit meansn HPSGto subcatgorizefor somethingl will only present
agumentsfor what it must meanin the contet of binding theory and for the a-command
definitionsin particular

Thereseemto be two optionsfor cashingout the meaningof this term relative to the a-
commandiefinitions.

(2.66) a. The ValenceList Option
Y subcatgorizesfor X meansX is ononeof Y’svalencelists.
b.  The Argument Structur e Option
Y subcatgorizesfor X meansX isonY’s ARG-ST list.

But, aswe will seepboththesenterpretationseave problemsfor thesecondclauseof thelocal
a-commandlefinition, (2.65ii). It is importantto bearin mind herethat the obliquenessf
coagumentsis represente®n the ARG-ST list andit is on this list that binding is defined?®

265 evidentfrom the discussiorsofar in this section,ChristopheiManningandhis collaboratorshave goneto
painsto shaw thatthis is indeedthe case. SeeManning (1996,1997); Manningand Sag(1999); Manninget al.
(1999).

35



2.5Control Theory

Mostimportantly wherethereis a discrepang betweertheappenddf the valencdists andthe
ARG-ST lists, binding relationsare still checled againstthe ARG-ST list, andnot againstthe
valencelists. Thus,the notionsof commandandbinding neededmustbe statedon ARG-ST.
Thiswasthereasorfor changinghenotionsof o-commandp-boundando-freeto a-command,
etc.

Thevalencdist optionsuficesfor locala-commandThesecondlauseof locala-command
is theonethatmentionssubcatgorization,andthis clauseis motivatedby controltheory Buta
controlledcomplementvill alwayshave somevalencdlist unsaturatedin English,this would
be the suBJ list in every case,whereasn Inuit it could be eitherthe suBJ or the oBJ list.
However, the seconcclauseof the generala-commandiefinitionalsomentionstheterm‘sub-
cateorizesfor’. And for thesecasesthevalencelist optionwill notwork. The reasons that
mary analysegseethelist in Boumaet al. (1998:5)) crucially dependon discrepanciese-
tweenvalencdistsandARG-ST. However, evenin thesecasesthe ARG-ST list still determines
binding possibilities.

Furthermorethereis a conceptuaproblemhere.We have seenevidencethatbindingthe-
ory shouldbe definedon ARG-ST, andnot on the valencelists. Therefore amgumentstructure
is the level at which binding appliesin currentHPSGanalyses.The questionis why should
our binding constraintamentionvalencelists, then? By mentioningvalencelists, the binding
constraintsvould effectively not be definedsolely on agumentstructure sincethey needin-
formationregardinggrammaticastructureaswell. Thus,thereis anempiricalandaconceptual
reasorfor rejectingthevalenceist optionin (2.66).

This leavesus with only the agumentstructureoption. As it standsthis optionis unde-
fined, at leastfor casesvhereY is a phrasesincephrasesio not have ARG-ST lists. In fact,
it excludespreciselythe control casesvhich motivatedthe secondclauseof local a-command.
Supposewe follow Mannings suggestiorandallow ARG-ST to be a HEAD feature,andthus
propagateo phrasesgrom their headdaughters But thenthe binding constraintsvould com-
pletelyfall apart,becauséherewould be no distinctionbetweerthe agumentghatthe phrase
is still looking for andthosethatit hasalreadyfound. Thefollowing sentenceindits ARG-ST
lists provide anexample.

(2.67) a. John saidMary likeshim;.
b. ARG-ST (NP;, S[ARG-ST (NP, NP;:ppro)])

According to the agumentstructureoption, in this example Johnlocally a-commandshe
pronounhim. This occursbecauseJohnlocally a-commandsts S complement,sincethe
NP is lessobliquethanthe S, and S subcatgorizesfor (accordingto the algumentstructure
interpretatiorof thisterm)the pronounhim. Furthermorethepronounis a-boundbecausdt is
coindexed with John Therefore this sentencevould be incorrectlyruled out by Principle B,
which stateghata personapronominal(ppro) mustbelocally a-free(i.e. notlocally a-bound).
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Now, what if we wereto adoptMannings secondsuggestiorof just having the maxi-
mum a-subjecipassedip via the HeadFeaturePrinciple? We still needthe generalinterpre-
tation of ‘subcatgorizesfor’ to be definedon ARG-ST dueto generala-commandequire-
mentsin (2.2). But thenwe would still bein a positionwherethe secondclauseof the local
a-commandiefinition is undefineddue to phrasesot having an ARG-ST (even thoughthey
have a MAX-A-SUBJECT). We would thenhave to reformulatethe secondocal a-command
clauseto ‘Y locally a-command< if caseY locally a-commandsomeX thathasZ asits
MAX-A-SUBJECT value’. Theimmediatequestionis, why shouldthe sameterm be defined
differently in two relateddefinitions? Thus, the secondocal a-commandlausewould now
be completelystipulative. Secondlyit still doesnt work, sincepronounsin subjectposition
would still belocally a-commandedlt is possibleto barthesecasedy introducingthe notion
of unsaturatedomplementnto the seconctlause:'Y locally a-commandZ if caseY locally
a-commandsomeunsaturatedomplemeniX thathasZ asits MAX-A-SUBJECT value’. But,
since‘unsaturateccomplementfor a phrasemustbe somethingon a valencélist, we areonce
againreferring to grammaticalstructurein the supposedlyagumentstructure-onlybinding
theory

In conclusion recentrevisionsto HPSGwhich have resultedin binding beingdefinedon
the ARG-ST list have alsoresultedn thesecondtlauseof thelocal a-commandiefinitionbeing
stipulative at bestand uninterpretableat worst. Sincethis clauseis crucially usedto derive
locality constraintsn controltheory(i.e. Manzini’'s generalization)the control theorywill no
longerwork properlyeither In chaptei3, | presenainextendedindingtheorywith asimplified
corethat offers a reasonablyconcisesolutionto theseproblems. The solution proposeddoes
away with the secondclauseof the local a-commandlefinition entirely andthus solvesthe
problemswe have beendiscussingn this section.

2.6 Conclusion

In this chapter| provided areview andformalizationof HPSGS5 Principle A andits auxiliary
notions.| arguedthatrecentadvancesn HPSGhave createdproblemsfor the bindingtheory
especiallyasit appliesto controlledcomplementsThis necessitated review of controltheory
and someof the reasondor treatingbinding and control on the level of argumentstructure.
Overall, PrincipleA wasfoundto have threeproblems:thetreatmenbf exemptanaphoralong
distanceanaphoraandits contritution to controltheory In chapter3 | presenthe extended
binding theory mentionedabore. Then,in chapter4, | presenta revised control theory and
illustratehow this interactswith the bindingtheorythatl develop.
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Chapter 3

An ExtendedBinding Theory

3.1 Intr oduction

In thischapted presentversionof bindingin HPSGwhich extendsthetheorydiscussedh the
lastchapter By ‘extension’,| meanthatl have addedwo constraintsonefor anaphorsyhich
constrainsthe distribution of exempt anaphoraand the secondfor long distancereflexives
(following Xue et al. 1994), for which the standardHPSG binding theory hasno analysis.
However, | do notmeanto imply by theterm‘extended’thatl have complicatedhetheory In
fact,quitethecontrary Theactualcoreof bindingtheoryhasbeensubstantiallysimplified.

In section3.2, | presentmy reformulationof the HPSGbinding principlesand auxiliary
definitions. Thesearethe versionsthataretheresultof the agumentsn the previous chapter
Therearealsocertainothermodificationsthat anticipatechangedo argumentstructurein the
next chapter But thesemodificationsaresmallandareprincipally a matterof wording. These
modificationstogethemwith PrincipleZ, which handledong distancebindingandis presented
in section3.2.1,constitutethe simplified coreof the bindingtheory

Theextensionto bindingcomesn theform of the AntecedenClosenes€onstrain{section
3.3). Thisis anadditionalconstrainionthedistribution of anaphorsvhichhandlesmary cases:
certaingerundve and infinitival constructiongsection3.4.1), picture NP anaphorgsection
3.4.2),andanaphorsn specifierof NP position(section3.4.3). In the next chapter! will also
illustrate how the AntecedenClosenes£onstraintaccountdor locality in control,sincel do
away with the secondclauseof local a-commandwhich hasthe resultthat Principle A does
notapplyto controlledsubjects.

Thefinal sectionof the chapterdealswith a coupleof casesvhich presentresidualprob-
lems. Thefirst casds thatof semanticallycontentfulPPsthatcontainanaphorgsection3.5.1).
Thesecondcasehasto with coordinationandsplit antecedentésection3.5.2).
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3.2 The CoreConceptandPrinciples

3.2 The Core Conceptsand Principles

Beforedefiningthebindingprinciplesl will presenthenecessarguxiliary conceptsin section
2.5.10f thelastchapter| amuedthatthe definition of a-commandhouldbe modifiedto work
on ARG-ST lists. | alsoarguedthatonceARG-ST is treatedasa headfeature the third clause
of a-commands nolongernecessary

3.1 Definition of A-Command
LetY andZ bememberof an ARG-ST list, with distinctLOCAL values,Y referen-
tial. ThenY a-command& justin caseeither:

i. Yislessobliquethanz; or

ii. Y a-commandsomeX thatsubcatgorizesfor Z (i.e. Z ison X’SARG-ST list).

I've changedhe wordingin thefirst sentenceslightly. Dueto changesn the membershipf
ARG-ST lists (seechapterd), Y andZ will nolongernecessarilyoe synsera. Therefore] just
referto themasmemberof anARG-ST list. In addition,asdiscussedh section2.5.1,theterm
‘subcatgorizesfor’ is meantto beunderstoodn termsof X having Z onits ARG-ST list.

| alsoarguedthattheinterpretationof subcatgorizationthatis necessaryor binding the-
ory leadsto a situationin which the secondclauseof Pollardand Sags local a-commands
problematic.l will definelocala-commandvithoutthis secondclause sinceits effectswill be
derivedby the AntecedentClosenes€onstraintseesection3.3 below).

(3.2) Definition of Local A-Command
LetY andZ bemembersf anARG-ST list, with distinctLocAL values,Y referen-
tial. ThenY locally a-command€ justin case:

i. YislessobliquethanZ.

Therefore,in orderto formalize Principle A, thereis now only the one featurestructureto
worry about.

Obliquenesss still to be understoodn the samemanner:Y is lessobliquethanZ if and
only if Y precedeZ onsomeARG-ST list. CoindeationhasalsoremainedunchangedY and
Z arecoindeedif andonly if they structuresharetheir INDEX values.Thisin turn meanghat
the definitionsfor a-freeanda-bounchave remainedhe same.

(3.3) a. Y a-bindsZ iff Y andZ arecoindexedandY a-commandg.
b. Y locally a-bindsZ iff Y andZ arecoindexedandY locally a-commandg.
c. Zisa-freeiff Z is nota-bound.

d. Zislocally a-freeiff Z is notlocally a-bound.
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The formulation of the binding principleswill remainthe same(Pollardand Sag,1994:
254),althoughl’ ve changedhewording of PrincipleA slightly, to make its conditionalnature
moreexplicit:

(3.4) HPSG Binding Theory

Principle A If ananaphofana) is locally a-commandedt mustbelocally a-bound.
Principle B A personapronoun(ppro) mustbelocally a-free.

Principle C A nonpronour(npro) mustbe a-free.

I've also addedthe type (from the nominal-objecthierarchy)that the principlesapply to in
braclets. Again this is just to make the principlesmore explicit andfor easeof subsequent
discussion.

Dueto thesimplificationin thedefinition of local a-commandtherewill only beonePrin-
ciple A featurestructureinstantiation.PrincipleA now only hasto encoddheinformationthat
ananaphotthathasalessobliquecoagumentmustbe bound.

(3.5) Principle A (final version)

ARG-ST (..., |synsem )
local
nom-obj
Y .
refeential
LOCAL
CONTENT PER person
INDEX
| NUM  number|
|_GEND genderJ
W*, ..., |synsem R
local
Z
LOCAL ana
CONTENT ,
INDEX refeential
#
ARG-ST {( ...,Y[LOCAL | CONT | INDEX ], W*, ...

...,Z[LOCAL | CONT | INDEX ],...)

[1] # 8]
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3.2 The CoreConceptandPrinciples

Thus,PrincipleA nolongerhasto beexpressedsa disjunction,sincethereis only onecase.

I will continueto usetheterm‘exemptanaphorto referto nominalsthatareof typeanabut
not subjectto PrincipleA. An anaphowill be exemptjustin caseeitherit is thefirst thingon
its ARG-ST list, or theonly itemsthatprecedet areexpletives. Only agumentswith refeential
indicescanbe a-commandersTherefore an expletive, which hasanindex of typeit or there,
will not locally a-commandan anaphar | will defineexemptanaphorausingthe following
featurestructure. This is just for addedclarity, asit will thenbe more obviousin subsequent
discussiorwhich anaphorsareexemptandwhich onesaresubjectto PrincipleA.

(3.6) Definition of Exempt Anaphor
ARG-ST ( | synsem «

LOCAL | CONT | INDEX — refeential

synsem , synseri )

LOCAL | CONTENT anaphor

ThisdefinitionusegheKleenestarin its standardheoreticalinguisticsinterpretationmeaning
‘0 or more’. Thus,the definitionstateghatif ananaphois thefirst thingonits ARG-ST list, or
if theonly thingsprecedingt areexpletives,thenit is exempt.

For thesale of clarity, hereis a sampldexical entryfor theanaphoterself
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(3.7) word
PHON (hersel}
synsem
[local ]
cat
noun
CATEGORY
HEAD | CASE acc
|_ARG-ST () J
reflexive
refeential
SYNSEM
LOCAL PER 3rd
CONTENT INDEX _
NUM  sing
GEND fem
RESTRICTION {}
context
psoa
CONTEXT
BACKGROUND | RELATION female|
|_INSTANCE J

The type of the index is reflexive, asrequired. | also assumethat reflexivesin English are
markedfor accusatie case(PollardandSag,1992,1994),sincethey cannever appeain nom-
inative casepositions.

I nov have the core binding theoryin place. The principlesand mary of the auxiliary
definitionshave remainedessentialljunchangedHowever, the definitionsof a-commandand
locala-commanadveresignificantlysimplifiedandlocala-commands now stateconlyin terms
of obliqueness.This entailsthat an agumentcanonly locally a-commanda coagument;in
turn, this meanghatall anaphorghat have alessobliquecoagumentaresubjectto Principle
A.

3.2.1 Long DistanceBinding

In section2.3it wasmentionedhatthelong distancebindingthatoccursin variouslanguages
causeproblemsfor HPSG5 Principle A. Recallour Danishsentencd2.27),repeatechereas
(3.8).

(3.8) John bad Anneomatringetil sig.

John askedAnne for tocall to self
JohnaskedAnneto call him.
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Theproblemhereis thatsig, meaningroughly him-/her/itself, needsanantecedentaindhence
is aprime candidateasananapharbut is notlocally a-boundby its locala-commanderAnne.

Thereis someevidence,though,that theselong distancereflexives are not anaphorson
a par with English him/her/itself Sellset al. (1987) presentan agumentfrom the distribu-
tion of Dutch zich, which is a long distancereflexive, that suchitemsarein somesensdike
syntacticallynonanaphori@ronouns.They notethat zich, which is unstressedhasthe same
distribution asunstresse@ronouns Herearesomeexamples:

(3.9) a. Heeftzij zich/hem verdedigd?

Has sheherselffhimdefended
Hasshedefendederself/him?

b. ?7Zij heeftmetopzet zich/hem gisteren nietverdedigd.

Shehas on purposeherself/himyesterdaynot defended.
Shedid not defendherself/himon purposeyesteday.

c. *Zich heeftze goedverdedigd.

Herselfhas shewell defended.
Herself shehasdefendedvell.

(Sellsetal., 1987:181-182(33-37))

Sentenceg3.9a)and(3.9b)illustratethat zich is bothgrammaticabndoddin the sameplaces
astheunstressegronounhem Example(3.9c¢)illustratesthatzich cannotbetopicalized since
this positionrequiresstress. The sameis true of unstressegronouns althoughthe stressed
anaphorzichzelfcanoccurhere.

In a similar vein, Reinhartand Reuland(1993) give pronounsand unstresse@naphors,
which they call simplex expressiongSEs),the samestructuralanalysis:

(3.10) a. [NpPron[yy...e...]]

b. [NpSE[y ---e...]]
(ReinhartandReuland,1993:658, (1-2))

They postulateghatthedifferencebetweernSEsandpronounss thattheformerlack ¢-features
andtherefore'do notprojectanagumentthatcanbeinterpretedndependently’{Reinhartand
Reuland1993:658).

Thus,SEsareanaphoridn thesensef needinganantecedentyut otherwisedistribute like
unstresseg@ronouns.Sincethe HPSGnominal-objecthierarchyis meantto reflectthe refer
ential propertiesof the nominal-objecsubtypeswe needa new typefor SEs.| will give them
thetype nonlocal-anapho. Thereis only onenaturalplacefor this type in the nom-objhier
archy Thesetermscannotbe of type anaphor alongwith reflexivesandreciprocalspecause
PrincipleA is definedon this typeandwe do notwantthesenonlocalanaphorso be subjectto
PrincipleA, which imposesherequiremenof locality. Similarly, we do notwantthemto be
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of type ppro, becausé’rinciple B, which stateshat ppros shouldbe locally a-free,is defined
onthis typeandsomelong distancereflexives(suchasChineseziji) canbeboundlocally. So
nonlocal-anaphoshouldinheritfrom thetypepron. Thenen nominal-objectierarchyshould
thereforebe:

(3.11) nom-obj
pron \npro
\
ana nonloca}-ana(pho ppro
" N

This captureghe factthat nonlocalanaphorsarestill pronominalswhile distinguishingthem
from anaphorsandpersonapronominals.

Now thatwe have thetypein place we needanew bindingprinciplefor nonlocal-ana This
haspreviously beenprovidedin Xue et al. (1994) and Brancoand Marrafa (1999). The first
paperseta precedenfor calling this Principle Z (presumablyfor the Chineselong distance
reflexive ziji, sincethis wasthe topic of the paper). Hereis the PrincipleZ from Xue et al.
(1994:(38))1

(3.12) Principle Z
Nonlocalanaphorsnustbea-bound.

This constraints fairly generalput requiresthatnonlocalanaphorsnustalwaysbe a-bound.

By contrastthePrincipleZ of BrancoandMarrafa (1999)andtheversion(independently)
motivatedin Manningand Sag(1999) is a conditionalwhich statesthat “an a-commanded
nonlocalanaphomustbe a-bound” Brancoand Marrafa amue that this yields the correct
bindingfactsfor Portugueseleproprio (‘he own’) andassociatefiorms,sincethesatemscan
be exemptif they arenota-commanded:

(3.13) Elepropriopagoua conta.

He own paid thebhill.
He paidthebill

(BrancoandMarrafa, 1999:8, (12))

However, this getsthe wrong resultsfor Danish,wherethe long distancereflexive sig hasa
possesse counterpartsin. Sincesin would be thefirst thing onits ARG-ST list, it is exempt
from aconditionalPrincipleZ (like localanaphorsn specifierposition;seesection2.4.2).But,

IXue et al. useo-commandp-bound etc.,insteadof the correspondinga-’ terms. They alsocall the kind of
anaphorin questionZ-pronounsbut this is only perspicuousn certaincaseslik e thatof Chineseziji, sol have
replacedheirterm‘Z-pronoun’ with my term‘nonlocalanaphor’.

2Theoriginal wordingis “An o-commande@naphorigronounmustbe o-bound”.
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Germanicsimplex expressionsn generalcannotreferindependentlyReinhartand Reuland,
1993)andthis is confirmedby the ungrammaticalityof thefollowing Danishsentencé.

(3.14)  Anng badpigen [P; rede sin .« seng].
Anne told girl.the male SE bed
Anng told thegirl; to male her; ;  bed.

I will thereforeadoptthe PrincipleZ in (3.12),which is stricterthanthe conditionalversion
andgetstheright resultsfor Danish?

However, eventhe principlein (3.12)is not strict enough sinceit is clearthatmary non-
local anaphorsare subjectto additionalconstraints.One commonconstraintis that nonlocal
anaphoraresubject-orientedi.e. their antecedentmustbe subjectsseeReulandandKoster
1991)° Indeed,this constrainton subjectorientationholds for Danish(Vikner, 1985). Yet
evenwith this addedconstrainton antecedentsrincipleZ fails to completelyaccountfor the
Danishfacts. Sincelocal a-bindingis a subcasef a-binding,this principle wrongly predicts
thatthe Danishnonlocalanaphorsig canbelocally a-boundwhichit cannotin general.

(3.15) * Petey fortalteMichael om sig.

Peter told Michael aboutSE
Peter told Michaelabouthimself.

(Vikner, 1985:10, (10))

Thus,like a pronoun the simplex expressionsig mustbelocally a-free.

Onepossiblesolutionis to saythat sig is subjectto both PrincipleB andPrincipleZ. This
would meanhaving sig inherit from the typesnonlocal-anaand ppro, asin this inheritance
hierarchy

(3.16) nom-obj
pron/ \npro
\ \
ana nonlocal-ana(phor ppro
/ T
refl >ecp sig

This would entail that sig mustbe locally a-free,sinceit inheritsfrom ppro andis therefore
subjectto PrincipleB. Similarly, it mustbe a-bound sinceit inheritsfrom nonlocal-anaandis

3The judgementgeportedin this exampleare for North JutlandicDanish. Other dialectsmay dispreferthe i
binding.

4although! donothavetheinformantsto testthis systematicallyit shouldalsobenotedthateleproprio patterns
suspiciouslhylike Englishhe himself, which | do nottake to beananapharThus,it mayturnoutthateleproprio is
apronominalconstructionjn which caseit is unsurprisinghatit canoccurin exemptpositions.

SIn HPSGterms,Manning (1996)discussesuchanaphorsasbeinga-subject-orientedneaningthey mustbe
boundby anelementhatis first on someARG-ST list.
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subjectto PrincipleZ. In generalthisyieldstheright resultsandaccordswith thedatareported
above aboutthe distribution of nonlocalanaphor&ndunstressegronouns.

However, therearesomeexceptionsto the generalizatiorthat SEsmustbe locally a-free.
As theargumentf certainverbs,they canoccurin positionswherethey arelocally bound(on
eitherHPSGor GB’s definition). Coindexed pronounscannotoccurin theseernvironments as
thefollowing sentencefrom DanishandDutchillustrate.

(3.17) a. Martin; vasler sig/ham, ;.
Martin; washesselfi/him, ;
Martin, is washinghimself/him,; ;.

b.  Martin; wast zich/hem, ;.

Martin; washesselfi/him,; ;
Martiny is washinghimself/him; ;; .

But, it turnsoutthattheervironmentdn which SEscanbeseeminglylocally boundarelimited.

In fact, it could be aguedthatthis is only a caseof homophow, andnot an actualuseof
the type nonlocal-anaphor This is confirmedby the fact that the string sig alsoturnsup in
contexts wherethereis no objectargument,asin certainintransitves?®

(3.18) a. Petersov oversig.
Petersleptover SE
Petersleptover

b. Marieerdovenaf sig.
Marie is lazy of SE

Marie is lazy by nature.

c. Rikkefortaltemigat hunvil skyndesig.

Rikke told me thatshe will hurry SE
Rikke told methat shewill hurry.

Theseare clearly intransitve constructionsas no NP otherthan sig cango in the SE slot
without causingungrammaticality Thus, the sig in theseconstructionss actingasa kind of
expletive object, with no referencebackto the “antecedent”.In fact, thereis no antecedent,
becausehisis notaninstanceof thelexical item sig thatis a nonlocalanaphar

As for thetransitive caseslik e vaslke, apossibleanalysisvould bethattherearetwo lexical
entriesfor theseverbs.Oneentryis a normaltransitve verb andinheritsfrom the appropriate
type for theseverbsin the lexical hierarchy The secondentry inheritsfrom a specialtype
for reflexive verbsthat stipulatesthat its agumentstructureobjectis a reflexive which gets
mappedio the sameexpletive sig on the comps list. This is similar in spirit to the solution
in ReinhartandReuland(1993)which involves postulatingtwo distinctlexical itemsfor such
verbs. Whatever the solutionadoptedit is the reflexive constructionghat arethe exceptions

6Theverbsusedin theseexamplesarefrom Vikner (1985),but all the sentencesxceptthefirst onearemy own.
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(Vikner, 1985). In generalsig mustbe locally a-freeand its distribution is explainedin a
hierarchicalexiconthathasthis reflexive inherit from boththetypefor nonlocalanaphorand
the type for pronouns.This hasthe effect of making sig subjectto two binding principles(B
andZ) andexplainsits distribution outsidetheseexceptionalreflexive constructions.

In thissectionl illustratedthe needfor afourth bindingprinciple,PrincipleZ. | adoptedhe
formulationof this principlethatrequiresa-bindingin all casesasthisis motivatedby thedata
availableto me. Lastly, | illustratedhow the Danishsimplex anaphorsig canbe analysedas
inheritingfrom boththetypesnonlocal-anaphoandppro, which explainsits distribution. The
seemingexceptionsto this are caseswvherethereis eithera) no true reflexivity, andtherefore
notruesig, or b) alexical ambiguity

3.3 The AntecedentClosenesgonstraint

Themostimportantdifferencebetweermmy PrincipleA andthe onediscussedn thelastchap-
ter, which wasa formalizationof Pollardand Sags PrincipleA, is thatthereis no longerary
secondclausethatextendslocal a-commando cover controlledcomplementsThus,| require
someother device to ensurethe locality of control relations. This is wherethe Antecedent
Closenes£onstraint(ACC) comesin. The ACC is the third andfinal constraintthatis rele-
vantto establishingheantecedent-anaphoglationshipn my theory But, unlike theextended
PrincipleA, it is independentlynotivatedandis alsousedoutsideof controltheory

The ACC is basedon the Internvention Constraint(IC)’, which was first discussedwith
respectto ‘Super Equi-NP Deletion’ (Grinder, 1970, 1971; Kimball, 1971; Jacobsonand
Neubauer,1976). This constructioncontainsan anaphoricrelation betweena noun phrase
controllerandthe unexpressedsubjectof a gerundor infinitive. In the examplesl mark the
positionof the understoodsubjectwith ‘P’, but thisis only for presentationgburposes.

(3.19) a. Chrystale claimed[that[P; smearingherselfwith mud]wasfun].
b. Gonzg said[thatit wasdifficult [P; to satisfyhimself]].

| have usedreflexivesin theseexamplesto accentuat¢he anaphoriaelationshipbetweerthe
matrix subjectandthe understoogubjectof the gerundor infinitive.

"While discussinghe history of the ACC, | will continueto referto the InterventionConstraintasthis is what
it wascalledin theliteraturecited.

8Thereis an apparentvrinkle in this data. It is not possibleto assumehatthe understoodsubjectis alwaysa
reflexive, dueto exampledik e thefollowing:

0] Chrystalg claimedthatsmearingher, with mudwasfun.

This sentencés grammaticalput it hasthe construathatsomeonetherthanChrystalesmearednudonher If the
understoodsubjectwerea reflexive boundto Chrystale this would resultin a Principle B violation (the pronoun
would be locally a-boundby the understoodsubject)andthe sentencavould not be possible. The factthatit is
possibleindicatesthat the understoodsubjectin this sentencés in factnot a reflexive coindexed with Chrystale
In general,gerundsandinfinitivals in subjectpositioncanoptionally have arbitrarily referring (i.e. pronominal)
understoodsubjectgPollardandSag,1994:297).
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Grinder(1970),who wasthe first to discusgheseconstructionsn detail, noticedthatnot
all instancesf SuperEqui-NP are grammatical,as exemplified by the following sentences
which arehighly similarto thosein (3.19).

(3.20) a. *Chrystale claimedthatCraigsaid[that[P; smearincherselfwith mud]wasfun].

b. *Gonzg saidthatChrystalecomplainedthatit wasdifficult [P; to satisfyhimself]].

The ungrammaticalityof thesesentences— comparedo thosein (3.19) — stemsfrom the
inclusionof an NP closerto the anaphomwith which it cannotagree.Similarly, if we wereto
changethe anaphorsn (3.20a)and(3.20b)to himself and herselfrespeciiely, the sentences
would be grammatical albeitwith differentconstruals.This led Grinder(1970:302, (23)) to
obsere thatSuperEquiis subjectto thefollowing constraint:

(3.21) TheIntervention Constraint (first version)
SuperEqui-NP deletionbetweerNP* andNP? is blocked if thereexists a possible
controllerNP* in the deletionpath.

SinceGrinders analysiswastransformationalhe defined'being on the deletionpath’ of two
NPsasinterveningbetweerthem(in termsof linearorder)atthe point thatthe deletiontrans-
formationapplies.

JacobsomndNeubaue(1976)obseredthatthe InterventionConstraintseemdo hold for
pictureNPs,too:

(3.22) a. Johnthoughtthata pictureof himself/herseff wasgivento Mary.
b.  JohnthoughtthatMary wasgivena pictureof *himself/herself.

(JacobsomndNeubauer1976:435,(17a—b))

In sentencg3.22a),Johncansene asthe antecedenodf himself, but in sentencd3.22b)this
antecedent-anaphcelationships blocked by the presencef theinterveningNP Mary.

Pollardand Sag(1992,1994) take the positionthatthe IC is a “processingbasedfactor
thatinteractswith grammaticalkconstraintan sucha way asto renderunacceptabla family
of sentencethatareotherwisegrammatical’(1994:269). However, they do not provide ary
evidencefor the claim thatthe IC is a processingonstraint.As such,it is just asreasonable
to saythatit is in facta grammaticalconstraint. But thereis alsoindependengvidencefor
this. First, processingonstraintsanbe overcomewith practiceor throughthe useof external
representatione.g. pencilandpaper).For example,centreembeddingdik e the following are
assumedo be grammaticabut subjectto processingonstraints.

(3.23)  Thelinguistthe psychologisthe cognitive scientistlikeslikeslikestraces.

9Actually, | dont find this sentencegrammaticalwith herself However, theseare the judgementsgiven by
JacobsomndNeubauer! will discusghis casefurtherbelow.
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For mostspealers of English (including linguists) this sentences virtually undecipherable.
However, it obeys the rulesof Englishgrammarandit is perfectlygrammatical.In general,
centreembeddingdecomeeasiemwith practice andit is alsomucheasierto decipherthe sen-
tenceby writing it down andmarkingit up (I leave thisasanexercisefor thereader) However,
IC violationsdo not becomebetterwith practiceor with the useof externalaidsto work them
out. Secondjt may seemolvious, but processingonstraintausuallyarisedueto processing
difficulties. Thus,(3.23)is especiallydifficult becauséhe NPshave to bekepttrackof andthen
matcheadup with the correspondingredicate.Furthermorethefirst NP doesnot correspond
to thefirst verb, but ratherthe outermostone (hencethe namecentreembedding).However,

| fail to seewhatthe processindlifficulty is in matchingan anaphowith its antecedenin a
sentencen which thereis only onepossibleantecedentor the anaphar Why shouldthe sen-
tenceJohnthoughtthat Mary was given a picture of himself be difficult to processvhenthe
only possibleantecedenis Johnandthe only other possibleantecedentioesnot even agree
with the anaphor?t seemdrivially simpleto tell whatthe antecedenis meantto be, but the
sentencés ungrammaticaanyway. Thethird reasorfor assuminghattheIC is agrammatical
constraintandnot a processingonstraintis that JacobsorandNeubaue(1976)usetheIC as
a diagnositcfor determiningwhetherrulesarecyclic or postgclic, after shawving thatthe IC
itself is cyclic. Eventhoughmodelsof grammarwith cyclic rule applicationhave now largely
beenabandonedt is unheardof to usea processingonstraintasa syntacticdiagnostic.Fur
thermorejf the IC appliescyclically, it could not be a processingonstraintsinceprocessing
constraintitherapply postsyntacticallyr, attheveryleast,postgclically. Thechoicein this
matterdepend®n whetheroneassumeshatsyntaxis autonomousndprocessingonstraints
apply to the output of the syntacticcomponentor that syntaxis incrementallyaffected by
processingonstraints.

Thus,| takeit thatthereis plentyof evidencefor treatingthelC asagrammaticatonstraint,
and no evidencefor treatingit asa processingconstraint. The factthatit is a grammatical
constrainineanghatthelC shouldbeformulableasaconstrainin HPSG.Of course Grinders
definitionof thelC doesnot make senséan anontransformationaheorysuchasthis. In terms
that are more amenabldo HPSG,the Intervention Constraintstatesthat an exemptanaphor
cannotskip over apotentialbinderin its clauseto take a higherone.But, whatexactly is meant
by a potentialbinder? Minimally, in HPSGterms,this mustbe a nominal-objectsincethese
aretheonly entitiesthatenterinto syntactichindingrelations.Furthermorethebinders INDEX
mustbe of sortrefeential, sinceexpletive subjectsannotbe binders.This factis reflectedby
the grammaticalityof the following example.

(3.24) Johnsaidtherewasa pictureof himselfin yesterdays paper

AlthoughthereinterveneshetweenJohnandhimself, it is nota potentialbinder sinceits index
is of sortthere, notrefeential. Thus,the potentialbindermustmeetthe usualrequirement®n
antecedents.
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As the following examplesillustrate, therealso seemsto be a kind of animay require-
ment(Pollardand Sag,1994: 268) for the intervening binder and quantified(and expletive)
intervenorsalsodo not trigger the IC. The relevant potentialintervenoris italicized in these
examples.

(3.25) a. Bill; suspectedhatthe silencemeantthat[a pictureof himself] would soon
be onthe postoffice wall.

b.  Bill; thoughtthat nothingcould make [a pictureof himself in the Timeg ac-
ceptableto Sandy

c. Bill; suspectedhat there would soonbe [a picture of himself] on the post
office wall.

d. Bill; knew that it would take [a picture of himself with Gorbache] to get
Mary’s attention.

(PollardandSag,1994:268,(87d),(88a,c,d))

As just mentioned,in the HPSGbinding theory it is not surprisingthat expletives are not
intervenors sincethey do not have refeential indicesandcannotormallybebinders.

As farasquantifierggo,theanimag requirementoverstheappropriatenes.For example,
if wereplacenothingin (3.25b)with nooneor everyone the quantifieris anintervenor:

(3.26) a. *Bill; thoughtthat no one could make [a picture of himself in the Timeg ac-
ceptableto Sandy

b. *Bill; thoughtthat everyonecould male [a picture of himself in the Timeg
acceptabléo Sandy

It seemghattheanimagy requirementanbeextendedo quantifiersf it is understoodo apply
to their restriction. The quantifiersno one and every one have restrictionsthatreferto people
andhencecountasanimate.On the otherhand,nothingis restrictedto quantify over things,
which are not necessarilyanimate. In fact, accordingto standardHPSG,the quantifiedNP
inheritsthe CONTEXT informationof the noun(Pollardand Sag,1994:333), resultingin the
qguantifiedNP beingmarkedfor animag like otherNPs.

Thus,we canconcludethatthe InterventionConstrainshouldonly applyif theintervening
noun phrasea) satisfiesnormal conditionson antecedentgi.e. it is a nominal-objectwith a
referentialindex), andb) is animate In normalEnglish,we couldformulatetheHPSG-friendly
IC asfollows:

(3.27)  TheIntervention Constraint (secondversion)
No potentialbindermay intervenebetweerananaphomandits antecedentA poten-
tial binderis ananimatereferentialnominal.
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This formulationis pretty good, exceptthat the notion of intervention mustbe madea little
moreprecisestill.

In fact,the IC mustberestatedsuchthatthe relative orderof potentialbindersthatareon
thesameaRG-sT list doesnot matter asthefollowing sentencdllustrates.

(3.28) a. Johntold Mary thatsomecompromisingpicturesof himselfare available on-
line.

b.  Johnheardfrom Mary that somecompromisingpicturesof himselfareavail-
ableonline.

If Mary in sentenceg3.28a)and(3.28b)wereaninterveningpotentialbinder we would expect
the sentenceto be ungrammatical The factthatthey aregrammaticaindicatesthattheIC is
notin forcehere.Sentencé3.28b)alsoillustratesthatpoint of view is notin effecthere asthe
point of view reporteds Mary'’s, but theanaphoiis still grammatical.

We cannow reformulatethe InterventionConstraintappropriately

(3.29) The Intervention Constraint (third version)
No potentialbinder may intervene betweenan anaphorandits antecedentA po-
tentialbinderis ananimate referentialnominalthatis not a coagumentof the an-
tecedent.

Now thatthe informal versionof the IC is in place,| will reformulateit asa constraint
in HPSG.But, sincemy constraintis basedon closenes®f an antecedenand not interven-
tion, | will call it the AntecedeniClosenes€onstraintinstead. It will be comparablego the
otherbinding constraintswe’ve beenlooking at. However, becausdhe ACC needsto refer
to a-commandwhich is definedrecursiely, the ACC itself cannotbe formulatedasa feature
constraintdirectly; only instance®f structureghatdo or do not satisfythe ACC canbegiven
asfeaturestructureconstraints.

(3.30) The AntecedentClosenessonstraint
If ananaphoiZ hasoneor moreclosepotentialantecedents,
thenthereis a closepotentialantecedenY, suchthat

Y[| NDEX ] andz[mDEx ]

(3.31)  Definition of ClosePotential Antecedent® (CPA)
Y is aclosepotentialantecedendf Z if andonly if

a. Y a-commandZ; and

101 this definition, nothingguaranteethatZ is of type anaphor Thus,ary agumentcanhave a closepotential
antecedentHowever, the ACC itself refersto Z beingan anaphar This makesthe notion of CPAs generaland
extensibleto otherphenomenahouldfurtherwork motivatethis.
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b.  Thereis no X suchthat

i. Y nonlocallya-command¥; and
ii. X a-commandg; and

. X
’7 CONT | INDEX
LoC

|

animaterel
| CONX | BACKGROUND |
INSTANCE

i ]

Althoughthereis somethindik e interventionin thedefinitionof closepotentialantecedenthe
ACC itself doesnot really mentionintervention. In fact, it guaranteethatananaphorselectsa
closepotentialantecedent;atherthanruling out derivationsthat displaybindingsthat crossa
potentialantecedenfastheliteratureon IC originally intended.In this senseclosenesapplies
more generallythanintervention. Sinceinterventionis a ternaryrelation(i.e. it only makes
sensdo talk aboutsomethingnterveningbetweerntwo otherthings),if thereis a situationthat
only involvestwo objects,interventionis undefined However, closenesss only binary which
meanghatthis notion appliessolong asthereareat leasttwo things. Theimportanceof this
distinctionwill becomeobviousshortly

Furthermorethe ACC only givespositive conditions.Thereis no mentionof ungrammati-
cality. Thatis, aliteral featurestructuretranslationof the Englishformulationof the IC would
shaw theinterveningbinderbetweerthe anaphomndan (illicit) antecederandthenmarkthe
structureasungrammatica(*). However, sucha representatiomvould be highly ambiguous.
By markingthe whole structureasungrammaticalyve would fail to specifywhatpart of it is
the sourceof the ungrammaticalityAny of the piecesof informationin the structurecouldbe
leadingto the ungrammaticalitybut we wish to specifythatit is the intervening binderthat
is the culprit. Furthermoreijt is not possibleto put the ungrammaticalitymarker on anything
within thefeaturestructureJike so:

(3.32) animaterel
BACKGROUND *
INSTANCE

This kind of representatiois simply undefinedn HPSG.Thereis no definition of starwithin
anAVM. Of coursejt would bepossibleto treatit asa convention,similarly to the staroutside
the entirefeaturestructurewhich is not definedin thetheoryeither However, this would still
leave us with anidiosyncraticconstraintthat doesnt patternlike relatedbinding constraints
or ary otherconstrainin HPSG.In fact, statingthatan anaphomustbe boundby its closest
binderand statingthat no potentialbinder may intervene betweenan anaphorand its actual
binderamountto the samething. Therefore the constraintasformulatedherewill cover the
correctinterventioncasesasshavn shortly

53



3.3TheAntecedentlosenes€onstraint

It mayseematfirst thatthe ACC andPrincipleA interferewith eachother sincethey both
apply to the sametype (anapho). While it true thatin local a-commandsituationsthe two
constraintsarepartially redundantthey requirethe samething with regardto the INDEX of the
anaphagrandthereis thereforeno problem.A coupleof exampleswill shav this moreclearly

(3.33) a. Gonzospoleto Julieabouthimself.
b. Gonzospole to Craigabouthimself.

C. spole: ARG-ST (NP, PPJto], PP[about)

Accordingto the definitionsin (3.30-3.31) pboth Gonzoand Julie in (3.33a)qualify asCPAs
for theanaphotimself'! However, the ACC only requiresghattherebeoneCPA thatstructure
sharesdts INDEX with thatof the anaphar The CPA Gonzocansatisfythe ACC with this re-
entrang. Ontheotherhand,Julie, althoughit is a CPA, cannotstructureshareits INDEX with
the INDEX of himself dueto unificationfailure on the GENDER index feature. Therefore the
dervation with Julie asthe antecedenof himself is blocked. Similarly, althoughJdulie is a
potentiallocal a-binderfor PrincipleA, the INDEX unificationfails. But, Principle A canstill
besatisfiedonthe Gonzoindexation. It turnsout, then,thatthe ACC andPrincipleA make the
exactsamedemandsdor (3.33a).

Thesecondcase(3.33c¢),is slightly different. Accordingto PrincipleA, theanaphomust
structureshareits INDEX valuewith the INDEX of Gonzoor thatof Craig. The INDEX of the
anaphomustbere-entrantith thatof theanteceden@ndthis requirementanbe satisfiedon
eithercoindeation. The ACC alsorequiresthatthe anaphome coindexed with either Gonzo
or Craig, sincetheseare both CPAs. However, only when the anaphoris coindeed with
either Gonzoor Craig by both Principle A and the ACC is the sentencegrammatical. For
example,if PrincipleA requirescoindexationof theanaphowith Gonzoandthe ACCrequires
coindation of theanaphowith Craig, therewill beathreeway coindexation. However, any
threeway coindeation will be ruled out by Principle C, since Gonzowould a-bind Craig.
Thus,ary case®f potentialconflict betweerPrinciple A andthe ACC arefiltered out.

A badconsequencef this is thatthereis someredundang in the grammar For reasons
of elegganceandeconomyit is betterto eliminateredundang if possible. This would mean
reducingone of thesetwo constraintsto the other However, asthings standnow, this will
notwork. The ACC cannotbereducedo Principle A, becausehe applicationof the latteris
muchmorerestrictedhanthatof theformer PrincipleA appliesonly to coagumentanaphora,
whereaghe ACC appliesto all anaphoralikewise, it is not possibleto reducePrincipleA to
the ACC, becauseghensentenceske thefollowing would be deemedyrammatical.

(3.34) * Andrew saidtherain soaled himself.

11lThesePPsareanalyzedascase-marking®Ps(Pollardand Sag,1994:264). Recallfrom section2.2.1thatsuch
PPsinherittheindex of their NP.
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Accordingto the ACC andthe definitionof CPAs, therain doesnotblock Andrev from being
a CPA for thereflexive. With no otherconstrain{i.e. PrincipleA) in force,thegrammamould
predictthat this sentencas grammatical. This doesnot entail that the thesetwo constraints
cannotultimatelybecollapsedput | will leave this asa potentialavenuefor furtherwork.

Now | will demonstratepplicationof the ACC wherePrinciple A doesnot apply — in
caseof exemptanaphoraln thefollowing sentencethe ACC stipulateghattheanaphorcon-
tainedin the picture NP is coindexed with Chrystale becauseChrystaleis a closepotential
antecedentsinceit a-commandshe reflexive'? andthereis no interveninga-commandethat
meetsthe requirementutlinedin the secondclauseof the definition of close potentialan-
tecedentln fact,in this casethereis no X thatis closerthan Chrystaleat all, asshavn by the
ARG-ST listsin (3.35b).

(3.35) a. Chrystalglikesphotosof herself.

b. likes ARG-ST (NP[Chrystalé, , NP[photosof herself])
photos ARG-ST (PP[of herself;)

Thelexical entryfor theanaphoiguaranteethatit mustunify with its antecedenbntheagree-
mentfeaturesin INDEX, which it doesin this case. And, asdesired,if we wereto replace
Chrystalewith Andrew or ary othernon-femaleNP, suchasthe pronounit usedto referto,
say a petfish, the correspondingentencesvould be ruled out, dueto this sameagreement
requirement.

This alsoentailsthatan exampleJacobsormndNeubauef1976)judgedasgrammaticals
deemedo be ungrammaticaby the ACC. This examplewaspresentedn (3.22a)above, but |
repeait herefor corvenience.

(3.36) *Johnthoughtthata pictureof herselfwasgivento Mary.

Theonly CPA in this sentencés John However, herselfcannotbe coindexed with Johndueto
unificationfailurefor thefeatureGENDER. | have checled this sentencavith informants,who
have uniformly judgedit to be bad. In fact,for meit forcesthe construathat Johnis female.
Thisis moreobviouswhena gendemeutralnameor descriptions usedinstead.

(3.37) a. Kim thoughtthata pictureof herselfwasgivento Mary.

b. Theprofessothoughtthata pictureof herselfwasgivento Mary.

Thesesentencesire fine, but both have a construalthat the higher subjectis female,which
indicateghatthereflexive is bindingto this NP.

12Chrystalea-commandshe pictureNP by a-commandtlause(i). Thereflexive'sindex is structuresharedwith
the case-markind®P[of], which is on the ARG-ST of the pictureNP. By anapplicationof a-commandlause(ii),
it follows that Chrystalea-commandshereflexive, sinceChrystalea-commandsomethinghatsubcatgorizesfor
thereflexive.
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Examples(3.35-3.37)illustrate that the ACC asformulatedhereapplieswheneer there
is sufiicient locality, evenif thereis no intervention. Thus, if the notion of ‘closeness’as
formulatedabore is used,the ACC appliesto casedike these.However, if interventionwere
specificallymentioned thesecaseswould not be covered, becausdhe antecedentoesnot
intervenebetweenhe reflexive andarything else,sincethereis no otherpotentialantecedent
betweertheactualantecederandthereflexive.

In thissectionl have formulatedthe AntecedenClosenes€onstrainesafurtherconstraint
on the anaphotantecedenrelationship. The ACC requiresanaphorgo be coindeed with a
closepotentialantecedentasdefinedin (3.31). The CPA mustbe referential,asrequiredby
the definition of a-command Furthermorejn simplesentence$ike Chrystalelik es photosof
herself the ACC predicts,asis the case,that the reflexive is boundby the next higher NP.
However, if thereis anothercloserbut inanimatepotentialantecedenthe ACC doesnotforce
coindationwith the inanimateargument. Thus,unlike GB’s Principle A, my constraintdor
anaphorstheHPSGPrincipleA andthe ACC, donotundegeneratdy predictingbindingwith
theclosestintecedenh all casesln thismannerthe ACC coversthecasesliscussedh Pollard
andSag(1992,1994)asexemptanaphorsThiswill bemoreolviousin thenext sectionwhere
I illustratein moredetailthe coverageof the ACC with respecto exemptanaphora.

3.4 Coverageof the ExtendedBinding Theory

Therearefour majorcasef exemptanaphordo cover. Threeof these pictureNPs,specifiers
of NPs,andcontrolledcomplementsvere briefly outlinedin section2.4. The fourth, Super
Equi-NP deletion, hasjust beenadded. It is clear that control and SuperEqui are related
phenomenaandthis relationshipwill be madeevident by the role the ACC playsin control,

whichis similartoitsrolein Superequi. But, | will leavethediscussiorof theACCandcontrol

until thenext chapterwhich dealswith controltheory For now, though,l will demonstratbowv

the ACC getsthecorrectresultsfor instance®f SuperEqui, pictureNPs,andspecifiers.

3.4.1 SuperEqui-NP Deletion

Theoriginal motivationfor the Antecedentlosenesf£onstraintvasSupereEqui-NPdeletion.
Firstl will examineexampleghatarepredictedo begrammaticaby the AntecedenCloseness
Constraintandshav how thesework. Sentence$3.38a)and(3.38b)appeareds(3.19a)and
(3.19b)in the discussiorof SuperEqui-NPdeletionat the beginning of section3.3.
(3.38) a. Chrystaleclaimed[that[P; smearingherselfwith mud]wasfun].

b. Gonzg said[thatit wasdifficult [P; to satisfyhimself]].

c. John thoughtfthatit waslikely [to beillegal [P; to undressimself]]].
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d. Mary; knew [thattherewould be no particularproblemin [P; gettingherselfa
job]].

e. John thought[that Propositior91 made[P; undressindiimself]illegal].

(PollardandSag,1994:269,(91b—c),(92a))

In sentenc¢3.38a) theunderstoodubjecionthe ARG-ST of smearings exempt,sinceit is not
locally a-commandedThe CPA of theunderstoodubjectis Chrystaleandthe ACC correctly
predictsthat Chrystalemustbe the antecedentf P, andtheseargumentsare coindexed. The
situationin (3.38b)is similar, exceptthatthe CPA of himselfis Gonza Expletie it cannot
sene asaCPA, dueto nothaving arefeentialindex — andthusnotbeingana-commander—
andit thereforealsofailsto block Gonzobeinga CPA. Sentencé3.38c)givesanotherexample
of anexpletive it notservingasa CPA, but the sentencalsoillustratesthatthe CPA canbea
longerdistanceaway, over araisingpredicate.In example(3.38d),the matrix subjectis again
the CPA of theunderstoodjerundsubject becausehe closerNP is anexpletive there with an
index of typethere, whichis notrefeential.

Example(3.38e)is the mostcrucial example. In this example,both Johnand Proposition
91 areCPAs. Thelatteris a CPA becausea) it a-commandshe understoodsubjectP, andb)
thereis no X suchthati) Proposition91 nonlocallya-commands, ii) X a-command®, and
iii) X is animate. This predictsthat Proposition91 could be the antecedentf P (assuming
the reflexive were changedo itself), but | presumethatin this casethis readingis out due
to pragmatics.However, Johnis alsoa CPA: Johna-commandshe P, andthereis no X that
satisfieshe conditionsjust mentioned.Although Proposition91 is nonlocallya-commanded
by Johnanda-command®, it is inanimateandthereforefails to block Johnasa CPA. This
exampleillustratesthatinanimateNPscanstill be closepotentialantecedentdut they let the
next higherNP bea CPA aswell. If the next higherNP is inanimate thenthis NP againlets
the next higherNP bea CPA, andsoforth. This predictsthatsentence$ike thefollowing are
grammatical.

(3.39) Gonzg moanedthatthe recordsshaved that Proposition91 made[[P; undressing
himselfin public] illegal].

Indeed this sentenceés perfectlyfine, althoughabit long.

In factit is possibleto construcsituationsn whichthecloser inanimateargumentcanbea
CPA, while allowing ahigheragumentto bea CPA, andin whichbothCPAs arepragmatically
possiblebinders.

(3.40) a. Johnteaches'embodiedcognitive logic”. He claims[a goodformal logic];
shouldmalke [P; describingtself easy].

b. Johnteaches‘embodiedcognitive logic”. He claims a good formal logic
shouldmale [P; describinghimselfeasy].
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Of course,it’s a stretchto think of caseswhere inanimatethings can be the subjectsof
causatresaswell asthe subjectof the causatre complementput sentencé3.40a)illustrates
that, insofar asthis is possible,an inanimateNP cansere asa CPA. And it doesthis with-
out blockingbinding by the animate pronominalsubjectof claims allowing the coindeation
in (3.40b). Thus,the ACC makescorrect,if delicate,predictionsaboutpossibleantecedent-
anaphorrelationshipgor exemptanaphors.

Next | turnto caseghatareruledout by the ACC.

(3.41) a. *Chrystalg claimedthatCraigzesaidthat[[P; smearincherselfwith mud]wasfun].
b. *Gonzg saidthatChrystalecomplainedhat[it wasdifficult [P; to satisfyhimself].

c. *Johnthoughtthat Mary was surprisedby [the factthat [P; criticizing himself was
hard]]. (JacobsomndNeubauer]1976:435,(15b))

In sentencg3.41a) Chrystalecannotbe a CPA accordingto the definition in (3.31), since
Craig is nonlocally a-commandedby Chrystalewhile simultaneouslybeinganimateand a-
commandingP. In fact, the CPA for the understoodsubjectis Craig andthe ACC requires
thatthe INDEX of Craigandthe INDEX of theunderstoodubjectbere-entranttherefore P is

actuallycoindexedwith Craigandthe sentencés outdueto unificationfailureonthe GENDER

featureof the SuperEqui tamget and that of the reflexive herself However, since Craig is

coindexedwith P, a pronounherthatis anaphoridin the discoursesensepn Chrystalewould
yield agrammaticakentenceA similar scenariambtainsin (3.41b),exceptthatthe CPA is one
clausefurtherremorved,sinceit cannotbea potentialantecedentlLik ewise,sentencg3.41c)is

outfor thesamereason®s(3.41a) but the CPA Mary is furtherremovedin thestructurefrom

the understoodsubjectof criticizing. However, Mary is still the only CPA, andthusmustbe
coindexedwith P.

3.4.2 Picture NPs

With respecto pictureNPs, Principle A andthe ACC predictthatthe sentence# (3.42)are
grammatical.

(3.42) Simonlikeshimself.

a
b. Daisylikesphotosof herself.

o

SimonsaidGonzg likesphotosof himself.
d. Elvis saidthereshouldbe picturesof himselffor saleat Graceland.

e. Gonzowassurethatthe delayindicatedthata pictureof himselfwascoming
throughonthefax.

f.  Andrew hopedthat somethingwould prevent a picture of himselfin the Real
EstateGuidefrom beingseerby his friends.
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Sentencg3.42a)is grammaticalbecauset satisfiesthe constraintsfor Principle A and the
ACC. Ontheotherhand,sincetheanaphoiin (3.42b)is notlocally a-commandedt is exempt
from PrincipleA. But, it is subjectto andsatisfiesthe ACC. Like sentencé3.35)above, Daisy
is theclosepotentialantecederfor herselfandtherearenoagreemenproblemssotheINDEX
of Daisy andthe INDEX of herselfare structureshared. Similarly, sentencg3.42c)satisfies
the ACC ontheconstruaindicated sincethereflexive is coindexed with its closepotentialan-
tecedentGonza Theonly CPA in (3.42d)is Elvis, sincethe expletive thereis nota CPA and
alsodoesnotblock a higheragumentfrom beinga CPA. In sentence§3.42e)and(3.42f), the
delay, and somethingrespectrely dont meetthe animag requiremenin the ACC. Assum-
ing thatnominalshave an appropriatenarkingof therelationanimatein their lexical entries,
the lexical entriesfor the delayand somethingwould have the following informationin their
CONTEXT|BACKGROUND set’®

(3.43) non-animaterel
INSTANCE index

Therefore,sentence$3.42e)and (3.42f) would fail to unify with the constrainton X in the
third clauseof the CPA definition, (3.31),dueto conflictingbackgroundnformation. This has
theresultthatthefirst CPA in thesesentencess Gonzoand Andrew respecirely.

Now I will turnto thesentencem (3.44),which arepredictedoy PrincipleA andthe ACC
to beungrammatical.

(3.44) a. *Simonhurtherself.
b. *GonzosaidChrystalesenta photoof himselfto Strange GoateeDigest

c. *Simon saidGonzolikesphotosof himself.

Sentence(3.44a)is a straightforvard Principle A violation!* Although it satisfiesthe
antecedentf Principle A, the consequentequiresstructuresharingof the antecedenaind
anaphos INDEX valuesandthis fails dueto unificationfailure on thefeatureGEND. Sentence
(3.44Db)is alsoruled out dueto a gendemismatch pbut this time by the AntecedentCloseness
Constraint.The closepotentialantecedendf himselfis Chrystale but thereis unificationfail-
ure dueto the agreementeatureson the indices. Gonzois not a closepotentialantecedent,
sincethereis an X, Chrystale thatfulfills the blocking conditionsin (3.31). Sentencg3.44c)
would beruled out by PrincipleC. The ACC requirescoindeation betweenthe reflexive and
Gonzq if Simonis alsocoindexedwith thereflexive, Simonwill a-bindGonza

3.4.3 Specifiers

Thelastmajorcaseof exemptanaphoraptherthansubjectsof controlledcomplementsvhich
| discussn the next chapterareanaphorsn specifierposition. In English,this s restrictedto

13Theindex valueon INSTANCE would be structuresharedwith the nominals CONT|INDEX value.
141t alsoviolatesthe ACC, dueto the redundany betweertheseconstraints Seethe discussiorin section3.3.
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reciprocalsThe ACC makesthe correctpredictionsaboutthe following sentences.

(3.45) a. [JohnandMary]; knew that[the journalhadrejectedeachothers], papers].
b. *[HankandPeagy] saidthat[Bobby ate[eachother5]; applebrowvn betty].

c. [Hank and Peggy] saidthat [[Bobby and Khannie] like [each otherS],;
wrestlingmoves].

In (3.45a)thejournal refersto a publication,whichis clearlyinanimate.This meanghatboth
JohnandMary and the journal are CPAs (sincethe journal is not animateit doesnot block
the higherNP beinga CPA). However, thejournal s index cannotbe unified with theindex of
eachothers, leaving only the higherNP asa CPA. The ACC is satisfiedby coindeing this
NP with the reciprocal. Example(3.45b)illustratesthat an animateCPA preventsthe higher
NP from beinga CPA, evenif it cannotsatisfy the ACC. This is directly predictedby the
ACC, dueto thedefinition of closepotentialantecedentSinceBobby fulfills the conditionon
blockingin (3.31), Hank and Peggy is not a CPA. Thereforethe sentencas ungrammatical,
dueto unificationfailure on the NUMBER featureof Bobby and eachothers indices. The last
exampleshaws thatan animateCPA with theright index featured(i.e. plural number),binds
thereciprocalandpreventsthe higherNP from bindingthereciprocal. Thus,the ACC getsthe
correctgrammaticalityresultsfor thesereciprocalcasesaswell.

3.5 ResidualProblems

Therearetwo caseshichthetheoryl have developedhere,andequallythe standardrersions
of HPSGbinding,do not have satishctoryaccountdor. Thefirst cases thatof PPswhich are
headedoy semanticallynon-null prepositions. The secondcasehasto do with coordination
andsplitantecedents.

3.5.1 Semanticand Predicative Prepositions

So far, the prepositionalphrasesdiscussechave beeninstancesheadedby ‘case-marking’
prepositionsTheseareprepositionghatareusedby certainverbsto marktheir complements,
but thatdon't have a strongsemantiacontrilution. Dueto thelack of semanticcontentthese
PPsareanalyzedn HPSGastakingthe CONTENT value of their NP, which meanshey also
gettheindex of theNP.

However, there are clear casesof prepositionsthat do have semanticcontent, typically
temporalor spatialinformation. Herearesomeexamples:

(3.46) a. Gonzoputtheremote[pp ontheTV].
b. Craigarrived[pp beforeChrystale].

c. Andrew pulledtheblanlket[pp over himself].
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Whena prepositionhassemantiacontent,it mustcontritute this contentto ary higherphrases
thatincludeit. Thereforejt cannotsimply take onthe CONTENT valueof its nounphrase.

It hasbeenobseredin theliteraturé® for sometime now thatthesesemantidPPsprovide
anothercasewherethe complementaritypetweeranaphorandpronounsreaksdown.

(3.47) a. Gonzg placedittle flagsnearhim;.
b. Gonzg placedittle flagsnearhimself.
c. [GonzoandAndrew]; placed]little flags] neareachothey;.

d. [GonzoandAndrew]; placed]little flags] nearthemy ;.

e. [GonzoandAndrewn]; placed[little flags] nearthemseles ;.

Theexamplecitedin theliterature(e.g. Kuno1987;ReinharandReulandl993)areinvariably
like (3.47a)and(3.47b).For GovernmentandBinding theory it is the pronominalexamplein
(3.47a)thatis surprising,sincethe pronounhim is c-commandedy Gonzoandboundin its
local domain.

In HPSG,thedifferencesarereconcilableput notin a particularlysatisfyingmanner The
argumentstructurefor theprepositionnearcaneitherbeone-placer two-place. Theargument
thatis alwayspresenis theinternalcomplement.

(3.48) a. near ARG-ST (NP)

b. near ARG-ST (NP, NP)

If the oneplaceargumentstructureis chosenthe pronounis locally a-free,which predictsthe
grammaticalityof (3.47a). Similarly, an anaphomwould be exemptfrom Principle A (but not
from the ACC).

However, assigningheseprepositions one-placeargumentstructuremakestwo incorrect
predictions. First, assuminga canonicallinking betweenagumentstructureandthe valence
lists, it predictsthatthe externalargumentof the prepositioncanbe dropped.But this always
leadsto clearungrammaticalitye.g. *Gonzoplacednearhim). An exponentof thisideamay
saythatthe externalagumentis on the valencelist of the PR but not onits ARG-ST list. This
makesthewrong predictionsthough,sincein actualfacttheinternal amumentis the onethat
canbedroppedon occasion.

(3.49) a. With hurricaneAndren near everybodywasstartingto panic.
b. *With nearMiami, everybodywasstartingto panic.
Furthermore the proposalfor a mismatchbetweensuch prepositions’ARG-ST and valence

lists shouldbe rejectedon theoreticalgrounds,sinceit makesa total farceout of the ideaof
argumentstructure:if thisis meantto bealinking level betweersemanticandsyntax,thenall

155eeKuno1987for a particularlythoroughreview andfor furtherreferences.
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amgumentswhethersyntacticor semanticmustbe on the ARG-ST. If expletive pronounsare
ontheARG-sT (Manning,1996),thensurelyfull NPsare,too.

The secondwrong predictionis that the external amgumentis irrelevant to the agument
structureof the preposition But this is nonsensesincetheseprepositionsareclearlyrelational
(i.e. nearis arelation betweentwo things). Furthermoretheseprepositionscan be used
predicatvely, asillustratedin (3.49a)andin (3.50):

(3.50) a. With hurricaneAndren nearMiami, everybodywasstartingto panic.

b.  HurricaneAndrew wasnearMiami, andeverybodywasstartingto panic.

To bepredicatve, the PPhasto be predicatedf something.

Therefore empiricalandtheoreticalconsiderationgoint to choosingthe two-placeargu-
mentstructurein (3.48b)asthe correctonefor suchPPs. Notice thatthis doesnot meanthat
the externalargumentof the prepositionis not an agumentof theverh Ratherit meanshat
thereis agumentsharinganalogougo control. This meanghatHPSGbindingtheorypredicts
the pronounto be grammatical but the anaphorgo be ungrammaticalsincethey arelocally
a-commandedbut not locally a-bound(a Principle A violation). This is exactly the opposite
predictionto GB’s.

The databecomeseven trickier whenwe considerplural pronounsandanaphorg3.47c—
e), which to my knowledgehasnot beendonein the literature!® The first puzzleis why the
pronounthemin (3.47d)is worsethanits singularcounterparandits reflexive counterpartn
(3.47e).1t couldbeattributedto somesortof interventioneffect of theplural, sinceanonplural
intervenormakesthe sentencéetter:

(3.51) GonzoandAndrew placedthelittle flag nearthem.

But, this offersno explanationfor thelack of theblockingeffectfor the similarly plural (3.47c¢)
and(3.47e).

Likewise, thefactthattheanaphoriaeciprocalandplural reflexive canbe boundto either
the matrix subjector the externalagumentof the PPposesa seriousdifficulty for bothHPSG
andGB’shindingtheories Furthermorethisis notapeculiarityof thereciprocalor of plurality,
sincesingularreflexivescanexhibit the samebehaiour.

(3.52)  Gonzg foldedtheblanket; over himself/itself; /*it ;.

ForanHPSGanalysisfor example this entailsthatthe PPargumentstructurecannotbedealt
with asjustexceptiongo PrincipleA, asthereareinstancesvherethey arenotexceptionsafter
all.

Onepossiblesolutionwould be to malke the stipulationthata reflexive or reciprocalcom-
plementof a semantigprepositionmustbe a-bound ratherthanlocally a-bound. This would

16For instance Kuno (1987),whichis abookall aboutexceptionsto generatie bindingtheories doesnot have
asinglementionof pluralsor plurality in its otherwiseextensve index.
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meanthatthe anaphorin questioncould eithertake its local a-commande(the externalarmgu-
mentof the PP)or a highera-commandefsuchasthe matrix subject). In this sensethese
anaphorsvould not bethe mirror imageof Principle B, but ratherwould beinstancesf Prin-
ciple Z. As it standsthis analysiss independentlyinmotvated,though.

Lastly, | turnto the consequencesf this datafor the AntecedentClosenes€£onstraint.If
the PPis takento betwo-placein its agumentstructure asl’ve aguedthatit shouldbe,and
if theexternalargumentis sharedwith theverb,the ARG-sT for thesentences (3.47)will be
like this:

(3.53) placed ARG-sST (NP, ZINP, PP]ARG-ST ([, NP)])

RecallthatY is a CPA for Z if thereis no X suchthati) Y nonlocallya-commands, ii) X
a-commandg, andiii) X is animate.Therefore the ACC predictsthatthe matrix subjectcan
only bea CPA if theexternalargumentof the prepositions inanimate sincethe matrix subject
nonlocallya-commandshe PP’s externalargument.

This predictionis partly borneout by the data:

(3.54) a. Bill; placedhisguard nearhimself; ;.

b.  Bill; placedhisguard nearhim; ;.

(3.55) a. Bill; placedhisphong nearhimself.

Bill; placedhis phong nearhim;.

In (3.54a),thereis a weird interpretationthatBill placedhis guardnearhis guard. However,
this is alsothe strongesinterpretationwhich resultsin the sentencédeinganomalous.Yet |
do not find (3.54a)completelybad; yet, it is certainlyworsethanthe clearly inanimatecase
in (3.55). It is not clearthat this predictionmatters,though,sincel still assumahe HPSG
PrincipleA, which getsthewrongresultsanyway.

In this sectionl have demonstratethe problemshatsemanti@ndpredicatve PPspresent
for bindingtheory Both GB’s andHPSGS5 binding theoriesmake wrong predictionsfor this
data. GB predictsthat the pronounshouldbe ungrammaticabnd the anaphorgrammatical,
while HPSGmalkesthe oppositeprediction. Furthermore) shaved thatthereare casespoth
plural andsingular wherean anaphorcanbind optionally to eitherthe matrix subjector the
externalagumentof the PP The plural casegosea further puzzle,sincea plural pronounis
markedly worsethaneithera reciprocalor a reflexive. Lastly, | shaved thatthe ACC males
somesort of contritution here,but it is not clearthat animateintervenorscompletelyblock
CPA transferto thehigherNP. Thus,muchmorework hasto bedonein HPSGontheargument
structureof prepositionsandtheir interactionwith bindingtheory
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3.5.2 Split Antecedentsand Coordinated NPs

The secondand last problematicphenomenorthat | will discussessentiallyhasto do with
coordinationandplurality. Again, | do not have a solutionto this problem,but | do think that
it hasto bedealtwith eventually

Pollard and Sag(1994: 245, (17h-k)) give the following sentencess proof of why the
notionof exemptanaphoras useful.

(3.56) a. Iran agreedwith Irag; that[eachothers], shippingrights mustberespected.
(k = Iranandlraq)

b.  John told Mary; thatthereweresomepicturesof themseles inside.(k = John
andMary)

c. John asled Mary, to sendremindersaboutthe meetingto everyoneon the
distribution list exceptthemseles. (k = JohnandMary)

However, the ACC (incorrectly)predictsthatthefirst two sentenceareungrammaticalln each
caseonly oneof the higherNPs(i.e. the agumentsof agreedand told) would be selectedas
a CPA andtherewould be unificationfailureonthe NUMBER feature.

In fact, this is a more generalproblemthan Pollard and Sagclaim, sinceit is not just a
phenomenomestrictecto exemptanaphora:

(3.57) a. Johntold Mary to nominatethemselesfor thetwo top spots.

b.  JohnasledMary to getthemselesinvited to Bill’ s party

Therefore the problemof split antecedentis not just a problemfor the theoryhere,but also
for the standardHSPGbinding theory Of course this doesnt explain the phenomenonbut
it doesshav thatthisis not a parochialweaknes®f my theoryandthatbinding theoryhasto
work betterwith the notion of plurality.

A similar problemis causedy coordinated\NPs(ReinhartandReuland,1993). In object
position,coordinatedNPsseemto be transparento binding, whereasn subjectpositionthey
arenot.

(3.568) a. JohnandMary senthimself/*herself/*fim/*herthemsebesthee-mailaswell.
b. MarysentJohnandherself/*herthee-mail.
| take the problemwith split antecedentandthe problemwith coordinatedNPsto be opposite
aspect®f anoverarchingproblemwith plural binding.
Thus,a morematurebindingtheorywill hopefullyonedaybe ableto dealwith the prop-

ertiesof split andcoordinated\Ps. However, for themomentl canoffer no concretesolution
to thesecases.
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3.6 Conclusion

In this chapter| have outline an extendedbinding theory The core of the theorycomprises
a simplified versionof the binding theory presentedn Pollardand Sag(1994),alongwith a
principle (Z) for dealingwith long distanceanaphors.The extensionto this corecamein the
form of the AntecedenClosenes£onstraint.l aguedthatthe ACC is indeeda grammatical
constraintand its adoptionexplains certainbinding factsaboutexempt anaphorgor which
Pollardand Sag(1994)offeredno analysis.Lastly, | discussedomeproblemswhich binding
theorywill eventuallyhave to address.

In thenext chapter! will reviseHPSG5Scontroltheory whichis now problematian its old
formulation,dueto beingdefinedon the level of agumentstructureandthe changeshathave
beenmadeto thislevel in recentwork. Thefinal role of the ACC —to ensurdocality of control
—will alsobecomeapparentn thenext chapter
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Chapter 4

A RevisedControl Theory

4.1 Intr oduction

In this chapterl will presentmy final revisionsto the theoryof control. First, | will discuss
certainproblemswith control theoryin HPSG.Someof theseproblemsare residuesof the
original controltheorypresentedh PollardandSag(1994);thatis, therewerecertainproblems
with thattheorythatwereacknavledgedby the authorsbut never adequatelyesohed. Other
problemsarisefrom recentwork in HPSGwhichfollows Manning(1996)in allowing argument
structurelists to be nested.The control theorythat| presenin section4.5 providessolutions
to the problemsdiscussedn the following sections.But first | will briefly review the version
of controltheorythatl amcriticizing.

| presentedhe HPSG control theoryin chapter2. The third version, presentedn sec-
tion 2.5.1,wasformulatedto work on ARG-ST lists following amgumentsand suggestionpy
Manning(1996)andalsoassumedhatARG-ST is a headfeatureandthuspassedrom thehead
daughteto themotherviatheHeadFeaturePrinciple.Hereis thatversionof theHPSGcontrol
theoryagain,for corvenience.

(4.1) Control Theory (third version)

If the CONTENT of anunsaturategbhraseis the SOA-ARG in a psoawhoserelation
is a controlrelation,thenthe maximuma-subjecbf the phrasds

(i) reflexive; and

(i) coindeed with the INFLUENCED, COMMITTOR, Or EXPERIENCER value in
that psoa, accordingas the control relation is of sort influence commitmentor
orientation respecirely.

In the next two sectiond will discussnadequaciesf this controltheoryin dealingwith Vis-
sers generalizationyhich is a putative languageuniversal. First | will shav how this control
theoryinheritscertainproblemswith respecto Vissers generalizatiorthatstemfrom the con-
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trol theoryin PollardandSag(1994);thenl will shav how recentrevisionsto therepresentation
of agumentstructurelists createfurther problems.

4.2 Old Problems

The phenomenorcommonlyknown as Vissers generalizationvas discussedextensvely in
Bresnan(1982:401f.) andis presentedhere!

4.2) Visser's Generalization
Subjectcontrolverbscannotbe passvized.

The contrastin (4.3) is an exampleof the predictedasymmetrybetweenobject and subject
controlpassves.

(4.3) a. Gonzowaspromptedo kneel(by Craig).

b. *Craigwaspromisedo kneel(by Gonzo).

In PollardandSag(1994),Vissers generalizatioriollows directly from thetheoriesof binding
andcontrol. However, thereweretwo problemsthat! will discussshortly

First, though,l will discusshow they derived Vissers generalization. They assumedhat
thepassie is producedy alexical rule thatpermutessuBCAT lists suchthattheactve subject
is optionally appendedo the end of the list in a prepositionalby-phrase. This also hasthe
resultthatthe active objectbecomeshe passie subjectandthatthe by-phrasejf thereis one,
is themostobliqueargument? Asthe SUBCAT list is equivalentto thevalencdistsandARG-ST
lists arecanonicallythe appendof the valencdlists, the ARG-ST for a passvizationof promise
would belike thefollowing:

(4.4) promise(passie): ARG-ST (NP, VP[ARG-ST (NPrefl)], PP[by])

Recallthat Pollardand Sag(1994) assumedn extendeddefinition of local o-command,
which is equivalentto extendedlocal a-commandncebindingis definedon ARG-ST instead

1Accordingto Bresnanyissers generalizatiomccountdor otherrelatedphenomenorsuchasthe ungrammat-
icality of (ii).

0] ChantalstruckGonzoasdumb
(ii) * Gonzowasstruckby Chantalasdumhb

However, Pollardand Sag(1994:307) attribute this to strike beinga subjectraisingverh The unpassiizability
is thendue to the fact that it fails to assigha semanticrole to its subject. So, | will only talk aboutVissers
generalizatiorwith respecto subjectcontrolverbs. It is importantto point out thatthis generalizatioris meantto
predicta regular crosslinguisticohenomenonbecauséts applicationin controlis quite limited in English, since
thereare very few commonsubjectcontrol verb with an objectaswell and only objectsmay be passvized in
English. The mainexamplesare promiseandthreaten

2Following ManningandSag(1999),1 will referto the NP in the by-phraseaseitherthe agentargumentor the
logical subject(thelattertermis attributedto Jesperseth924).Sincethe PPcontainingthelogical subjectis headed
by a case-markingrepositionandthereforeinheritsthe INDEX valueof the logical subject,| will alsosometimes
referto the PPasthe agentor logical subject.
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of suBcAT.® Accordingly the reflexive understoodsubjectof the controlledVP is locally a-
commandedby theNP thatprecedeshe VP onthe ARG-ST list andthereflexive musttherefore
be a-boundby this NP, dueto Principle A. However, control theory requiresthe controlled
subjectto be coindexed with the logical subject,sinceit is still the commITTOR. The PP
inheritstheindex of thelogical subjectandtheresultingargumentstructurewith coindexation
indicatedis:

(4.5) promise(passve): ARG-ST (NP, VP[ARG-ST (NPreft)], PPbyl;)

This coindeation males the following predictionsaboutgrammaticalityfor theseexample
sentences:

(4.6) a. *Kim; waspromisedo leave by Sandy/Kim;
b. *John waspromisedo leave by him;
c. John waspromisedo leave by himself.

(PollardandSag,1994:305,(78a—c))

Any nominal-objectof type npro or ppro (i.e. a nonpronouror a syntacticallynonanaphoric
pronoun)is disalloved in the by-phrase.Due to the coindeation that results,thesetypesof
nominalwill alwaysresultin a PrincipleC or B violation, sinceNP; locally a-bindsPP[byj];.
By contrast,a reflexive in the by-phraseis predictedto be grammatical,sinceit is locally
a-commandedndlocally a-boundthussatisfyingPrincipleA.

But example(4.6¢)is clearlyungrammaticalThequestioris whethetheungrammaticality
is specificto subjectcontrol verbs,in which casea good control theory shouldpredictit, or
whethertheungrammaticalitys somethinggenerabboutpassies,in whichcasecontroltheory
doesnot have to independentlymark the ungrammaticality Thus, control theoryonly hasto
have somethingo sayaboutthe grammaticalityof subjectcontrolverb passveswith reflexive
by-phrasesf they do not patternlik e otherpassveswith reflexive by-phrases.

It turnsout thesereflexivized subjectcontrol patternsare indeeddifferentfrom otherre-
flexivizedpassies.In particular addednformationwhich “rescues’deviantreflexive passies
still fails to rescuesubjectcontrol passives. In general,it seemsthat reflexivesin passie
by-phrasesreinfelicitous unlessthereis extra pragmatidnformationin the sentencekFor ex-
ample,it seemghatthetopic/focusstructureof the sentencés importantto whetherareflexive
may appeain PPJby]. Comparehedifferencesn felicity in thesesentences.

4.7) a. Andrew hurthimself.
b. #Andrev washurtby himself.

c.  Only Andrew washurt by himself.

SForthesale of amgument)] amfor themomentignoringtheproblemswith extendedocala-commandliscussed
in chapter2.
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Normally, a speakr wouldnt utter (4.7b) whenall they meanto sayis (4.7a). This seems
to be a Griceanmaxim violation of sorts,sincethe speakr would be makingtheir statement
needlesslynarkedin termsof focusingAndrewn. However, whenthe overt focuselementonly
is used,the passvized form becomesnuchmorefelicitous. But, eventhe only-focusedform
of a promisepassie is ungrammatical.

(4.8) *Only Craigwaspromisedo kneelby himself.

Therefore,it seemsthat passvized subjectcontrol verbswith reflexive logical subjectsare
ungrammaticalndependenthof whaterer makesreflexive logical subjectstypically ungram-
matical.

Thereis anothereasorfor concludingthat(4.6c)is truly syntacticallyill-formed andnot
just pragmaticallyinfelicitous. Namely it is perfectly reasonabldor somebodyto promise
themselfsomethingn the active voice:

(4.9) a. Johnpromisedchimselfto try hardemext year

b. | promisedmyselfto never gothereagain.

Thesesentencearecertainlyfelicitous. Thefactthatthey arefelicitousindicatesthatit is not
pragmaticallyimpossibleto promisesomethingto yourself. Again this shawvs that the reflex-
ivized passie subjectcontrol verbis just as ungrammaticahs otherinstancesf passiized
subjectcontrolverbs.We canthusconcludethatcontroltheoryshouldrule out subjectcontrol
passieswith reflexive by-phrasesbecause¢hey patterndifferentlyfrom otherby passiesand
arenotruledoutfor pragmaticreasons.

An evenworsespuriouspredictionthatthe controltheoryof PollardandSag(1994)makes
is thatshortpassies(thosethatlacka by-phrasepf subjectcontrolverbsarepossiblealthough
with a specificinterpretation.Hereis an exampleof a shortsubjectcontrol passie with the
ARG-ST list of thecontrolverh

(4.10) a. *Craigwaspromisedo kneel.

b. promise ARG-ST (NP;, VP[ARG-ST (NPrefh)])

This sentenceshouldbe ungrammatical However, binding theoryandcontroltheory aspre-
sentedn PollardandSag(1994),couldbothbesatisfiedby the ARG-ST in (4.10b).PrincipleA
is satisfiedoy the understoodubjectbeingcoindexed by its local a-commanderCraig. Con-
trol theoryonly requiresthe controlledsubjectto be coindexed with the COMMITTOR of the
promise.SinceCraigis coindexedwith the cOMMISSEE role of promise thisresultsin asitua-
tion wherethe cOMMITTOR andcoMMISSEE rolesof promisearecoindexed. This meanghat
(4.10a)is predictedio meanthat Craig promisedhimselfto kneel. But it doesnt meanthis. It
doesnt meanarything, becausét’s ungrammaticahndnot up for interpretation.

In conclusionthe controltheoryof HPSG2,aspresentedn Pollardand Sag(1994),only
getsthe right resultwith respectto Vissers generalizationwhenthe passie subjectcontrol
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verb’s agumentstructurecontainsan overt by-phrasecontainingeither a nonpronounor a
syntacticallynonanaphori@ronoun,suchas her. The theorywrongly predictsthat a reflex-
ivized passve subjectcontrol verb is grammatical.In addition,the ungrammaticalitycannot
be attributed to noncontrolreasonspecausether passie reflexives are possibleandthe act
of promisingoneselfsomethingis not pragmaticallydeviant. An even more seriouswrong
predictionis thatshortpassiesof subjectcontrolverbsyield areflexive readingof the control
relation. However, this is notthe caseandsuchsentenceareclearly syntacticallyill-formed.

In the following sectionl will explain the motivation for assuminga differentargument
structurefor passies. This new agumentstructurefor passie makesthingseven worsefor
HPSG25 control theory becausét now fails to getany of the Vissers generalizatiorfacts
right, asl explainin section4.4.2.

4.2.1 Passve Argument Structure

As mentionedin section2.5.1 of chapter2, recentwork in HPSGassumesestedARG-ST
lists asresultsof operationsthat affect agumentstructure(e.g. seeManning 1996, 1997).
Since passies affect agumentstructure,they are assigneda nestedarG-sT. But thereare
alsoindependenteasondor this, which have to do with binding. In this sectionl review the
motivation for the nestedstructure,andin section4.3 | bring the passie morein line with
agumentsharingcomple predicates.

ManningandSag(1999)assumehatthe mappingbetweeranactive andits passie is per
formedby aderivationaltype (Meurers,1995)thatmapsa featurestructureof typetrans-v-Ixm
(transitive verblexeme)to type pass-v-Ixm(passie verblexeme).Indeed the causatie (Man-
ning, 1996;Manningetal., 1999)andothervalencechangingpredicateoperationgManning,
1996)arealsodefinedon dervationaltypes.The advantageof usingderiationaltypesinstead
of lexical rulesis thattheformerallow derivationsto beincorporatedn ahierarchicalexicon,
thusallowing the derivationaltypesto inherit from the restof the lexicon (ManningandSag,
1999). This yields a more compactexical encodinganduniformity of lexical informationin
types,ratherthana split betweerlexical typesandrules. The derivationaltype that Manning
andSag(1999:6) give asthe “universalcharacterizationdf passie is this#

4The symbol‘@®’ standsfor list appendwhich is a function that addsthe contentsof onelist onto the end of
anothetist.
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(4.112) passive-drv

_pass—v—lxm

RESULT | ARG-ST <i < PRO.>EB >
| CONT (4]

trans-v-Ixm

SOURCE | ARG-ST < >69

CONT (4]

I will not gointo ary more detailsaboutderiationaltypes,or aboutwherein the lexical hi-
erarchypassive-drwshouldbe placed. The ARG-ST of the resulting pass-v-Ixmis the most
importantaspectof (4.11) for the presentpurposes.Therearetwo differenceswith the pas-
sive ARG-ST reviewed in the previous section:first, thereis a nestedarRG-sT, andsecondthe
prepositionaby-phrasecontainingthe logical subjectwill nolongerbetheleastobliqueitem
onits ARG-ST. The significanceof thesechangeswill be apparenshortly However, | will
eventually adopta slightly different ARG-ST, which hasno ‘PRO’ in ARG-ST (section4.3).
Beforemoving on to the discussiorof PRO andwhy my theorydoesnot allow it, | will re-
view ManningandSags reasongor adoptingthe nestedARG-ST givenabove for passiesand
presenenargumentof my own for adoptingthis orderingfor English.

As discussedoriefly in the previous chapter thereare certainrelationsfor which being
a subjectis crucial. For example,a control target mustbe a subject. However, the level at
whichthenotionsubjectshouldbedefinedin bindingandcontrolis amgumentstructure asalso
discussedn the previous chapter This led Manning(1996)to proposehe notion of a-subject,
which canbe definedasfollows:

(4.12) Definition of A-subject
Thefirst memberof an ARG-ST list is ana-subject.

A-subjecthoods relevantto binding theoryaswell ascontrol, becausegherearevariouslan-
guagessuchasRussian(Manning,1997), JapaneséManninget al., 1999), Inuit (Manning,
1996), and Danish (Vikner, 1985) that have anaphoricpronounsthat mustbe boundby an
a-subject. Theselanguagesvould have an additionalbinding constraintthat statesthat if an
anaphois a-boundjts a-bindemrmustbe ana-subjec{seealsosection3.2.1).

GiventhatRussians alanguagevherebindersmustbe a-subjectsthe following example
indicateshatthelogical subjectof the passie mustbe ana-subject.

(4.13) Etakniga bylakuplenaBorisom djasebja.
this bookNoM was bought BorisINSTR; for self
Thisbookwasboughtby Boris for himself

(Manning,1997;ManningandSag,1999)
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Since Borisom cangrammaticallybind sjebaandit is anindependentactaboutRussiarthat
bindersmustbe a-subjectsit follows thatthe logical subjectsof passies mustbe a-subjects.
Due to the definition of a-subjectgiven above, thereis little choicebut to adoptthe nested
ARG-ST in (4.11). This agumentstructureschemawheninstantiatedwith the specificargu-
mentsin (4.13),yieldsthis asthe ARG-ST for theverb kuplena

(4.14)  kuplena ARG-ST (NP[etaknigdj, (NP[Borisoni;, PRO;, PP[djasebjg;))

This ARG-ST hasBorisomasan a-subjectasrequired,andalsomalesit lessobliquethanthe
PPcontainingthe reflexive. This hastheresultthatthe reflexive is locally a-bound(sinceit is
locally a-commanded)y ana-subject.

A noteaboutobliquenesss in orderhere.Recallthattherelevantnotionof obliquenesss
definedsuchthat is lessobliquethanZ iff Y precede€ on someARG-ST list. This means
thatalthoughtheleftmostargumentis lessobliquethanthewhole nestedaRG-sT, it is notless
obliguethanarything containedn the nestedaRG- ST, sincethereis no ARG-ST list onwhich
theleftmostamgumentprecedesheseembeddedmuments.This alsoentailsthatthereis no a-
commandelationshipbetweerthe agumentoutsidethe nestedist andthoseinsidethe nested
list. Thisis essentiallywhatmotivatesthe useof placeholdePRO. In orderto getbindingfacts
right, theoutsideargumentmustbeableto a-commandertainthingsin theembeddedist. The
PRO allows it to dothis by carryingits index.

Leaving the PRO issueasidefor the moment,evenin English, which doesnot have the
a-subjectrequirementon binders,thereis someevidencefor the obliquenessorderingthat
placesthe logical subjectbefore other oblique complementsratherthan at the very end of
the ARG-ST list. For the sentencén (4.15a)— ignoringirrelevantargumentstructurenesting
for simplicity’s sale — the two potentialargumentstructurelists areasshowvn in (4.15b)and
(4.15c). Theamumentstructurein (4.15b)is the oneassumedn Pollardand Sag(1994)and
theonein (4.15c)is like thekind adwocatedfor pass-v-Ixmin (4.11).

(4.15) a. Thepuppy; wasgivento her; by Mary;’suncle.
b. given ARG-sT (NP, PPJto];, PPlby Mary; 's unclg])
c. given ARG-ST (NP;, PPlby Mary;’s unclg]y, PPIto] ;)

Accordingto eitherthedefinitionof a-commandjivenin PollardandSag(1994)andreviewed
in the previous chapter or the revisedversionof a-commandresentedn section2.2 of this
chapter (4.15a)shouldbe ungrammaticaif it hasthe ARG-ST givenin (4.15b). Thereasons
thatthelessoblique PP[to] a-commandshe possesse NP Mary. Sincethis nonpronominal
NP is a-commandedby PP[to] and coindeed with it, it is a-boundandthis is a PrincipleC
violation, becaus¢his principlerequireghatnominal-object®f typenonpionominalbea-free.
Onthe otherhand,if the ARG-sT for (4.15a)is the onegivenin (4.15c),with the PPby]
containingthelogical subjectprecedinghe to PR, the sentencés predictedto begrammatical.
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Thereasonis thatsinceMary is embeddedn the NP argumentof PP[by], it doesnot locally
a-bindthemoreobliquePP[to]. Thismeanghatthepronounislocally a-freeasrequired.With
respecto binding theory then,the ARG-ST of the grammaticalsentencd4.15a)mustbe the
onegivenin (4.15c). Thus,this is evidencefor the passie by-phrasebeingorderedafterthe
passie subjectandbeforeothercomplementstatherthanappearingaston the ARG-sST list.

Therefore] assumehatthe obliquenes®rderingfor passiesgivenby the passie deriva-
tional typein (4.11)is essentiallycorrect,sinceit is supportedoy datafrom Russianrand En-
glish. Of course,it may be that otherlanguagesontradictthis requirementhut this would
not necessarilyealenthe claim thatthis is the correctorderingfor English,sincenothingin
principle precludedanguaged$rom having parochialpassie ARG-ST orderings.Furthermore,
| alsoassumehe nestedargumentstructurefor passves,sinceit is certainlymotivatedby data
from variouslanguage¢Manning,1997).Althoughit maynotbestrictly necessaryt is parsi-
moniousto adoptit for Englishaswell. Unlessthereis contradictaryevidence we canassume
thatlexical andgrammaticatulesareuniversal.

4.2.2 Visser's Generalization Revisited

The changesto passie argumentstructurejust discussedyield the following ARG-ST for
promisewith a by-phraseagent.

(4.16) promise(passie): ARG-ST (NP;, (PP]by], PRO;, VP[ARG-ST (NPrefl]))

The shortpassie argumentstructurewould be the same excepttherewould be no by-phrase
present.

Theorderingin (4.16)spellstroublefor the standardHPSGcontroltheoryin (4.1), which
is essentiallythetheoryproposedn PollardandSag(1994),with minor modificationsto work
on ARG-ST lists. This controltheorywill nolongercaptureVissers generalizatiorbecauset
cruciallydepend®nthePPbeingorderedast. If the PPprecedeshe VP, thenits coindexation
with the understood/P subjectwill simultaneouslhsatisfythe extendedPrinciple A andthe
controltheory Herearesomeexampleswhich the controltheorypredictsto be grammaticaP.
They areall in factungrammatical.

(4.17) * Kim; waspromisedo leave by Kim;.

S

* John waspromisedo leave by him;.
* Kim; waspromisedo leave by Sandy.
* Kim; waspromisedo leave by him;.

* John waspromisedo leave by himself.

-~ ® a o

* Johnwaspromisedo leave.

5Someof thesearefrom Pollardand Sag(1994) andwere presentedn (4.6). Othersare variationson those
examples.
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Example(4.17a)is predictedo begrammaticalpecauséhe by-phrasdocally a-bindsthecon-
trolled subjectof to leave, satisfyingtheextendedPrincipleA, andthe PPis coindexedwith the
COMMITTOR of promise satisfyingcontroltheory FurthermoresincePRO is justa dummy
placeholderandnot of type npro, Principle C cannotapplyto it; thus, eventhe coindeation
betweerthe PPandPRO doesnotrule (4.17a)out. Sentencé4.17b)is alsogrammaticalsince
it satisfiesthe extendedPrinciple A andcontrol theoryin the exact samemanneras(4.17a).
And again,sincePRO doesnot have atype (andthusdoesnt have the type ppro), the appro-
priate binding principle — in this casePrincipleB — doesnot bar coindeation betweerthe
PPandPRO. Exampleq4.17c)and(4.17d)illustratethatsentencewith noncoind@&ed names
andpronounsarealsopredictedo be grammaticalsincethe extendedPrinciple A andcontrol
theoryarefulfilled in the samemannerasfor (4.17a)andthereis noillicit bindingof PRO by
PP Sentencé4.17e)shavsthatPPreflexivesareagainpredictedo begrammaticalsincePRO
is not subjectto binding andthereflexive in the by-phraseis exempt(it isn't a-commanded).
If PRO weresubjectto PrincipleB or C, (4.17e)is predictedto be out for the samereasoras
(4.17a)would be: PRO is assumedo have thetypenom-objandthusbe subjectio PrincipleC,
which is not satisfieddueto local a-bindingof PRO by PP Finally, (4.17f) is againpredicted
to begrammaticabndto meanthatJohnpromisedhimselfto leave.

Thus, on the new passie argumentstructure,which is well-motivatedby crosslinguistic
evidenceandis assumedo hold universallyby ManningandSag(1999),the controltheoryof
Pollardand Sag(1994)fails to accountfor Vissers generalizatiorat all. In section4.51 will
offer asolutionto this problem but first | will demonstratéhatthereis noplacefor placeholder
PRO in HPSG.

4.3 Against PlaceholderPRO

In this section,] motivateandpresenimy onechangeto the passie ARG-ST in (4.11),which
is to getrid of PRO. Wheretherewould be a PRO, | proposeto have a contentobjectthatis
structuresharedvith amemberof thenon-embedded RG-ST. For example my passive-v-Ixm
would look like this:

(4.18) pass-v-Ixm
ARG-ST <:i < 4] >® >
CONT

| usethe standardHPSGcorventionof writing X:[¥] (wherey is instantiatedo an appropriate
integer, like 4 in example4.18)to indicate X[ CONTENT [¥]]. Notice thatthe coindeation is
now redundantsinceINDEX is on the path CONTENT. Thatis, the structuresharingof the
CONTENT valueentailsthe structuresharingof the INDEX value. | will retainthe subscripted
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indicesfor clarity, though(thesearejust a notationalcorvention,in ary case)y’

But beforearguing for theremoval of PRO, | will first explain a bit of its historyandpur
pose. This objectwasfirst introducedin Manninget al. (1999)andis actuallyjusta dummy
placeholder As indicatedin (4.11),in the caseof the passie the dummyelementwould be
coindeed with the surfacesubjectof the passie. In general,agumentstructure-modifying
lexical derivationswould leave this PRO in the nestedargumentlist andthe motivationfor this
objectcomessolely from bindingtheory Thereis evidencefrom variouslanguagessuchas
Japanes@Manningetal., 1999)and Russian(Manningand Sag,1999)that the binding pos-
siblitiesin a derived predicateare sensitve not only to the derived, nestedargumentstructure
configuration,but alsoto the original agumentstructureof the underved form. Hereis an
examplefrom causatrizationin Japanes@Manningetal., 1999.25-26,(64)).

(4.19) a. Tarog wa Ziroo; ni karg,; 0 bengo s-ase-ta.
Taroo TOP Ziroo DAT he Acc defensedo-CAUS-PAST
Tarog madeZiroo; defendhim ;.

b. bengosasetaARG-ST (NP[Tarod;, NP[Ziroo];, (PRO;, NP[kardi.;))

Thus,the coindexation betweenzZiroo andthe pronounkareis blocked dueto the PRO locally
a-bindingkareandcausinga PrincipleB violation. Crucially, Taroodoesnot a-commandhe
pronounand canthereforebe coindexed with it. Since Taroo andthe pronounkare do not
cooccuron ary ARG-ST list, thereis no a-commandelationbetweerthem!

However, therearethreemajor problemswith PRO. Thefirst is thatthe useof PRO fails
to malke certainpredictionsaboutthe Russiandatathat wasactually presentedo motivateits
presence.Recallthe Russianexample(4.13) alongwith the ARG-ST of the passiized verb,
kuplena

(4.20) a. Etakniga bylakuplenaBorisom djasebja.
this bookNoM was bought BorisINSTR; for self
Thisbookwasboughtby Boris for himself

b.  kuplena ARG-ST (NP[étaknigd]i, (NP[Borison], PRO;, PP[djasebjd))

Thereflexivein thisARG-ST canbea-boundoy eithera-subjectgtaknigaor Borisom although
the former binderis filtered out by pragmaticconsiderations However, the highera-subject
binding is only madepossibleby the PRO that indicateswherethe higher a-subject‘came
from”. Thus,it is exactly asManningand Sag(1999:7) say: “Theseplaceholderlements
in ARG-ST lists areusedto mark positionscoindeced with anelementn the ARG-ST, andare

8n fact, therepetitionof synsemsatherthancoNTENT objectswasusedoy Manning(1997).1t is unclearto me
whattheprecisemotivationfor theswitchto theuseof PRO is, but | suspecthatit hasto dowith ensuinglifficulties
in defining the compression function, which | discussfurther belonv. However, as| will shav, the available
evidenceonly necessitateseplacingPRO with a contentobject,which avoidsthe compression difficulties.

"This accountwhile it getsthe factsaboutpronounsright, alsopredictsthata secondoccurrenceof the name
Tarooasthe objectof bengowould be grammaticalsincetherewould likewise be no PrincipleC violation.
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neededor binding” Thus, having this placeholdeiPRO presents sufiicient to getthe right
bindingonthereflexive.

Theproblemoccursthough,in casesvherethe PRO itself mustnotbea-bound.For exam-
ple, thefollowing Russiarsentencearebothungrammaticaljust astheir Englishtranslations
are.

(4.21) a. *On byl kuplenaBorisom.
HenNoOM; wasbought BOriSINSTR;.
* Hg wasboughtby Boris
b. *On byl poranerBorisom.

He NOM; washurt BOrisINSTR;.
*He washurt by Boris

Sentencd4.21a)is asimplealternationon (4.20a);sinceit is pragmaticallyodd, I’ ve included
sentencg4.21b)which is the sameconstructionwith a more plausibleverh It is important
to notethatboth of thesesentenceareonly ungrammaticabn the coreferentiakonstrualin-
dicated. Indeed,it would be surprising,accordingto ary linguistic theory to find a language
wheresuchsentencearegrammaticabn this construal.

But it turnsout thatthis is the exact predictionthat the useof PRO malkes. This will be
clearerin referenceo a specificARG-ST list, sohereis theonefor (4.21b):

(4.22)  poranen ARG-ST (NP[on]i, (NP[Borisom;i, PRO;))

With theold notionof passve argumentstructurethiswould have beena PrincipleC violation.
This is no longerthe case sincethe NP Borisomis not a-bound. But, the sentencegre still
ungrammaticalThe only othersourceof this ungrammaticalityvould be a PrincipleB viola-
tion. Thatis, (4.21b)shouldberuled outbecausé¢he pronounonis locally a-bound However,
Principle B stateghata personalpronounmustbe a-free. This is shortfor the statementhat
anominal-objectof type ppro shouldnot be coindexed with ary nonepletive that precedest
onaARG-ST list. But PRO isn't apersonapronoun.in fact,it isn't anything, it's just a place-
holderthatis coindexed with somethingelse. As such,it doesnt have any type, nevermind
thetype ppro. Thus,if we usePRO, evenif it is coinded, the bindingtheorywould predict
thatsentencefike thosein (4.21) areperfectlyfine. However, not only arethey awful on the
construalindicated but it is alsoonly bindingtheorythatshouldrule themout, sinceit is only
the coindeation of the pronounandthe namethatresultsin ungrammaticalityln otherwords,
thesentencearefine, exceptfor thebindingindicated.

To rule thesesentencesut, PRO mustat the very leastbe replacedoy the contentof the
requiredargument.Thiswould yield anARG-ST for poraneriik e this:

(4.23)  poranen ARG-ST (NP[on]:[2}, (NP[Borisom;,[2}))

This meansthat the placeholderfor NP[on] now hasthe right type, ppro, for Principle B to
rule this sentenceout. Thisin itself doesnot meanthat PRO shouldbe replacedwith another
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occurrenceof the relevant synsemasdonein Manning (1997), sinceit is suficient to usea
contentobject.

The secondproblemwith the useof PRO againstemsfrom the factthatit is an untyped
dummyelement. In HPSG,lists aretypedrelative to the kind of itemsthat appearon them.
Thus,thepartitionof list is asin (4.24a) with featuredeclaratiorfor nonempty-lisasin (4.24b)
(PollardandSag,1994:396—-397).

(4.24) a. list(o)

N

nonempty-lige) empty-lisfo)
b. nonempty-lify): | FIRST o
REST list(o)

The sigma(o) indicatesthe type of eachof the membersof the list. For example,the old
SUBCAT list andearlier unnestedrersionsof ARG-ST hadthevaluelist(synsem)meaninghat
thevaluewasa list, eachmemberof which wasanobjectof type synsem

The new nested amument structure would have to be specified as
list(synsemv list(synsem)) which would yield a list, each memberof which is either a
synsenor a list of synsemsor lists. The embeddedists could thencontainmore embedded
lists,andsoonrecursvely. But, sincePRO hasno type, it is not possible giventhemachinery
just describedto definea list that containsPROs. Minimally, this meansthat PRO mustbe
givenatype. Thus,giving PRO the type contentalsoallows us to definean appropriatdist
of theform list(synsemv contentv list(synsemv content)) However, if PRO is givenatype,
thenit is nolongera dummyelementjt would now be afull-fledgedlinguistic object.

Therefore replacingPRO with a structuresharednstanceof the appropriatecontent asl
adwocatedabore, makesthe correctempirical predictionsandis more appropriatefor HPSG
representationsFurthermore,it is the mosteconomicalmove. Although usingappropriate
repetitionsof synsem$ may seemto be morein line with treatingargumentsas bundlesof
syntacticandsemantidnformation, this is not a necessaryeatureof HPSG.The only reason
to stipulatethatvalenceandamgumentstructurdists containsynsemss to guarante¢hatheads
canselectfor the categorical andperhapsemantidnformationof their agumentswhile also
guaranteeinghatthey cannotselectfor their aguments’phonologyor internalstructure(Pol-
lard and Sag,1994:23-24). This just entailsthat whatever is on theselists mustnot contain
informationaboutits phonologyor daughtersHowever, ary giveninstanceof amgumentselec-
tion will resultin anagumentwith a determinatgohonologyand phrasestructuresurfacing.
Thatis, eventhoughthe selectionis restrictedto synsemsthe synsemsare still part of sign
objectsandselectingthe synsemwill dragthe restof the signalong. Thus, althoughthe ar-
gumentsof lexical itemsareschematicallyjust bundlesof syntacticandsemantianformation,

8|n otherwords,the sameobjectwould appeamorethanonceon the ARG-ST list.
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they will beinstantiatedo specificphrasesFor example,we cansaythatthe objectargument
of theverbsmoochis anounphrasebut we canalsosaythatthe objectalgumentof smoochin

Gonzosmoochedhepictureof Natalieis thepictureof Natalie Thus,synsemsllow selection
of only the appropriatenformationby headsput it is erroneoudo concludethatsynsemsre
argumentsthey’re just partof aguments.In fact,oneway of thinking of synsenobjectswith

respecto amgumentstructureis thatthey give a handleto anargumentwithout referringto its

phonologyor phrasestructure.

In fact, a content“is” anamgumentjust asmuchasa synsenfis” anamgument. Thatis,
contentobjectsarealsojust partof agumentsandcanthereforesere ashandlesput they are
notthemselesaguments And, againlike synsemsthey donotreferto theinappropriatearts.
Lastly, having acontentthatis coindexedwith anotherargumentonan ARG-ST amountgo the
statementhatthis agumentis sharedbetweenlevels of agumentstructure which is exactly
whathaving PRO wassupposedo accomplish.Thecrucialdifferenceasl will discussshortly
belaw, is that a contentobjectamountsto the sameamgumentservingdoubleduty, whereas
PRO is justadummyitem.

FurthermorereplacingPRO with contentpreseresthefactthatwhile this elements rele-
vantto algumentstructurejt is irrelevantto valengy. As Manningetal. (1999)explain, theva-
lencelistsaretherelevantportionsof the ARG-ST list with thenestedstructureflattenedbutand
with PROsremoved. Thereis a function, compression, thataccomplisheshe flatteningand
removal (Manningetal., 1999;ManningandSag,1999). For examplethetypeacc-canon-Ixm
(accusatie canonicalexeme)in ManningandSag(1999)stateghatits ARG-ST is[1] & [2] and
thatits comPs is compression([2), wherecompression is definedasfollows (* <’ designates
‘only if’):

(4.25) i. compression(()) = ().
ii.  compression((PROJY)) =Z <« compression(Y) = Z.
ii. compression({X|Y)) = (X|Z). <~ X isasynsemcompression(Y) = Z.

iv. compression({X|Y)) = Z « X is alist, compression(X) = X', compres-
sion(Y) =Y’, append(X',Y’) =Z.

It is a simple matterto redefinethe compression function to work on contentby replacing
(4.25ii) with compression({(X|Y)) = Z < X is acontent compression(Y) = Z.

| mentionedabore thatManning(1997)usesrepeateaccurrencesf the samesynsenob-
ject,whichyieldsaraG-sT listslike (@, (2, [T, [3))), andsoon. Thesecondccurrencef 1 here,
would be the contentof thefirst occurrencepn my account.The problemwith usingmultiple
synsemsjs thatit then becomedifficult for the compression function to operate sinceit
mustonly remove subsequenbccurrencesf previously encountere@ynsemsOf course the
function s still definable,but it would not be very elegant. Furthermore the empirical evi-
denceonly motivatesthe useof content thisis the mosteconomicatypenecessitatedAnd, as
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| amguedabore, a contentobjectcansene asa handleon anagumentjustaswell asa synsem
object.

Finally, | turn to the last problemwith PRO, which is quite a conceptualHPSG-specific
one. The problemis thatPRO is fully equivalentto atracein transformationatheoriesalbeit
akind of lexical trace. It is thereonly to indicatethe positionof anitem beforea lexical rule
appliedto the construction. This effectively introducesa new stratum. Not only doesthis
contradictthe monostratabasisof the restof HPSG,but it alsodevaluesrecentwork to rid
eventheextractionaccounof tracegBoumaetal., 1998). Proponentsf theuseof PRO could
well saythatthis caseis differentbecause¢hetraceis in the lexicon andnotin the syntax.But
thenthe questionbecomesvhy tracesshouldbe allowed in the lexicon but notin the syntax.
This agumentdoesnot meanthat PRO is necessarilyvrong, but it doesindicatethatit should
only bealastresort,sinceit significantlychangesheinterpretatiorof HPSGasamonostratal,
tracelesgheorywhich hasbeena fundamentalnsight of the theoryandits precursordor so
long (Gazdaretal., 1985;PollardandSag,1994; SagandFodor,1994;Boumaetal., 1998).

The samecriticism cannotbe levelled againstthe useof contentthat| have advocated.
Sincethecontentfully representanamgumentratherthanjustthe positionandindex of anar
gument,my accounis equialentto sharingagumentsIn otherwords,in my theorythesame
agumentwould berelevantto multiple levels(i.e. embeddingsdf agumentstructure. Thisis
similar to the structuresharingof grammaticakubjectsandso on, which is quite commonin
HPSGanalysegseefor instanceheanalysisof variouspredicatve complementsindraisingin
PollardandSag1994). The differenceis thatthis structuresharingis at the level of agument
structureratherthanat the level of grammaticalelations.Thus,my theorystateghatthe pas-
sive subjectis simultaneoushan algumentstructuresubjectandanargumentstructureobject.
But perhapsn passiesthisis notastransparenasin othervalencechangingpredicateslike
causatres. For example,my accounttreatsthe objectagumentof a Japaneseausatte, like
in (4.19a),asbeingsimultaneouslyn the agumentstructureof the causatre verb andthat of
the causedpredicate.This captureghe intuition thatthe causeas the objectargumentof the
causaitre predicateput alsothe subjectagumentof the causedredicate.

4.4 Passve Argument Structur e without PRO

Theamumentsharingaccounof passie thatl’ ve developedpredictsthatall instance®f coin-
dexationbetweerthesurfaceandlogical (by-phraselubjectof thepassie areungrammatical.
Thisis dueto the ARG-ST thatresults:

(4.26) passive-v-IxXmARG-ST (NP1, (PP[by], [T, ...))

Sincethe nestedd] is the contentof the surfacesubject,ary coindeation betweerthe PPby]
andtheindex of [ will resultin anonpronomina({npro) or syntacticallynonanaphoripronoun

80



A RevisedControl Theory

(ppro) beinglocally a-boundwhich would be ruled out by PrinciplesC andB, respectiely.®
It is uncontreersialthat coindexation betweenthe subjectand PP[by] resultsin ungram-
maticality if theamumentof by is annpro or ppro, asillustratedby thesesentences.

(4.27) a. *Andrew; wasinterruptedoy Andrew;.

b. * Andrew; wasinterruptedoy him;.
But, my theoryalsopredictsthatthe following sentences ungrammatical:
(4.28) * Andrew; wasinterruptedby himself.

In fact, sentencedike (4.28) have beenusedin the pastto motivate thematicconstraintson
binding (Jaclendof, 1972). My theorydoesnot necessitateesortingto thematicrelationsto
barthis sentencesinceits ungrammaticalityust falls out of bindingtheory Thisis important,
since Pollard and Sag (1992, 1994) argue that stating conditionson reflexive binding on a
thematichierarchyleadsto a paradoxn role ordering.

However, PollardandSag(1992,1994)alsoamguethatareflexive in the by-phrasds gram-
matical. Although by-reflexives may seemungrammaticalaccordingto Pollardand Sagthey
arenotreally, dueto exampledik e thefollowing:

(4.29) a. Theonly barberwhowasshaedby himselfwasFigaro.
b.  Theonly pitcherwhowasever hit by himselfwasCy Young.
(PollardandSag,1994:276,(112a—b))
Indeed,| agreewith themthattheseexamplesareperfectlyfine, but | disagredhatthis entails
thatpassie by-reflexivesin generalregrammatical.

In general,focus elementdike only and even can licensebindingswhich are normally
ungrammatical.l will not attemptto give an analysisof focusedNPshere,but even without
suchan analysisit is possibleto shav that Pollard and Sags argumentis fallacious. The
hiddenpremisein their agumentis thata syntacticstructureX is grammaticalf [only X] is
grammatical.However, this premiseis false,becauset is possibleto have a structurethatis
grammaticalvith only, but ungrammaticaithoutit:

(4.30) a. *Andrew; nominatedAndrew; for classpresident.

b.  Only Andrew; nominatedAndrew; for classpresident.

(4.31) a. *Andrew; thinksAndrew; is agenius.

b.  Only Andrew thinks Andrew is agenius.

9f the surface subjectwere a reflexive, it would actually be requiredto be boundto the PP[by]. However,
reflexive subjectsmustbeindependentlyplocked aryway, sincesentencebk e *Himself dancedareungrammatical.
PollardandSag(1994:262)attributethis to reflexivesbeingmarkedfor accusatie caseandthusnotbeingallowed
to appeain nominatvve positions.Thiswould naturallyaccounfor why passive subjectannotbereflexives,since
thistoois anominatie caseposition.
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(4.32) a. *EverybodyhatesBoly. Boly likeshim;.
b. EverybodyhatesBob . Only Bob likeshim;.

(4.33) a. *EverybodyhatesBoh . Boly hateshim.
b. EverybodyhatesBob . EvenBoly hateshim;.

The mechanisnby which focuselementdike only and even canrescusillicit bindingsis no
doubtan interestingresearchissue,but | will not pursueit ary more here. Of course,this
entailsthatthereis somekind of syntacticdifferencebetweenthe focusedsentencesndthe
unfocusednes,but | take it thatthis is uncontreersially true, sincefocusedsentencesave
extra overt elementsanda distinct semanticgrom their unfocuseccounterpart¢Rooth,1996;
Horvath,1985).

Thus,| concludethatmy theoryis right in blocking reflexive by-phrasesn passies. The
agumentthat Pollardand Sagpresentor concludingthatreflexive passies aregrammatical
restson afalsepremise.Furthermorethereis alsoevidencefor concludingthatshortpassies
cannothave areflexive reading.l turn now to a consideratiorof this construction.

4.4.1 Short Passves

A shortpassie is a passie that lacksa by-phrase. Semantically a shortpassie entailsan
existentially quantifiedlogical subject. For example,Andrew wasinterrupted- Andrew was
interruptedby somex. Thevariablein therestrictionof theexistentialquantifieris purposefully
left vague becauseherearea numberof differentthingsthatcaninstantiatat. Andrew could
have beeninterruptedby a person,thing, or event. However, it is clear that the entailment
holds, becauseggatingthe entailmententailsthe negationof the shortpassie. For example
It is not the casethat Andrev was interruptedby somex + It is not the casethat Andrev
wasinterrupted Furthermorethisis an entailmentandnot a presuppositionbecauset fails
standardestsfor presuppositionskFor example,embeddinghe shortpassie in a conditional
meanghatthe entailmentdoesnot hold.

Now, if we areto understandhe ARG-ST list asa mappingbetweersemanticandsyntax,
this existentially quantifiedagumentmust be somavhere on the ARG-ST list of the passie
verb, sincel have just demonstratedhat it is a semanticagument. Assuming,the passie
argumentstructuremotivatedin the previous section,this meansthat the ARG-sT of a short
passive will beoneof thefollowing two options:

(4.34) a. ARG-sT (NP{, (Q,[@)
b. ARG-sT (NP, (@, Q)

| useQ to standfor the understoodxistentialquantifier becausét unclearwhatits categorial
featuresare,or evenwhetherit hasary, otherthanbeinga nominalof somekind. Eitherone
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of thesewill resultin bindingviolationsif the Q is coindexed with the contentof the surface
subject/1]. Option (a)will resultin a PrincipleB or C violation, becausehe surfacesubject
mustbe a ppro or npro. And option (b) will resultin a PrincipleC violation, sincequantified
nominalsare nonpronominalsand thus of type npro. The binding theory thereforecannot
decidebetweerthesetwo options.

| will selectthe first one, becausehis is morein keepingwith the ARG-ST of long pas-
sivesandthefactthatthe understoodjuantifieris the logical subject.| assumehe following
derivationaltypefor shortpassie °

(4.35) _short—passive—drv
_short—pass—v—lxm

ARG-ST <:@;,<Qi,j>€9>

RESULT
rel

CONT ACTOR i

UNDERGOER |

trans-v-Ixm

ARG-ST <k,j>ea

CONT ACTOR k

LUNDERGOER jJ

Noticethatthis dervationaltype changesheindex of the actorfrom thatof the active subject
to thatof the understoodjuantifier sincethey shouldnot be stipulatedasbeingidentical.

It is importantto realize,though,thatthe understoodjuantifieris only presentatthe level
of argumentstructure. It is not linked to the level of grammaticalrelations,sinceit is not
a syntacticargumentof the passive thatis subcatgorizedfor. Thatis, the shortpassie is
saturatedsyntactically and thus the quantifierwill not appearon the comps list. But, not
being requiredsyntacticallyis not sufficient to keepsomethingoff the ARG-sT list. Thisis
a linking level, andthusall agumentsmustappearin the agumentstructure,whetherthey
aresyntacticallymotivated(e.g. expletive subjects)or semanticallynotivated(e.g. the proin
pro-droplanguagesthis understoodjuantifier).

10| have alsousedthis opportunityto switch the notationfor the CONTENT. Following Davis (1996),1 assign
relationsthefeaturesaCTOR andUNDERGOER ratherthanrolesthatreflectthe nameof therelation.
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4.4.2 Visser's Generalization Rerevisited

Replacing?RO with a contentobjectstill doesnotfully captureVissers generalizationOnce
the changas carriedout, the algumentstructureof passve promisewill be:

(4.36)  promise(passie): ARG-ST (NP{i;, (PPby], [1;, VP[ARG-ST (NPrefl)]))

This agumentstructureis what is motivated by the datathat | have examinedin previous
sectionsHowever it still erroneoushypredictssentenceske thefollowing to begrammatical.

(4.37) a. *Kim; waspromisedo leave by Sandy.

b. *Kim; waspromisedo leave by him;.

When| presentmy own analysis,it will be obvious that Principle A doesnot apply to the
understoodsubjectof the VP, but for the sale of agument! will assumethat thereis still
anextendedPrinciple A.'! PrincipleA canbe satisfiedby coindeing Sandyor him with the
controlleein theVP. Controltheorycanbesatisfiedwith this coindexationaswell, sinceSandy
is coindexed with the ACTOR value,asrequiredby the controlverb promise Finally, because
Kim andthe elementin the by-phrasearenot coindexed, the embeddedontentof Kim will
not be locally a-bound. Therefore,neitherPrinciple B nor Principle C is violated. Thus, as
the theory standsnow, it will always predict that syntacticallynonanaphorigronounsand
nonpronominalsn the by-phrasewill resultin agrammaticakubjectcontrol passie. Thisis
clearlywrong,asall subjectcontrolpassiesareungrammatical.

The basictrouble with my analysisand the analysisof Pollard and Sag(1994), is that
Vissers generalizations left to the vagariesof the obliquenes®rderingof aguments.Thus,
thegeneralizations only (partially) capturedf the PPis orderedafterthecontrolledVP, which
resultsin a mismatchbetweencontrol and binding suchthat thereis a three-vay binding.
This is a doomedventuresincenothingguaranteeshatthe by-phraseis orderedafterthe VP
complemenbf acontrolverh Furthermorethisorderingwill resultin subjectcontrolpassves
with by-reflexivesbeingpredictedo be grammaticalvhenthey areclearlyungrammaticalln
ary case thereis evidencefrom Englishfor the by-phrasein passves being orderedbefore
otherobliguearguments.Whatis neededs a controltheorythatpredicts,no matterwhatthe
obliquenes®rdering,thatsubjectcontrol passvizationis disalloved. In thenext sectionl will
outlinesuchatheory basedn Bresnan(1982).

45 Conditions on Controllers

The obvioussolutionto theseproblemss to placerestrictionson the controller Indeed this is
whatallows Bresnars Lexical FunctionalGrammar(LFG) accounto captureVissers general-
ization. Thecontroltheorypresentedh Bresnan(1982:376)basicallystateghatthe controller

11My analysis,which involvesthe AntecedentClosenes€onstraint,would still getthe wrong resultfor these
examplesasthingsstandnow.
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mustbe a coregrammaticalole, wherethe coregrammaticafunctionsaresubject,directob-
ject andindirect object? If the controllermustbe a corerole, the passiization properties
of control verbsare directly predicted. Object control verbscan be passvized, becausdhe
controlleris acorerole bothin the active andin the passie. In the active the controlleris the
direct objectandin the passie it is the subject. Subjectcontrol verbscannotbe passvized,
though.In theactive, the controlleris the coresubjectrole, but in the passie the controlleris
anobliquerole, asindicatedby its prepositionalmarking,andthereforecannotbea controller
This accountwould predictthat no oblique agumentcould be a controller andthereforeall
instance®f controlby a passve by-phrasewould beblocked.

In fact, Manning (1996) and Manning and Sag (1999) alreadyassumethe existenceof
coreroles. Thesearemotivatedin Manning(1996)dueto variousfactsaboutbinding, verbal
agreemenandwordorder For example,a-subjectarecorerolesaccordingo Manning.These
rolesareactuallyindicatedin thelexical hierarchy Thetype for transitve verbsmarksthe NP
astypecore (ManningandSag,1999)*3

(4.38) trans-v-Ixm
CAT V

o )
_ARG—ST <NP[core], NP[core], >_

This markingof NPsfor core will notdo for my purposesthough. Thelogical subjectwould
still be marked ascore, becausdhe passie is derived from the type in (4.38). In addition, it
doesnot really make sensdor NPsto have afeaturecore, sincesomethings a corerole only
relative to theargumentstructureof somehead.

Therefore,| proposetwo new featuresfor headwhich have lists asvalues,andsene to
keeptrackof aheads coreandobliquearguments.

(4.39) Feature Declaration
head | core list(synsem

OBLIQUE list(synsem

| assumehattheotherfeaturedor headremainthesame.ThefeaturesSCORE andOBLIQUE are
similar to thefeaturescorRe andoBL which Manning(1996)usesin his LFG representations.
Thefactthatl have madethemHEAD featureameanghey will be passedrom headdaughters
to theirmothersvia the HeadFeaturePrinciple.

12| usingtheseterms,| amdeliberatelyabstractingway from LFG formalism. At thetimethearticlein question
waswritten, theseroleswould have beenassignedo thefunctionalcatgoriessusJ, oBJ, andoBJ2. However, since
LFG hasnow largely adoptedBresnarandKanena’s Lexical Mapping Theory whatwasoBJ2 andis now OBJ is
nolongera corerole (BresnarandKanena, 1989). The detailsof this areunimportanthere.

Bwhat!'ve presentedhereis actuallyanamalgamatiomf theinformationprovided by trans-v-Ixmandthe two
supertypest inheritsfrom, verb-Ixmandsubj-v-Ixm
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| assumehatthe contentsof thesetwo lists arelexically specifiedasstructuresharedwith
elementonthe ARG-ST list. Thus,thetypedeclaratiorfor trans-v-Ixmwould be:

(4.40) trans-v-Ixm
CAT Vv

o)

ARG-ST <N P, 2N P>EB

CORE < >

OBLIQUE

Thetypefor intransitve verbswould besimilar, exceptit would have only oneitemon ARG-ST
(not countingary obliques)andcoRre. It may seemredundanto specifythis informationon
the lexical types,but therewould be very few typesthat actuallyhadto do this. Instantiating
theinformationon the necessaryypesis the simplestassumptior?

Derivationaltypescanalterthe coreroles,just asthey canalterthe ARG-ST list. For ex-
ample the passie derivationaltypeswill now beaccordinglymodifiedto take theinformation
into account.

14t would alsobe possibleto generalizeover whatthe corerole configurationis usinga well-formednesson-
strainton lexical items.

0] Constraint on CORE values
A synsenY is amemberf cORE if andonly if thereis anARG-ST list Z suchthat:

a. Z is notamemberof ary list; and
b. Y is thefirst memberf Z andY is anactor;or

C. Y is thesecondnemberof Z andY is anundegoer

Thefirst clauseguaranteethatthe agumentstructurdist in questionis unembeddedThe secondandthird clauses
guaranteehatonly subjectsanddirectobjectscanbe coreroles.
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(4.41) _passive-drv

RESULT

SOURCE

pass-v-Ixm
ARG-ST <:i < 5] >€9 >

)

CORE <
OBLIQUE (>ea

[N]

CONT
trans-v-Ixm
ARG-ST < >ea

CORE ( >

OBLIQUE

CONT

(4.42) _short—passive—drv

RESULT

SOURCE

short-pass-v-Ixm
ARG-ST <:j ,<Qi , [4]; >€B >
CORE (}

OBLIQUE

rel
CONT ACTOR [
UNDERGOER |

trans-v-Ixm
ARG-ST (0, B )@

CORE ( >

OBLIQUE
rel

CONT ACTOR k
UNDERGOER |

This hastheresultthattheonly corerole in apassie is the surfacesubject.Nothingelseabout
the derivationaltype in (4.11) hasbeenchanged.In particular the orderandnestingon the
ARG-ST list arestill thesame.Theshortpassie dervationaltypeis the onegiven (4.35),with
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theadditionof coreandobliqueinformation.
Thepiecesarenow in placefor therevisedcontroltheory

(4.43) Control Theory (final version)
If theCONTENT of anunsaturate@hraseY isthevalueof asemanticolein acontrol
relation,thenthefirst corerole of Y is'®

i. reflexive;and
ii. coindexedwith acorerolenotin Y[CORE {(...}]; and

iii. coindexed with the ACTOR or UNDERGOER value in the control re-
lation, according as the relation is of sort actorcontwol-relation or
undegoercontmol-relaton, respectrely

| take this controltheoryto be a constrainton lexical itemswhosecontentis arelationin the
contol-relations hierarchy which was given in (2.41) of chapter2. The fact that the con-
trol theory malkesreferenceo the relevant agumentof the unsaturatedomplementhrough
the CORE list guaranteeshatthe agumentselecteds the maximuma-subjectsincethe first
memberof the CORE list will alwaysbe coindexedwith thefirst memberof the ARG-ST list.

I will assumehatthecontrolrelationsarein ahierarchythatatsomepointinheritsfromthe
typerel. Following recentwork in HPSG(Riehemann1993; Davis, 1996)1 assumebstract
semantictypesthat allow the control theoryto affect the mostgeneraltypespossible. This
entailsmodifying the contol-relationshierarchysuchthatthereis an abstractype for subject
controlandobjectcontrol.

(4.44) rel

contol-relation

T~

actor-contmol-relation undegoercontmol-relaton
commitment orientation inﬂuence
promise try\. want e<pect\ persuade ord\

Thecontroltheorywill now applyto theimmediatesubtype®f contol-relation. An instanceof
acontrolrelation,for exampletry, is still acontrolrelationby virtue of thetype of its relation,
in this casecommitmentHowever, in orderto capturethetwo typesof subjectcontrolrelation,

15Theaddectstipulationin thesecondtlausethatthecoreroleis notin Y is neededo preventvacuoussatisfiction
of theclauseby coindeing the controlleewith itself, which will alwaysbepossible.
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commitmenandorientation with maximalgenerality the abstractype actor-contmol-relation
(act-con-el) is neededThetypeundegoercontol-relation is strictly speakinghot necessary
sinceobjectcontrolcouldbedefineddirectly onthetypeinfluence sincethisis thesoledaugh-
ter of undegoercontmol-relation (und-con-el). However, the architectureof this hierarchy
makesit is easyto addobjectcontrolrelationswithout having to adjustthe definitions.

My control theoryis now in place. This forms the last componentof my revisions to
bindingandcontrol. In thenext sectionl shav whatthe coverageof thetheorydevelopedhere
andillustrate how the streamlinedbinding theory the AntecedentClosenesgonstraint,and
the revised control theoryaccountfor variousphenomenaln particular | will shov how the
controltheorynow properlycapturesoth Manzini’s andVissers generalizationandhow the
AntecedenClosenesg£onstrainfpredictssyntacticbindingin extendeddomains.

4.6 Coverageof the RevisedControl Theory

The control theory formulatedin (4.43) getsthe correctresultsfor active subjectand object
controlverbs.It doesthis by guaranteeinghatary lexical entrythathasa CONTENT valuethat
is a subtypeof control-relation mustmeetcertainconditionsor elsebeill-formed. According
to this controltheory therelevantpartsof the entriesfor the subjectcontrol verb promiseand
the objectcontrolverb encouragavould look lik e this:®

(4.45) promise-verb
ARG-ST <NPi, NP;, VP[CORE <NP:refIi, >}>

CORE (NPi, NPJ)

promise

ACTOR i
CONT

UND i

X-ARG

18| have assignedhe third role the namex-ARG, which is meantto be reminiscentof the LFG assignmenbf
XCOMP to controlledcomplement¢Bresnan,1982).
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(4.46) encounge-verb
ARG-ST <NPi, NP;, VP[CORE (NP:reij, >}>

CORE <NPi, NP,-)

encouege

ACTOR i
CONT

UND i

X-ARG

Notice that | am not sayingthat theseare whole lexical entries. Rather theseare the parts
of the lexical entriesthat arerelevant to the controltheoryin (4.43). It is simpleenoughto
checkthat the right information hasbeenencoded. The triggering configurationfor control
obtains,sincethe VP is an unsaturated@omplementvhosecontentis the value of a semantic
role (X-ARG in thiscase)n acontrolrelation. Therelsfor promiseandencouragere,respec-
tively, subtypesof commitmeneandorientation Clause(4.43i) is satisfiedbecausehe VP’s
maximuma-subject— thefirst corerole — is areflexive. Clause(4.43ii) is satisfiedbecause
thereflexive is coindexed with anitem on the CORE list of promiseandthusis coindexed with
acontroller Finally, thethird clauses satisfiedby the coindexation betweerthis reflexive and
theappropriatesemantiaole of thecontrolverh

4.6.1 Manzini’ sGeneralization

In the previous chapter | explainedthatthe secondclauseof the local a-commandiefinition,
(2.5ii), andthe correspondingecondcaseof local a-binding,(2.18b),wereneededsolely for
HPSGS5 controltheory But, | alsoobseredthat(2.5ii) becomegproblematidf we understand
subcatgorizationin termsof the ARG-ST list, aswe mustfor binding purposes.Therefore,
in the Principle A | presentedat the baginning of this chapter | removed the problematic
secondclauseof local a-command.This seeminglyleaves us with no accountof Manzini’s
generalizationwhich statesthat a control target must be controlled by an agumentof the
controlverh In this sectionl will shav how the AntecedenClosenes£onstrainiaccountdor
thisin my system.

RecallthatManzini’s generalizatiorbasicallystateghata controlledcomplementn object
positionmustbe controlledby a coagument. The first clauseof the control theoryin (4.43)
is responsibldor capturingthis generalizationalongwith the extendedbinding theory For
example,considerthefollowing sentence.

(4.47) *Chrystale saidGonzoencouragedraig [NP:refl]; to behae herself.
Thereflexive controlleeis exemptfrom Principle A, but thefirst clauseof controltheorywill

resultin an applicationof the AntecedentClosenes€onstraint. The two closepotentialan-
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tecedentin thiscaseareGonzoandCraig. Chrystalds notaCPA, becausghereis ananimate
a-commandethatis closer Thereforethe ACC will coinde the understoodgsubjectwith ei-

ther Gonzoor Craig. But notethat nothingtechnicallypreventsthe secondclauseof control

from coindeing the understoodsubjectwith Chrystale since Chrystaleis a corerole andis

not on the samecoRE list asthe understoodsubject. Finally, the third clausecoindeesthe

understoodsubjectwith the UNDERGOER of encouragegwhich is coindexedwith Craig. The

endresultof all thiswill bethefollowing coindeations.

(4.48) *Chrystale saidGonzoencouragedraig [NP:refl]; to behae herself.

This structurds ruledoutby two factors.First, thereis unificationfailure betweertheindex of
Craig and herselfdueto conflicting specification®on GENDER. Similarly, thereis unification
failure betweertheindicesof Chrystaleand Craig. Thesecondactoris that Chrystalea-binds
Craig andthis resultsin aPrincipleC violation.

It is possibleto teasehesewo factorsapartby makingall threeparticipantdn (4.48)male.

(4.49) *Andrew; saidGonzoencouragecraig [NP:refl); to behae himself.

Thefirst factor— unificationfailure on indices— no longerapplies,sincethe indicesof the
threecoindexed overt NPscanunify. But, thereis still a PrincipleC violation dueto Andrew
a-commandingnda-bindingCraig.

Thesetwo casesshouldmale it obvious that there could never be control from outside
the control verb’s clause. Evenif therewereanimaginaryverb — like the verb foobarthat
we consideredn section2.5— thathada controlleroutsidethe clausethat containsthe con-
trolled complementtherewould alwaysbe a PrincipleB or C violation dueto the Antecedent
Closenes€onstraintcoindeing the controlledsubjectwith anargumentof the control verh
Thus, the control theory capturesManzini’s generalization.Furthermorejt capturest asa
constrainbnpossibldexical items. Theresultof this controltheoryis thattherecouldactually
beno verbsuchasfoobarin ary language Thus,the crosslinguistigoredictionthatManzini’s
generalizatiomepresentss fully captured.

4.6.2 Inanimate Controllers

If the controlleris inanimateit may at first blush seemthat Manzini’s generalizationis not
capturedby the ACC andcontroltheory Considera sentencdik e thefollowing:

(4.50) BobsaysBill 101promisedo badlydamageAnglo-Frenchrelations.

Accordingto thedefinition, Y is a closepotentialantecedentf Z if thereis no X suchthata)
Y nonlocallya-commandX, b) X a-commandg, andc) X is animate Both Bob andBill 101
satisfytheseconditions.

Although, Bob is a CPA, Manzini's generalizations still capturedIf Bob is pickedup as
the CPA, thefollowing indexationresults.
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(4.51) Bob saysBill 103 promisedNP:refl]; to badlydamageAnglo-Frenchrelations.

Thefirst clauseof controlleadsto activation of the ACC, whichis satisfiedby coindeing Bob
andthe controllee. This coindeation alsosatisfiesthe secondclauseof controltheory since
Bob is a corerole. However, the third clauserequirescoindeation betweenBill 101, the
actot’ of promise andthe understoogubjectof the controlledcomplementThis meanghat
Bob andBill 101 arecoindexed,whichresultsin unificationfailureandaPrincipleC violation.
First, theindicesfail to unify dueto differing valueson the featureGENDER. SinceEnglishis
a naturalgenderdanguage Bob will have the valuemasculinefor this feature,while Bill 101
will have neuter However, evenif thiswereacaseof grammaticabenderin which casethere
would not necessarilype genderdisagreementhereis still a PrincipleC violation, dueto Bob
a-bindingBill 101.

Thus,thetheorydevelopedherecapturedManzini’s generalizationn all casesandmakes
the crosslinguistigpredictionthat therecannotbe no lexical item thatviolatesthe generaliza-
tion. Of coursewhetherthisis truedepend®n crosslinguistiaesearchbut this only indicates
thatthe generalizatioritself is subjectto disconfirmationlndeed,agoodhypothesishouldbe
subjectto beingdisconfirmed.

4.6.3 Visser's Generalization

In section4.4.2,1 demonstratethatthe passie agumentstructurethat| adoptsuficesonits

own to guarantee/issers generalizationn somecases.This agumentstructurepredictsthat
ary instanceof passie wherethe surfacesubjectis coindexed with the by-phrases ungram-
matical, even whenthe by-phrasehasa reflexive index. Thesecaseswill alwaysresultin a
PrincipleB or C violation, asthe PP[by] precedesindlocally a-bindsthe contentof the sur

facesubjectif the PPandthe contentarecoindexed. This automaticallyblockscasedike the
following:

(4.52) a. *Gonzg waspromisedo singby Gonzgq.
b. *Gonzg waspromisedo singby him.
c. *Gonzg waspromisedo singby himself.
Thesecasesareblocked for the samereasorthatcoreferentiapassiesarein general.
Theproblemoccurredwith thefollowing kindsof sentencesyhichshouldalsobeungram-
matical.
(4.53) a. *Gonze waspromisedo singby Liza;.

b. *Gonze waspromisedo singby her;.

171t may seemthatACTOR is a strangerole to assignaninanimatesubject,but featurenameshave no interpre-
tationin HPSG.The featurecouldjust aseasilybe called SUPERFLY or SPICY FETA, asfar asthe featurelogic is
concernedbut this would of coursemale the featuredessperspicuous.
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Thesewereerroneoushpredictedto begrammatical.
The controltheory| presentedn (4.43) correctlyrulesthesesentencesut. The passie
ARG-ST for promisewith anovertlogical subjectwould be:

(4.54) promise(passie): ARG-ST (NP{1], (PP[by],l, VP[ARG-ST (NP,...)]))

Thefirst clauseof control activatesthe ACC. Therearetwo CPAs in this agumentstructure:
PP[by] and[i. The nonembeddedlP is nota CPA becauseat doesnot a-commandnto the
embeddedist andthereforedoesnot a-commandhe controlledsubject.

However, this structurewill be ruled out by the controltheoryindependentlyf the ACC.
No matterwhich CPA is selectedthe structurewill be ungrammatical.The third clauseof
control requiresthat the understoodsubjectbe coindexed with the ACTOR role, andthis has
theresultthatthe understoodubjectis coindexed with the PR, sincethe PPis coindexed with
the ACTOR role. However, the secondclauseof controlrequiresthe controlleeto be coindexed
with a corerole. The only corerole in this agumentstructureis the unembeddedNP. This
yieldsthefollowing coindeationin theargumentstructure:

(4.55)  promise(passie): ARG-ST (NP, (PP[by], @, VP[ARG-ST (NPj,...)]))

This structurewill be ruled out by oneof two things. Eithertherewill be unificationfailure
betweenthe NP andthe PR if they do not have the sameagreementeaturesor therewill be
a PrincipleB or C violation, dueto [I] beinglocally a-bound.Thus,if the CPA is PPJby], the
sentencavill beungrammaticadccordingto thetheorydevelopedhere.

The last casethat hasto be coveredis that of shortpassie subjectcontrolverbs,like the
following.

(4.56) *Gonzowaspromisedo sing.
| aguedin sectiord.4.1thatshortpassreshave thefollowing agumentstructure.
(4.57)  promise(passie): ARG-ST (NP1, (Q,d, VP[ARG-ST (NP, ...)]))

Theseareagainruled out by controltheoryindependentlyof the ACC. Thethird clausecoin-
dexesthe understoodubjectwith the ACTOR whichis in turn coindexed with the understood,
guantifiedagentargumentQ. This meanghattheunderstoodubjectis coindexed with Q. The
seconcclauserequiresthattheunderstoodubjectis coindexedwith a corerole. Theonly core
role is the unembeddedlP andcoindeation with this agumententailscoindexation with [T.
This meanghatQ and[i] arecoindexed andthe sentencevill be blocked by unificationfailure
or PrincipleB or C.

4.7 Conclusion

Thetheoryof controlthatl have developedin this chaptercapturesdothgeneralizationsbout
controlrelation. Vissers generalizations captureddirectly by the control theory sincecon-
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4.7 Conclusion

trollers mustbe coreroles, following Bresnan(1982). Corerolesare an independentlynec-
essarypart of the grammay asamguedby Manning(1996) and Manningand Sag(1999). Of
coursewhy it shouldbethatonly corerolescansene ascontrollersis anextremelyimportant
guestionin its own right, but onethatl cannotanswerat this point.

Manzini’'s generalizationon the other hand, is a consequencef the extendedbinding
theory TheAntecedentClosenesg£onstrainguaranteethatthecontrolleris alwaysacoagu-
mentof the controlledclausejf thereis one. Furthermoreit predictsthattherecanbe control
verbsthatviolate Manzini’s generalization.Most imporantly the problematicextendedlocal
a-commanchasbeendoneaway with. This clausewas purely stipulatve, sinceit wasonly
usedin controltheory The ACC coversthecontrolcasesbut in anonstipulatre manneysince
this constraintalso capturesnary binding factsto do with SuperEqui-NP deletion, picture
NPs,andreciprocalsn specifierposition.
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Chapter 5

The Inter pretation of Indices

5.1 Intr oduction

In the previous chapters] have beendeveloping an extendedandrevisedversionof binding
and control. However, thereis moreto indicesthanjust determiningsyntacticpossibilities.
IndicesactuallyconstrairsemantignterpretationIn sections.2,1 proposearule thatinterprets
indices.SinceHPSGlacksamodeltheory | review theconsequencesf thisrulein Discourse
Representatioiheory (Kamp andReyle, 1993). The chapterendswith a restrictedproposal
for dealingwith the phenomenomwf logophoricityin English.

5.2 The Index Inter pretation Rule

Therehasbeena lot of work done on what coindexation and noncoindgation respectiely

entail. It is beyond the scopeof this thesisto thoroughlyreview the variousarguments, so |

will only outline my own stanceon this positionandreview someargumentdor it.
Thefollowing rule encapsulateshat! take to betheinterpretatiorof indices:

(5.1 Index Inter pretation Rule (IIR)
Coindationof two NPsentailsthatthetwo NPsarecovalued.

I will discusgheterm*“covalued”in moredetailshortly but for now it canberoughlyglossed
as (extensional)coreference.This rule borrovs from the ‘Linking Rule’ of Fiengoand May

(1994), but it is differentin animportantrespect. Fiengoand May'’s linking rule is defined
relative to a given sentence.They acknavledgethatthis is a problemgiven coindeation in

discourse andthey redefinetheir rule relatve to a sequencef sentencegFiengoand May,

1994:15). They give the following little two sentencdext asan examplethat motivatesthe
move to asequencef sentences.

1somecrucial referencesn this topic, in chronologicalorder are: Lasnik (1976), Evans (1980), Chomsly
(1981),Reinhart(1983),Higginbotham(1985),Chomsly (1986b),FiengoandMay (1994),Chomsly andLasnik
(1995).
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5.2 Thelndex InterpretatiorRule

(5.2) Supermanis fasterthana speedingdoullet. Hg alsoleapstall buildingsin a single
bound.
(FiengoandMay, 1994:15, (16))

However, thereis no reasono assumehatthe pronounin the secondsentencenustbe coin-
dexed with Superman This also entailsthat the coindexation mentionedn the IIR doesnot
needto berelative to sentencesr contets, etc. This is animportantfacetof the lIR: it says
only thatif two NPsare coindexed thenthey are covalued. It doesnot have arything to say
aboutcasesn which two NPsarenot coindexed. Mostimportantly the IR doesnot saythat
noncoindgation entailsnoncwaluation.

Higginbotham(1985:569-570)presentsa compellingagumentfor the IIR beingstated
asit is hereand Fiengoand May (1994: 3) adoptit, too, in formulatingtheir Linking Rule.
SupposeGonzoand Craig are watchingsomeondeave a party and GonzoasksCraig who
the personis. It is reasonabldor Craig to reply “I'm not sure,but sheput Chrystales coat
on’, meaningto imply thatthe personis Chrystale.Accordingto Principle C, the embedded
sentencén Craig’s statementanhave theindexationin (5.3a),but nottheonein (5.3b)?

(5.3) a. She putChrystalg’s coaton.
b. She putChrystalg's coaton.

This exampleshavs thatcoindeationdoesnot determinecovaluation. Thatis, beingnoncoin-
dexed doesnot entail beingnoncwalued.

Similaragumentsverepresentedh Evans(1980).He gave theexampleof anexasperated
logic teachersayingthis to anineptpupil.

(5.4) Look, fathead. If everyoneloves Oscars motherthen certainly Oscarmustlove
Oscars mother

The secondsentencenusthave the following indicesto be sanctionedy PrincipleC, which
stateghata nonpronominatannotbe boundin any domain.

(5.5) If everyonelovesOscay’s motherthencertainlyOscay mustlove Oscag’s mother

However, it is clearthat the logic teachemeansall instancesof Oscarto denotethe same
individual. This againshavs thatnoncoind&ation doesnot entailnoncwaluation.However, it
doesnot shav thatcoindexation doesnot entail covaluation. The agumentsdueto Evansand
Higginbothamshaw thatarule abouttheinterpretatiorof indicescanbeanentailmenbetween
coindexationandcovaluation,but cannotbe a biconditionalbetweerthe two.

20f course,in assigningnonidenticalindicesto NPs, which valuesare usedis unimportant,aslong as they
are nonidentical. In fact, the form of the indicesis immaterialaslong asthey have an easily definedidentity
relationship.
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Giventhis, | think thatFiengoandMay (1994)have madea mistale in assigninghe same
indicesto discourseanaphoricpronounsand their antecedentén orderto determinecoval-
uation. It is not a necessarynove, sinceeven whenthey are not coindexed they may still
be covalued. But perhapsghis is dueto the way they conceve of indicesasbeinggenerated
to begin with. | take it that coindeations are determinedby the grammarof HPSGthat |
have developed,andarenot assignedandomlyandthenevaluatedasin someGB approaches
(Chomsly, 1981; Chomsly and Lasnik, 1995). For example, Principle A andthe ACC act
asfeaturestructureghat addinformationto anotherfeaturestructure.If the secondstructure
meetsthe triggeringrequirement®f theseconstraintsthey addthe coindexation information.
Likewise, PrinciplesB andC disallov coindexationsundercertainconditions. Therefore the
syntaxwill determinewhatthingsaredefinitely coindexed or definitely not coindexed. How-
ever, thereis nothingin the grammarthat coindexes two NPsotherthanbinding and control
theory Therefore we canassumehatary two NPsin the grammararenot coindexed unless
someconstaint addsthis information This entailsthatin the grammardevelopedherethe
indiceson (5.2) would belik e this.

(5.6) Supermanis fasterthana speedingoullet. He; alsoleapstall buildingsin asingle
bound.
(FiengoandMay, 1994:15, (16))

As just discussedthis representatiomloesnot meanthat he is not anaphoricon Superman
Rathey it meanghatthe syntaxdoesnot determinecovaluationin this case.

But what exactly doesit meanfor two NPsto be ‘covalued’? The interpretationof this
term dependon the type of NPsthatare coindexed andthe semanticheoryit is understood
relative to. For example,considerthe casewhereNP1 is a quantifiednoun phraseand NP2
is a reflexive and a treatmentlike Montagues PTQ is beingassumedMontague,1974). In
sucha treatmentcovaluationmeansthat the reflexive rangesover the individual conceptsn
the setof individual conceptghatthe restrictorof the generalizedjuantifierpicks out. Thus,
thereflexive actsasa boundvariable. If NP1is anameandNP2is a reflexive thenthey both
denotethe setof propertiesof theindividual conceptnamed.Theinterpretatiorof reciprocals
is notasstraightforvard, asthey cannotreasonablye construedaspicking outthe samehings
in the modeluniverseastheir antecedentssincethey performsomekind of distribution over
their antecedentd. will discusgeciprocaldurtherin thenext chapter

In the next sectionl will offer aninterpretatiorof indices,alternatvely animplementation
of thellR, in the DiscourseRepresentatiomheory(DRT) of KampandReyle (1993).

5.3 Coindexationin DiscourseRepresentationTheory

The commentsl will make aboutDRT essentiallypresumethe versionpresentedn Kamp
andReyle (1993), but without the syntacticcomponent. Thereare two principal reasondor
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5.3Coindeationin DiscourseRepresentatioiheory

selectingthis strat@y. First, | do not wish to presumethe GPSG syntacticenginethat they

adopt. In fact, the commentsin this sectioncould be incorporatedn a theory of DRT no
matterwhat syntaxit presupposesSecondtheideaspresentedherecould be easilyextended
to modificationsof DRT, suchas UnderspecifiediscourseRepresentatiofheory (UDRT;

Reyle 1993). Sincel amassuminghe standardversionof DRT presentedn the majorwork
in the theory(Kamp andReyle, 1993),1 will not be presentinghe modeltheoryor the well-

formednesgriteriafor DiscourseRepresentatioStructuregDRSs),etc. For thesedetailsthe
readeris invited to consultKamp and Reyle (1993). Furthermore sincel wish to presenta
generathesisabouttheinterpretatiorof indices,| will notbe providing constructiorrulesthat
mapary particularsyntactictheory includingthe onedevelopedhere,into DRSs.

If coindexation entailscoreferenceandis determinedsyntactically thenit is pointlessfor
DRT to recapitulatesyntactichinding conditions,asit doesin the versionof KampandReyle
(1993:233-239).Therefore,| will beassumingonecrucial changeto DRS constructionthat
canbe graftedinto whatever syntax-DRSmappingis beingassumed Namely | assumehat
the syntacticstructureghat are usedfor constructingDRSsbearthe indicesthat are usedby
bindingtheory Thesendicesarealsopresenbnthediscourseonditionsintroducedy certain
nominals.However, theindex hasnomodeltheoretidnterpretationmeaninghatthethemodel
theoryof DRT doesnot have to be adjusted.This meanshatanunresoled DRS would have
thefollowing form.

(5.7) a. John likeshimself.

S
/\
NP, VP
| /\

John V NP;
| |

likes himself

I’ ve useda simplephrasestructuregrammairto give a neutralrepresentatioof the syntax.The
pointis thatthe coindeationinformationis includedin the syntacticstructure.
| assumehe following constrainton coindeation.

3‘GeneralizedPhraseStructureGrammar'(Gazdaretal., 1985)
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(5.8)

Coindexation Constraint

If index(eri) = index(8;),

thenaddto the conditionsetof the highestaccessibl®©RSrefeeni«;) =
refeent(s;).

Definitions:
index(®; ) yieldsi, theindex of ®
refeent(®;) yieldsthediscourseeferentthat ® introduces

This constraintbasicallyaddsa conditionof the form x = y to theinformationin the highest
DRS thatis accessibldgo both x andy, wherex is the discoursereferentof «; andy is the
discourseeferentof g;.

I've left the exactalgorithmthat calculateghe valuesin the Coindexation Constraintpur
posefullyunspecifiedsinceit depend®ndetailsof implementatiorandonthesyntacticheory
thatis beingassumedIn anactualimplementatiorof DRT, this could be achieved via a vari-
ablebindingoperationsuchthatthetwo discourseeferentsaareboundto thesamevariableand
will thusgetinstantiatedo thesamevalue.By examiningcases will shav thatthis constraint
getstheright results.

Thefirst casels whereNP1lis anameandNP2is a coagumentanaphar

(5.9) a. Simon admireshimself.

Xy

Simon(x)
x admiresy
X=y

X

= Simon(x)
X admiresx

Oncetheconditionx =y in thefirst DRSis resohed, the secondDRS s the endresult. It has
theusualmodeltheoreticinterpretatiorsuchthatthesecondRSis truein amodelif andonly
if it is verifiedin thatmodelby someembeddingunction. In this case whatthis amountsto
is that (5.9b)is trueif andonly if thereis a modelin which the individual in the universethat
Simonis mappedo formsa pairwith itself in the setof pairsdenotedoy admires For therest
of the cases] will notdiscusgeventhisinformally) the modeltheoreticinterpretationsince
I am not assuminganything differentfrom Kamp andReyle (1993),to which the readercan
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5.3Coindeationin DiscourseRepresentatioiheory

referif they wish to checkthatthe DRSsgive the correctinterpretationgor the sentencethey
translate.

Next | turnto a casewhereNPL1is a quantifierand NP2 is a reflexive actingasa bound
variable.

(5.10) a. Everycat cleanstself;.

" y
= |
cat(x) X cleansy
X=y
X
= =| X cleansx
caf(x)

Again, this DRS hasthe usualDRT interpretation.The resultswould still be similarassuming
the DRT definitionof generalizedjuantifiery KampandReyle, 1993).

Thefinal setof casedo be consideredare caseof exemptanaphorgleaving reciprocals
aside for themoment)thatthe ACC hascoindexed with somethingelse. The basiccasesare
thoseof pictureNPs,SuperEqui andcontrol?

(5.11) a. Gonzg doesnotlikethepictureof himself.

X

Gonzo(x)
yz

thepicture(y)

- y of z

x likey
zZ=X

4In (5.11b)l am glossingover the presuppositiorattachedo the definite description which would projectit
into themainDRS.
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X

Gonzo(x)
y

thepicture(y)
y of X
x likey

(5.12) a. Craig saysP, tickling himself is fun.

X €

Craig(x)
X saysp
yz

€| ytickling z

X=Yy
y=z
fun(e)

X €

Craig(x)
X saysp

€:| x tickling x

fun(€)
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5.4 ogophoricAnaphors

(5.13) a. Andrew persuaded®Gonzg P, to dance.

Xyz

Andrew(x)
Gonzo(y)
X persuaded p
z

p:| zdance
z=y

Xy

Andrew(x)
Gonzo(y)
X persuadeq p

p:| y dance

Thedetailsof theseDRSsotherthanthe discourseeferentsarelargely irrelevantandaremost
likely partially incorrect. The pointis that syntacticcoindexation, no matterwhatthe source,
leadsto sharingof discoursaeferents.Thisis how thellR is cashedutin DRT.

Although I’ ve not demonstratedhe technicaldetailsof its application,it shouldbe clear
thatthelIR is a promisingrule for semantidnterpretatiorandthatit is sufiiciently generako
beincorporatednto mostsemanticheories.In fact,oncethellR is assumedthena semantic

theoryis free to treatnoncoindg&ed itemsas covaluedor noncwalued,accordingto the dic-
tatesof the theory Thelastcaseto consider specificallywith respectto anaphorsis that of
noncoinda&ed anaphorsl will referto thesecasesslogophoricanaphors.

5.4 Logophoric Anaphors

The term ‘logophoric pronoun’was introducedby Hagege (1974). He obsered that mary
African languagesave particularforms of pronounsthat are usedto refer to an antecedent
whosespeechemotions,or thoughtare beingreported(Hagege, 1974; Sells, 1987). These
pronounshave distinctmorphologicabaradigmsanddifferentrestrictionson their distribution
(Hagege,1974). However, variousauthorshave discussedcasesof nondistinctforms being
usedin alogophoricfashion.For example,this hasbeenproposedor thefollowing reflexives:
Japaneseibun (Sells,1987; Kuno, 1987), Icelandic sig (Maling, 1984; Sigurthsson1986),
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and English -self anaphorqZribi-Hertz, 1989; Reinhartand Reuland,1991, 1993), among
others.

In the extendedbindingtheorypresentedh this thesis,PrincipleA andthe ACCwill coin-
dex mostreflexiveswith ana-commandefThe mostsignificantplacein which thesesyntactic
conditionsdo notapplyis acrossa sentencéoundary Thereforetheonly truly logophoricuse
of reflexivesis whenanexemptanaphois containedn aconstituenthatis in subjectposition.

(5.14)  John wasgoingto getevenwith Mary. Thatpictureof himself, in the paperwould
really anngy her, aswould the otherstuntshe hadplanned.
(PollardandSag,1994:270,(94))

In the original example,himself wasassignedheindex i (Pollardand Sag,1994). However,
thereis noreasorto assumehatthereflexive hasthisindex. Coindexationis addednformation
and must be addedby somemechanism. If no mechanismaddscoindeation, it doesnot
occur And sincePrinciple A andthe ACC do not apply acrosssentencéoundariesthereis
no syntacticcoindexation betweenJohnand himself.

This meanghataccordingo thellR, Johnandhimselfmayor maynotbecovalued.Thus,
it may seemthatthe usualdiscourseprocessearefreeto operaten finding anantecedentor
himself. In DRT, for example,this might meantreatingthe resolutionof himself similarly
to otherpronouns,suchthat himself cantake ary appropriateantecedentso long asthe an-
tecedenis accessibldrom the reflexive’s DRS. However, thereis reasonto believe thatthe
interpretationof noncoindged reflexivesis not asfree asthis. As Pollard and Sag (1994:
266f.) note,thesereflexivesaresolely usedin statingthe point of view of a participantin the
narrative. Thisis witnessedyy theungrammaticalityof anothewversionof example(5.14).

(5.15) *Mary wasquitetaken abackby the publicity thatJohn wasreceving. Thatpicture
of himself; in the paperhadreally annged her, andtherewasnot muchshecould
do aboutit.

(PollardandSag,1994:270, (95))

In (5.15), Johnis accessibldo the reflexive, sincethe discourseconditionintroducedby the
nameis addedo themainDRS.Thereforethereis nodiscourseepresentatiotheoreticceason
thatthis sentenceshouldbe out. But, it is clearthat(5.15) no longerexpressegohns point of
view, sinceit is Mary’s feelingsthatarebeingdescribedln fact,the secondsentences fine if
herselfis usedinsteadof himself.

(5.16) Mary; wasquite taken abackby the publicity thatJohnwasreceving. Thatpicture
of herself in thepaperhadreally anngyed her, andtherewasnotmuchshecoulddo
aboutit.

Now, thediscourses fine,althoughit soundsalittle strangesinceit hasnotbeenexplainedwhy
picturesof Mary shouldgive Johnpublicity. But, supposeMary is a TV evangelistandJohn
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is her estrangedover who hasgoneto the mediawith compromisingphotographsf Mary,
hopingto ruin herreputation.This backgroundnformationimprovesthefelicity of (5.16)and
it is clearthatthereflexiveis in factlicensed.

Similarly, apassindknowledgeof currenteventsduringthesummeiof 1998shouldprovide
thenecessarpackgroundknowledgeto interpretthis slightly alteredversionof (5.16).

(5.17) Bill; wasquite taken abackby the publicity that Monicawasreceving. Thatstory
abouthimself; in thepaperhadreallyanngedhim, andtherewasnotmuchhecould
do abouitit.

| take it thatl don't have to invite thereaderto supposehatBill is an Americanpresidenand
Monicais his estrangediover or whatthe compromisingevidenceis in this case.

As mentionedabove, logophorsareusedto referto a discourseparticipantwhosespeech,
thoughts,or emotionsare beingreported. Point of view is then essentiallythe samesort of
notion. Therefore| presenthefollowing conditionto capturethe behaiour of noncoindeed
anaphors.

(5.18) Condition on Logophoric Reflexives(first version)
A reflexive functionslogophoricallyif it is not coindexed with anotherelement.

Notice thatthis conditionappliesto reflexivesandnot reciprocals.It is uncertainwhetherthe
latterfunctionlogophorically;at least,thereis no mentionof logophoricusesof reciprocalsn
theliterature.In addition,areciprocalin similar discourseso the oneshereis ungrammatical.

(5.19) a. *JohnandMary were nenous, but ecstatic. Thosepicturesof eachotherhad
madethefinal roundof the modelselectioncompetition.

b. *Theboysslinkedin morosely Thosestoriesabouteachothercouldcausealot
of troubleathome.

In eachcase,the useof a pronominalthem or themseles makesthe discoursemuchbetter
However, it is clearthatthetwo discourseserearestill told from the pointof view of Johnand
Mary andthe boys, respecirely. If thereciprocalhasalogophoricuse,it thenremainsmys-
teriouswhy thesesentencesreout, whenthe counterpartsvith reflexivesarenot. This must
be studiedin moredetail,but for now | will restrictmy attentionto logophoricallyfunctioning
reflexives.

Theconditionin (5.18)mustbemademorepreciseby definingwhatit meandor areflexive
to function logophorically Sells (1987) proposeghat the notion of logophoricity must be
brokendown into thefollowing threecomponents:

(5.20)  souRck: onewhois theintentionalagentof the communication.
SELF: onewhosementalstateor attitudethe contentof the propositiondescribes.
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PIVOT: onewith respecto whose(space-time)ocationthe contentof the proposi-
tion is evaluated.
(Sells,1987:457)

Theseare discourseroles that can be specifiedastaking a discourse-internaleferentor the
externalspeakr (theonewho uttersor writesthediscoursenotto be confusedvith SOURCE).
Therolesaremeantto definedistinctdiscourseervironments dependingpn whetherthey take
externalor internalreferents.

Sells(1987:457) proceeddo augmenDRT with theseroles,asfollows. First he addsno-
tationallydistinctdiscourseconditionsto representhethreediscourseoles,andanotationally
distinctdiscourseaeferentto representhe externalspealer.

(5.21) o representSOURCE
¢ representseLF
Q represent®IvoT
Srepresenttheexternalspealer

This allows him to provide thefollowing lexical entryfor the verb say®

(5.22)

Sup

usayp

o(u)
p(u)
o(u)

The ideais that a pure logophoric pronounwill have to have as an antecedenthe referent
thatoneof theserolesis a conditionon. Sells(1987:459) ervisagesthateven nonlogophoric
pronounscanoptionally do this. An example,dueto Sells(1987:459, (40)), will shav best
how thisworksin practice.

(5.23) a. MaxsaidthatLouiselovedhim.

5In this case the external spealkr referent,S, is not doing anything, but it getspicked up by the logophoric
discourseconditionsin certainothercases.
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Sup

Max(u)
usayp

VW

o (u)

o(u)
o(u)

Louise(v)
v lovedw
wW=0

Thelink w = © is meantto indicatethatw takesasits antecedentvhatever the PIVOT role is
predicatef® (Sells,1987:459),whichis u in this case As Sellsmentionsthedirectequality
w = u is alsopossible’

Thedistinctionwith logophorsds thatthey obligatorily take discourseolesasantecedents.
For example,SellsprovidesevidencethatJapaneseibun alwaysbindsto thediscourseamarker
predicatedf PIvoT. Thisallowstheterm‘functionslogophorically’to be cashedut as‘must
have a particulardiscourseole asits antecedent’Thefinal requirementthen,is to determine
whatdiscourseole thesenoncoindged reflexivesrequire. Therole in Sells’ systemthat ba-
sically representpoint of view is SELF. Therefore,| will replacethe previous conditionon
noncoindged reflexives,with thefollowing one:

(5.24) Condition on Logophoric Reflexives(final version)
A reflexive musthave a SELF discourseantecedentf it is notcoindexedwith another

element.

In thebrief discoursesn (5.14)and(5.16)above, in eachcasethe discourseaeferentthatwas
the SELF wasalsothe antecedenof the reflexive andthe discoursewasfelicitous. But, in the

80f course the pronouncan actuallytake ary discoursereferentthatis accessibleput this caseis meantto
illustratealogophoricusage.

"However, he malkes a small mistale in his interpretationof DRT here. He writes “Intuiti vely, the first case
representshe situationwherethe spealker reportswhat Max actually said (‘Lousise loves me’), whereasin the
secondcasethe spealer reportsthe simplefact of the matter(‘Louise lovesMax’)”. In fact, this presupposethat
thelogic thatDRT providesis intensionalwhenit is actuallyextensional.In otherwords, after resolutionof w =
Q, theresultwill bethe conditionw = u. DRT in no way distinguishesiowthis conditionwasarrivedat. In effect,
bothw = © andw = u arethe sameandthe two distinctionsthat Sellsmentionsarelost by the time the DRS is
interpreted.
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infelicitous (5.15),theantecedentf thereflexive wasnot thereferentof the SELF role, andthe
reflexive wasthereforenotlicensed.

Of coursethisisall highly informal. Sellsdoesnot provide amodeltheoretidnterpretation
for hisroles,andto do so hereis beyond the scopeof this thesis. Furthermoretheremustbe
somemechanisnior updatingwhich discourseeferentis the SELF, SOURCE or PIVOT atary
pointin adiscourse.Until thesegapsarefilled in, this is essentialljjust moresyntax.On the
otherhand,pursuingthis systemandits predictionscould be a directionfor future work. At
leastit offersthe hopeof providing anaccounf logophoricity sincethis phenomenois very
sensitve to discoursestructure.

5.5 Conclusion

In thischaptell have providedargumentdor interpretingndicesasnotcompletelydetermining
covaluation. In particular | proposedhe IR, which statesthat coindexation entailscovalua-
tion, but doesnot mentionthe opposingentailment.Giventhe agumentseviewed, this seems
to bethecorrectresult.In thesecondsection/ illustratedtheeffectthatthellR shouldhave in
DiscourseRepresentatioif heory and proposedsomesmall modificationsandthe Coindea-
tion Constraint However, morework hasto bedoneto determingheexactformalizationof this
constraint. Similarly, in the lastsection,| discussedhe notion of logophoricallyfunctioning
anaphorandgave aninformal rule for interpretingthem. By developingthe systempresented
in Sells(1987),it shouldbe possibleto give anexplicit accountof logophoricreflexives,but |
leave this for futurework.

107






Chapter 6

Reciprocalsand Quantification

6.1 Intr oduction

It is temptingto treatthe English reciprocalexpressioneachothett asa kind of quantifier
givenits overt form andits meaning.Indeed,two recenttreatmentof reciprocalexpressions,
Heimetal. (1991)andDalrympleetal. (1998),have donejustthis, althoughin differentways.
However, thereis no consensu®pinion on the quantificationalstatusof reciprocals. In her
treatmentof reciprocals,Moltmann (1992) aguesthat reciprocalsare not quantifiers. It is
thereforenecessaryo systematicallyexaminereciprocalexpressiongor evidencethatthey're
guantifiers. This is not only of relevanceto the semanticof reciprocalsandtheir statusas
syntacticanaphorgi.e. their statuswith respecto bindingtheory). It alsoaffectsour concep-
tion of just which expressionsanfunction as quantifiers,sincethe reciprocalshawvs certain
morphological syntacticand semanticasymmetrieso otherquantificationakexpressionspot
justin English,but alsocrosslinguisticajl.

In this chapterl will performaclassof testsonthe Englishreciprocalexpression.Thetests
broadlyfall underthe headingof quantifierscopetests.Thisrefersto thefactthatin all natural
languageshereis a well documentednteractionbetweenquantifiersandvariousothertypes
of expressionsUUndercertainsyntacticrestrictions guantifierscaneithertake scopeoutsideor
insidetheseotheroperators.Thatis, the quantifiercanbe appliedto a sentenceeitherbefore
or after certainotheroperatorsare appliedto the sentence Most importantly this difference
is truth conditionaland thusis a properpart of the semanticand logical study of sentence
meaning.Therefore quantifierscopeinteractionsareoftenreferredto as“scopeambiguities”,

1Englishalsohasanotherreciprocal,oneanother However, | have yetto seeary datathatreally distinguishes
thetwo. Quirk etal. (1985:p. 364) notethat“[a]lthoughin prescriptve tradition, eachotheris sometimegpreferred
for referenceto two and oneanotherto morethantwo, this distinctionseemdo have little foundationin usag€.
In fact, asthey go on to note, one anotheris consideredmore formal and hencestylistically marked. This is
corroboratedy thefactthatin large corporasuchasthe British NationalCorpus,eachotheroccursfar moreoften
thanoneanother | acknavledgethe factthatit is in mary respectslangerouso make assumptionsf synorymy
and equialent syntacticbehaiour regardingtwo items, but at this preliminary stageespecially | think thatany
potentialdifferencesareminor andshouldnot bethe focusof analysis.
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sincethey leadto anambiguityin thetruth conditionsof a sentencegependingnwhich scope
assignmenis made.Thus,if eachotheris a quantifier it shouldexhibit the sameambiguities
in interpretationasotherquantifiers.If it doesnot, thenonemusteitherrejectthe hypothesis
thatit is aquantifieror independentlyaccountor thelack of ambiguityin eachaberrantase.

6.2 Argumentsfor ReciprocalsasQuantifiers

First, let us look at the evidencethat haspreviously beenput forward for reciprocalsbeing
guantifiers. Therearefour main piecesof evidence: meaningrepresentatiorsuperficialsim-
ilarity to the quantifier each distribution, and scopeinteractionwith propositionalattitude
verbs.Let usexamineeachin turn.

Meaningrepresentatiorefersto thefactthatit seemsstraightforvardto give thesemantics
of the reciprocalusing quantifiedpredicatecalculus. For example,if we wereto take the
antecedentf thereciprocalastherestrictionof a universalquantifier we couldinterpret(6.1a)
asin (6.1b).

(6.1) a. Thegirlslike eachother
b.  VxVy(x #y — likes(x, y))?

Theantecedentf thereciprocal the girls, is providing therestrictionfor the universalquanti-
fiers. Thus,we know thatx andy arerangingover the setof girls in question.In otherwords,
the agumentis that sincethe meaningof (6.1a)can be representedising quantifiers,asin
(6.1b),we have reasorto believe thatthereciprocalis a quantifier

However, asevidencefor the quantificationstatusof reciprocalgor anything elsefor that
matter),meaningrepresentatiors circumstantiabt bestandnowherein theliteratureis it cited
asareasonfor consideringreciprocalsto be quantifiers. On the otherhand,all of the major
treatment®f reciprocalxitedin this chapteusequantifiedpredicatecalculusto representhe
semanticof reciprocals. Therefore,it would be temptingto argue that sincereciprocalsare
readilytranslatedusingquantifiers perhapshey arejustcomplex quantifiersin theirown right.

The secondamgumentis in the samevein and hasbeenproposed,n Fiengoand Lasnik
(1973)andHeim etal. (1991). This agumentis thatit is superficiallyobviousthatthe expres-
sion eachother containsthe word each which is arguably a quantifier Now, we could then
attemptto compositionallyderive the syntaxandsemantic®of eachotherfrom the syntaxand
semanticof eachand other. Theneachotherwould be at leastpartly a quantifier sinceit is
partly derived from a quantifier each

Similarly, it hasbeenamguedin thesetwo papersthat eachothercanbe seenasa caseof
each. .. theotherconstructionsuchas:

(6.2) Eachof thegirls likesthe other

2In (6.1a),’'m assumingfor simplicity’s sale, adomainof discourseestrictecto girls.
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Indeed,it certainlyseemsghatthis equivalenceholdsfor simplecasedike (6.1a)and(6.2).
This leadsus directly to the third algumentfor reciprocalsbeing quantifiers: distributiv-

ity. Givena nounphrasewhosespecifieris a universalquantifier suchaseachor every, the

guantifierdistributesthe predicatdn its nuclearscopeover the elementsn its restriction.

(6.3) a. Eachboy foundapenty.
b. Everyboy foundapenty.

Of course,thesesentencesire scopallyambiguous(with the possibleexceptionof (6.3a)),
but the importantpoint is thatthey both have a distributive reading. Let us saythatthereare
five boys we aretalking aboutin (6.3a—b). Then,the situationsthesesentenceslescribesach
involve five pennies.

A similar effect of distributivity is obseredfor sentencesontainingeachother. However,
in this caseit is theantecedendf thereciprocalwhichis distributedin relationto the predicate
takingthereciprocabsanargument.Forinstancejn thesituationdescribedy sentenc€6.1a),
eachgirl mustlike the otherones. Thus, the predicateof liking the othergirls is distributed
overthesetof girls in question.Sincethereciprocaldistributesin asimilar manneto universal
qguantifiersthis suggestshatreciprocalsarea kind of universalquantifierthemseles. Thisis
orthogonalto whetherthey actually containthe quantifier each(Heim et al., 1991) or just
behae similarly withoutthis beingthe case(Dalrympleetal., 1991,1998)

The fourth pieceof evidenceis the mostcompelling;it hasto do with the behaiour of
reciprocalsembeddedinderpropositionalattitudeverbs. Higginbotham(1980) wasthe first
to obsene theambiguityin sentencesuchas(6.4a),which hasthetwo readingsn (6.4b)and
(6.4c)3

(6.4) a. ChrystaleandCraigbelieve they appealo eachother
ChrystaleandCraigbelieve ChrystaleandCraigappealko eachother

c. Chrystalebelievessheappealdo CraigandCraigbelievesheappealdo Chrys-
tale.

Heim etal. (1991),following Higginbotham(1980), Lebeaux(1983),andChomsly (1986b),
note that this can be viewed as a scopeambiguity so long asthe reciprocalis treatedas a
scope-bearinglement. The readingin (6.4b) resultswhenthe reciprocaltakes narrav scope
with respectto the propositionalattitudeverb believe, whereaghe secondreadingoccursif
the reciprocaltakes wide scope. The two readingsseemsimilar on first inspection but they
areactuallytruth conditionallydifferent. The narrav scopereciprocalreading,(6.4b),involves
eachpersorhaving abeliefabouthim- or herselfand abeliefabouttheotherperson However,
thesecondeading,(6.4c)involveseachpersorhaving beliefsonly abouthim- or herself.

3| will returnto adiscussiorof the plural pronounshortly
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Now, if thisisindeedamatterof ascopenteractionbetweerthe propositionahttitudeverb
believe andthereciprocal thenthisis evidencethatthereciprocals aquantifier Thereasorfor
this is thata quantifieris the kind of thing thatscopallyinteractswith a propositionalattitude
verh A simplifiedexamplesenesto illustrate:

(6.5) a. Chrystalebelievessheappealdo everyone.
b.  Chrystalebelievesthatevery personx is suchthatsheappealgo x.

c. Everypersonxis suchthatChrystalebelievessheappealdo x.

In the narrav quantifierscopereading,(6.5a),Chrystalehasonebelief, but in the wide quan-
tifier scopereading,shehasasmary beliefsastherearepeople(in the contextually restricted
sense)Thus,thisis atruth conditionaldifference albeita subtleone.

The moststriking examplesof this type of interactionbetweenthe reciprocaland propo-
sitional attitudeverbsarethosewhich involve thereciprocalasan agumentof anasymmetric
predicatevhichis thenembeddedh a propositionahttitudecontect. Consider(6.6)and(6.7)#

(6.6) #They aretallerthaneachother

(6.7) They; think they; aretallerthaneachother
(Heimetal.,1991:p. 85, (68—69))

As Heim et al. (1991) obsere, (6.6) is simply a contradiction,sincethe comparatie is a
asymmetrigoredicatethat cant simultaneoushbe true of all of the antecedenset. However,
oncewe embed6.6)in a propositionakttitudecontet, asin (6.7),thereis anoncontradictory
reading;namely if we wereto treatthe reciprocalasa scope-bearinglementthe readingin
which it takeswide scopeover the verb think. Thus,the noncontradictoryeadingis onein
which eachof themthinkss/heis taller thantheothers.

However, a nameor pronoundoesnot exhibit this samekind of behaiour, aswe can
obsere by performinganappropriatesubstititionfor the quantifierin (6.5a¥

(6.8) a. Chrystalebelievessheappealgo Craig/him.
b.  ChrystalebelievesthatCraig/heis suchthatsheappealgo him.
c. Craig/heis suchthatChrystalebelievessheappealdo him.

Truth conditionally (6.8a)is equvalentto (6.8b), sinceeachentailsthe other As long aswe
performno substitutionwith coreferentiahamesthis equivalenceholds.

4In this chapter I'm usingthe hashsignto indicatesemanticanomalyin a sentencahatis syntacticallywell-
formed. I'll usethe questionmarkto indicatea sentencavhosesyntacticgrammaticalityis underquestion,but
which is not obviously ungrammaticakither Finally, I' Il usethe exclamationmarkto indicatea sentencehatis
anomalougprincipally dueto world knowvledge.

5'm assumindherethatthe nameis indeedreferential. The complicationgthat arisefrom mythical or fictional
namesdik e Atlantis or Narniaarenotimportantto the centralpoint here.
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To sumup,whenembeddedindera propositionahttitudeverb,thereciprocalbehaeslike
a quantifierandunlike a nameor pronoun. Therefore we could make the assumptiorthatthe
reciprocalis not a pronoun,but is in facta quantifier with the scope-bearingropertiesthis
entails.

In this section,l have shavn thatthereare four aguments,of varying strengthsfor the
reciprocaleachotherbeinga quantifier The first agumentis aboutmeaningrepresentation:
sincethemeaningof thereciprocalis readilyrepresentedsingquantifiersthenwe could con-
cludethatit is asortof complex quantifier Thesecondarguments from thesimilarity between
thereciprocalandthelesscontrorersially quantificationakach Thethird agumentis thatthe
reciprocal,like universalquantifiers,leadsto a distributive readingof a predicate. The last
argument,is thatlike quantifiersthe reciprocalexhibits a scopeinteractionwith propositional
attitudeverbssuchasbelieve.

6.3 Counterarguments

Althoughthe agumentspresentedn section6.2 aresomeavhatcompelling— particularlythe
argumentsregardingdistributivity and propositionalattitude contexts and scope— thereis
countergidenceavailable.n fact,| will aguethatthe effectsobseredin theprevioussection
canbeexplainedwithouttreatingthereciprocalasa quantifier

Theagumentregardingmeaningrepresentatiors straightforvardly dismissable All that
this agumentclaimsis that sinceit is straightforvard, in simple cases;o representhe re-
ciprocalasan iterationof quantifiers,thenperhapst literally is a quantifier Thus,the only
strongclaimis thateachothercanberepresentedsingquantifierspotthatthis mustbedone.
Indeed this agumentis essentiallyabductve andis basedn the premisethatif thereciprocal
is aquantifierthenit is representablasingquantifiers. Whatwe know is thatthereciprocalis
representableasingquantifiers.We alsoknow thatquantifierscanbe representedsingquan-
tifiers. Therefore until we have evidenceto the contrary we cantentatvely concludethatthe
reciprocalis a quantifier In summarythe agumentfrom meaningrepresentatiors weakbe-
causeof its form asan abductive argument. Indeed,evenif the reciprocalis not a quantifier
thisamumentis not falsified. As aresult,it cannotbethe decisve agumenton this point.

The secondagumenthad to do with the superficialsimilarity betweeneachother and
the universalquantifiereach As mentionedabove, this agumentis particularly exploitedin
FiengoandLasnik(1973)andHeimetal. (1991). Therearetwo counteragumentsn this case.
The first is that superficial,synchronicsimilarity doesnot guarantedikenessof behaiour.
Althoughthe similarity betweenthesetwo formsis probablynot coincendentalthis provides
no guaranteehat, at this pointin time, thereis parity of syntaxor semanticslt is quitelikely
thatthereis somediachronicrelationbetweerthe forms, but this doesnot form an agument
for synchronicsimilarity.
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However, FiengoandLasnikandHeim et al. do not simply claim syntacticand semantic
similarity basedn surfaceform. Thesegpapersessentiallymake the claimthatthe behaiour of
eachothercanin aninterestingandprincipledway bederivedby makingtheassumptiorthatit
literally is composedrom the quantifiereachandthe adjectve otherandthatthereciprocalis,
asaresult,a quantifierin its own right, inheritingthis propertyfrom each Heimetal. (1991)
arguefor ananalysign whichthisis achiezed by launchingeach(via movement)andleaving a
phrasecontainingthetraceof the eachmovementandother(i.e. [e othell). They furtheramgue
that, for the purpose®f binding theory the traceof eachis ananaphorandthereforesubject
to Principle A of the GB binding theory (Chomsly, 1981),whereaqe othef is anreferring
expressionand thereforesubjectto Principle C. They usethis distinctionto explain certain
factsaboutthe “long-distance”scope-takingbilities of eachother, asdiscussedvith regards
to propositionakttitudeverbsabose. Heim etal. usethe nomenclaturédistributor” to referto
this moved eachand‘“reciprocator’to referto the[e othell comple.

The secondobjectionto the similarity algumentstemsfrom empirical data. In a 1994
Linguistic Inquiry paper Dalrymple, Mchombo, and Petersreply to Heim et al.’s analysis.
Theirbasiccomplaintis thattheanalysisHeim etal. give failsto generalizeo language®sther
thanEnglish. The semanticof reciprocalsseemso be uniform acrosslanguagesalthough
mary language®ncodethe reciprocalin morphosyntactiavayswhich arevery distinctfrom
English. Sincethe Heim et al. accountpostulatesa semanticanalysisof reciprocalsthatis
fuelled by their morphosyntactiqroperties(e.g. separatingeach and other, movementof
theseconstituentsandvariouscoindeationpossibilities) |t failsto predictthecross-linguistics
semanticof reciprocalexpressions.The Dalrympleet al. examplescomefrom Chicheva,
which is a Bantulanguage.Chichava encodeshe reciprocalusingan intransitvizing verbal
affix, -an®

(6.9) Mbidzi zi-ku-méry-an-a.
10zebrad 0sM-PRES-hit-RECIP-FV
‘The zebrasarehitting eachother

The resultis that having separatehings encodingthe distributor and reciprocatoris not an
availableoptionin this case.Furthermoreas(6.10)illustrates this is alsoa problemfor Heim
etal.’s analysiswith respecto Danish,whichis historically closelyrelatedto Englishandhas
asimilar syntax’

(6.10) Zebraerne slar hinanden.
zebra.PLU.DEF hit.PRES each.other

‘The zebrasarehitting eachother

6The prefixed numbersin the glossreferto nounclassessMm = subjectmarker; PRES = presentense;RECIP =
reciprocalaffix; Fv = final vowel (Dalrympleetal., 1994:p. 146,fn. 1).
7pLU = plural; DEF = definite.
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This is differentfrom the Chicheva case becauséiinanderis not a verbalaffix. However, it
is alsodifferentfrom the Englishreciprocalin thatthe reciprocalis encodedmorphologically
asoneword. Movement/long-distancdependenc phenomenaanonicallyapply to whole
words, not to word bits. In fact, Heim et al. usethis agumentto handlesomeltalian clitic
phenomenan their own analysis. Furthermore unlike English each the Danishmorpheme
hin is (no longer) a free morphemeand thus never occurson its own. Shortof postulating
emptyoperatorsandsoforth, it is hardto seehow a strict readingof Heim et al.’s proposal
would let usdealwith suchfacts.

Although thesecounteragumentsto the similarity algumentdo not in themseles shav
the reciprocalnot to be a quantifier they do castdoubton thatargumentfor the reciprocals
guantificationalstatus. As such,with respectto this amgument,it is onceagainup for grabs
whetherthereciprocalis a quantifier

Thereare likewise counteragumentsagainstthe agumentfrom distributivity. The first
counteragumentis thatthesedistribution effectscanbe obsered in caseswithout quantified
nounphrase® suchas

(6.11) Thegirls askedaboy to thedance.

This sentenceperhapsdue to world knowledge, prefersa readingin which thereis a boy
for every girl, asopposedo onein which all of the girls asled the sameboy. Perhapst is
controversialwhetherthe girls in this exampleis quantificationabr not. But, the sameeffect
canbeseenfor bareplurals:

(6.12) Vanscarryingemegenq aid arrive atthis village every threedays.

Althoughin (6.12) the distribution is over times, the point staysessentiallythe same. This
sentenceclearly hasa readingin which a differentvan comesevery threedays, as well as
the otherreading,in which a fleet of vans,for example,arrives every threedays. Thus,the
first counteragumenthereis essentiallythatthereareexpression®therthanquantifierswhich
allow distributive readings. Therefore,it is not sufficient to concludethat the reciprocalis a
quantifierbasednits distributive behaiour, sincethereareexpression®therthanquantifiers
which are also distributive. Indeed,given the evidenceseenhere, it could well be thatthe
reciprocalinheritsits distributive propertiedrom its antecedentThen,it would be possibleto
saythatthis distributivity is dueto theantecedemecessarilypeingplural.

Thesecondcounteragumentto distributivity is thattherearecasesn whichthereciprocal
failsto distributefully. Thatis, it is notalwayspossibleor thereciprocalo distributeasingular
objectover the denotationof its antecedentasis possiblefor variousforms of the universal
quantifier asseenin (6.3a)—(6.3bjabove. Williams (1991:163, (12a—b))usedthe following
sentencdo illustratethis point?®

8 Assuminga Kamp-Heimapproacho definites.
Swilliams givesanew noseanasteriskin this sentencel’ ve changedhisto a hash sincethisis whatl'm using
to indicatesemanti@anomaly while reservingthe asteriskfor syntacticungrammaticality
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(6.13) They gave eachothernen noses#anen nose.

Thecrucial contrastoccurswhenwe replacethe reciprocalin sentencg6.13)with a universal
guantifier Thenwe canobsenre thatthe preferencdor plurality on newv noseis reversed.

(6.14) They gave every patient'nev nosesanew nose.

However, even if the nonanomalougonstrual— that eachpatientreceved one nose— is
possiblewith the plural newv noses the singularusages lessmarked. This might be because
thereis thenno risk of confusionwith the pragmaticallyanomaloussituation,in which each
patientrecevesseveralnosesFurthermore(6.14)becomesnarkedly worseif we usethefully
distributive universalquantifiereachwith theplural.

(6.15) They gave eachpatient#nen nosesanen nose.

Thisindicateghatthereciprocalcan,in certaincasesbehae in theoppositewayto quantifiers,
especiallyto the quantifiereach from which FiengoandLasnik(1973)andHeim etal. (1991)
have tried to derive thereciprocal.

Indeed thereciprocalbehaesmuchmorelike aplural nounphrasdn suchcases:

(6.16) They gave thepatientsnen noses#anew nose.

Thus,in bothcounteragumentgo distributivity, we have seerthatthereciprocalbehaesmore
like a plural nounphrasethanlike a quantifiednounphrase.In this secondcounteragument,
we have seenthe reciprocalactually patternoppositelyto quantifiers.In factits behaiour is
closerto thatof plurals. At this point| will notsayarything furtherregardingthis, exceptthat
this doesnot necessarilymeanthatthe reciprocalis itself a plural, sinceit couldbe inheriting
therelevantplural propertiesrom its antecedent.

In conclusionthesetwo counteragumentshave shavn thatdistributivity is nota sufiicient
conditionfor concludingthat the reciprocalis a quantifier sincepluralsalsodistribute. The
seconccounteragumentfurthershavedthatreciprocalsactuallybehae morelike pluralsthan
like quantifierswith regardsto distribution. Thus, with regardsto distribution, it is just as
feasibleto concludethatthereciprocalis a plural asit is to concludethatit is a quantifier

Thefinal agumentfor thereciprocalbeinga quantifierwasthatit interactsscopallywith
propositionakattitudeverbs. The particularlyremarkablesffect occurredwhenotherwisecon-
tradictory reciprocal statementsvere embeddedo yield noncontradictoryreadings,as ob-
senedin (6.6)and(6.7). Butis it thennecessaryo concludethatthereciprocalis a quantifier?

Beforeturningto this case,l’d like to discussthe simplercaseof (6.4a)—(6.4c)repeated
hereas(6.17a)—(6.17c).

(6.17) a. ChrystaleandCraigbelieve they appeato eachother
b.  ChrystaleandCraigbelieve ChrystaleandCraig appeato eachother

c. Chrystalebelievessheappealdo CraigandCraigbelievesheappealdo Chrys-
tale.
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Thisin itself waspartof the agumentfrom propositionalattitudeverbs,sincethis is explain-
ableasa caseof scopalambiguitybetweena narraw andwide scopereadingof the putatively
guantificationalkachother.

However, againthis effectis dueto thereciprocals pluralantecederandnotto therecipro-
calitself. Crucially, if we replacethereciprocalwith anuncontreersially nonquantificational
propername we getthe very sameeffect.

(6.18) a. ChrystaleandCraigbelieve they appeako Weird Tony.
ChrystaleandCraigbelieve ChrystaleandCraigappeako Weird Tony.

c. Chrystalebelievessheappealdo Weird Tony andCraigbelievesheappealdo
Weird Tony.

Assumingcompositionalityin our semanticssincewe only replacedthe reciprocal,andthe
readingspersistedthenthe readingscannotbe dueto the reciprocal. Thus, the actualexpla-
nationfor the putative scopeof thereciprocalis thatthe plural pronouncanbe eitherindexed
with the plural ChrystaleandCraig or with its atoms,Chrystaleand Craig. The detailsof this
mechanisn{for reciprocalsyemainto be worked out, andthe binding of pluralsis a largely
unresoledisssudn bindingtheory but the pointis thatthe apparantlyscope-takindpehaiour
of thereciprocalis actuallydueto its plural antecedent.

Now let’s turn to the moreinterestingcaseof embeddingan otherwisecontradictoryre-
ciprocal statemento yield a noncontradictoryreading. This wasobsered in (6.6) and(6.7)
above, which arehererepeatedor cornvenienceas(6.19)and(6.20).

(6.19) #They aretallerthaneachother
(6.20) They; think they; aretallerthaneachother

The questionis whetherthe explanationregarding plurality and the reciprocals antecedent
extendsto suchcases. For perspicuityand easeof talking aboutthe participants let's use
namesnsteadof thefirst they.

(6.21) #ChrystaleandCraigaretallerthaneachother

(6.22)  ChrystaleandCraigthink they aretaller thaneachother

(6.23) #ChrystaleandCraigthink ChrystaleandCraigaretaller thaneachother

(6.24)  Chrystalethinkssheis tallerthanCraigandCraigthinks heis tallerthanChrystale.

This makesit moreobviousthatthe noncontradictoryeadingis the onewherethereciprocal
putatively takeswide scopeover the propositionakttitudeverb, think.

However, thereis anotherway of thinking aboutthis which tiesin to the discussiorabout
(6.18a)—(6.18c)Again therearetwo construaldor the plural antecedentf thereciprocal the
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pronounthey. The groupconstrualleadsdirectly to semanticanomaly sincewhat Chrystale
andCraigthink is preciselythe contradictory nonembeddedtatementasin (6.19). But, the
readingwherethey is boundin turn to theatomsof the plural ChrystaleandCraig, ratherthan
directly to theentireplural, againyieldsthe desired honcontradictoryeading.

Thus,asin the casewith the counteragumentto distributivity, we againseethatthe prop-
ertiesof the reciprocals antecedentasa plural, can give an explanationof the reciprocals
behaiour without assuminghatthe reciprocalis a quantifier Indeed,sincetheseproperties
areposssesseuy theantecedenivhetherthereciprocalis presenpr not, it is moreeconomical
to explain this datawith thesepropertiesthanit is to postulateadditionalpropertiesfor the
reciprocal.In otherwords,usingtheplural behaiour of theantecedens preferablesincethis
theorypostulateonelessproperty;namely thatthereciprocalis a quantifier

6.4 ScopeTests

In this section,l will go abouttestingthe scopepropertiesof eachother. 1 will testit in five
ervironmentsn whichuncontreersialquantifiersexhibit scopeambiguities:in thepresencef
othercoagumentguantifiersjn neggatedsentencesn modalsentencesn sentencesontaining
adependencbhetweerawH questionword anda coagumentof thequantifier andin sentences
containinganellipsisthatcontainghe quantifier

Thegeneralogic of thesectionis thatif thereciprocalis aquantifier thenit shouldbehae
like onewith respecto scopeambiguities.In particular the generalstratgy will beto make
one scopereadingunavailable, and to seewhetherthe reciprocalcan take the other scope
option. If the reciprocalcantake the other scopeoption, thentheserestricted(i.e. scopally
biased)sentenceshouldbe felicitous. If sucha sentences notfelicitous, thenthereciprocal
cannotparticipatein the given scoperelation. This is corvolutedlogic, sol will turn directly
to anapplicationwhichwill hopefully helpmatters.

6.4.1 Quantifiers

Possiblythe bestknown and mostintuitively obvious caseof scopeambiguityis that which
occursbetweertwo quantifiers.Thus,sentencg6.25a)hastwo readings:
(6.25) a. EverylslamicStudiesstudenteadonebooklastterm.
Theres onebookthatevery Islamic Studiesstudentreadlastterm.
c. For every Islamic Studiesstudent,thereis one book that he or shereadlast

term.

Thestrongreading,(6.25b),is trueif andonly if thereis onebookthatall of the studentgead
(e.g. the Koran). On the other hand,the weakreadingin (6.25c)canbe true evenif every
studenteada differentbook,aslong asthey eachreadatleastone.
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Thesekinds of straightforvard quantifierscopeambiguitiesunfortunatelydo not arisein
reciprocalconstructionsThefactthatthe quantifierin subjectpositionis the antecedendf the
reciprocalobscuregheissue.For example,look at sentence€6.26):

(6.26)  Threeboys like eachother
Supposeave wereto give ageneralizedjuantifierinterpretatiorfor the determinerthree
(6.27) [3l(A)B) =1iff AnNB| >3

Then,usingDalrympleetal.’s RECIP quantifiet?, we couldrepresensentencg6.26)asfollows
(with threeboys having wide scope):

(6.28)  3(boy, A X.RECIP(X, AXY. like(X, ¥)))

This getsus appropriateruth conditionsfor (6.26), but in a strangeway. The representation
in (6.28)combinedwith thetruth conditionsfor the generalizedjuantifierdenotatiorof three
in (6.27)meanthat(6.26)is truejustin casetheintersectionof the setof boys with the setof
thingsthatlike eachotheris greaterthanor equalto three.But, sentenc€6.26)is not making
ary claimsabout“the thingsthatlike eachother”. Rather it is makingthe claim that there
existsthreeboys who like eachother In this respectthe quantifieris actinglike a description
(EwanKlein, p.c.). To putit anothemway, we wouldlike the X thatis thefirst (set)agumentof
RECIP to bethe samesetasthe quantifier3 andits restrictionyield. Thatis, we would like the
samethreebaoysto bethefirst agumentof thereciprocal. However, substitutinghe setof boys
for the setargumentof RECIP doesnot achieve this effect. First of all, we getatype mismatch
for thesecondargumentof 3. The countquantifierrequiresa setasits secondargumentbut the
RECIP phraseyieldsatruth value. Secondgvenif thetype mismatchweresomehw resohed,
the readingof the reciprocalwould now be that all boys like eachother andthis is far too
strong: we only requirethreeboys to like eachother Thus,it is not straightforvard how one
would ensurethat the reciprocalis indeedoperatingon the samethreeboys that satisfy its
antecedent.

Letting the reciprocaloperatortake wide scopeby reversingthe quantifiersyields even
moreincomprehensibility It is hardto conceve how onecould evencomposean appropriate
representationt would have to look somethindik e (6.29),though.

(6.29) REecIp(boy, Axy. 3(boy, like(x, y)))

10This s definedasfollows:

0] Definition of RECIP:
A formulaRrecIP(A, AXy.¢) is trueiff therelationrRECIP holdsbetweerthesetA andthebinaryrelation
of which Axy.¢ is thecharacteristi¢dunction.
(Dalrympleetal., 1998)
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Thelogical representatioin (6.29)indicatesthatthe setof boys is suchthatits memberdike
eachotherandthat, furthermore the intersectionof the setof boys andthe setof thingsthat
like otherthingsis greaterthanor equalto three. Thesearenot the truth conditionsthat (6.26)
requires.

Therefore neither(6.28) nor (6.29) give appropriateruth conditionsfor sentenc€6.26).
It seemsthen,thata reciprocaldoesnot enterinto a scoperelationshipwith a quantifiedan-
tecedentThisis notreally surprising but it doesforcetheconclusiorthateitherthereciprocal
is nota quantifier or it is uniquein notenteringinto scoperelationswith a coagumentquanti-
fier.

But, it is possiblythe casethattheantecedendf thereciprocals justaprivilegedexception
in this respect.lt would be prudentto examinethe potentialscopeinteractionsof reciprocals
with coagumentguantifierghatarenotantecedentslo dothis, we obviously needto examine
a predicatewith morethentwo arguments.Doubleobjectpredicatesandtheir corresponding
dative alternationgrovide suchatestcase.

First,anoteis in orderabouta differencein scopalambiguityin doubleobjectanddative
constructionsAounandLi (1993:29-38)obsere thatwhenwe have quantifiersin the direct
objectanddative objectpositionof aditransitive verbthereis scopeambiguity But, they claim
thatin thedoubleobjectsentencehereis noparallelscopeambiguity Thefollowing sentences
illustratethis phenomenon.

(6.30) Johnassignedneproblemto every student.

(6.31) Johnassignednestudentevery problem.
(AounandLi, 1993:35, (63-64)*

They thusclaimthat(6.30)is ambiguoudetweerareadingvhereoneproblemgetswide scope
(meaning“There is one problemthat Johnassignedo every student”)anda readingwhere
every studentgetswide scope(meaning“For every student,thereis one problemthat John
assignedo thatstudent”). The ambiguitycanbe readily shavn in this caseby the availability
of eitherof thesecontinuationgo (6.30):

(6.32) a. Theproblemwasdifficult.

b.  Theproblemsweredifficult.

Ontheotherhand,(6.31)is unambiguousgiving only the onestudentwith wide scopereading,
and permittingonly a singularcontinuationsentenceo be felicitous (e.g. “The studentfelt
persecutet). It shouldfollow, in thedoubleobjectconstructionthatadirectobjectquantifier
shouldalwaysoutscopenindirectobjectone.

But, it mustbe mentionedthat the methodologyhereis a little questionable.Sentence
(6.31)is notthedoubleobjectalternateof (6.30). The properdoubleobjectalternatevould be:

11They give Larson(1990:604) asthe original sourcefor theseexamples.
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(6.33) Johnassignedvery studentoneproblem.

This sentencés lessclearlyunambiguoushan(6.31),aswitnessedy thefactthatboth(6.32a)
and(6.32b)arepossiblecontinuationf (6.33). Thus,it is unclearwhetherwhatwe have here
is true lack of scopeambiguity It may be the casethatin (6.31), the universalquantifierin
indirectobjectpositionis failing to take scopeover thedirectobject,analogougo the casewe
will obsenre in (6.46)of section6.4.2,wherethe universalquantifierresiststaking scopeover
negation.

But let usfollow Aoun andLi for alittle bit longer This leadsto a surprisingconclusion
aboutreciprocalspn the assumptiorthatthey arequantifiers.Thereis somedisagreemenin
theliterature,aboutwhethera putatively quantificationakeciprocaldirectobjectcanoutscope
aquantifierin indirectobjectposition. Moltmann(1992)writes thatsentencetke (6.34a)are
unambiguoushaving only areadingasin (6.34b),wheresomepresentakeswide scopeand
thusonly permittingsingularcontinuationsentencefik e (6.35a).Dalrympleetal. (1998:23),
on the otherhand,claim that the readingwith eachothertakingwide scope,asin (6.34c),is
“readily available”. They shouldthenfind plural continuationdik e (6.35b)felicitous.

(6.34) a. JohnandMary gave eachothersomepresent.
(Dalrympleetal., 1998:23,(83))

b.  Thereis somepresenthatJohngave Mary andMary gave John.

c. Johngave Mary somepresenandMary gave Johnsomepresent.

(6.35) a. Thepresentvascheapandundesirable.

b. Thepresentsverecheapandundesirable.

However, evenif thereadingthatassignsachotherwide scopeis available,my own intuition
(andthat of othersl have asled) is thata preferredway of makingthe claim that this scope
assignmenémbodiess to usetheplural:

(6.36) JohnandMary gave eachotherpresents.

Thisexampleillustratesthat(6.34a)is amarkedway of communicatinghemeaningn (6.34c).

However, thisis exactlytheoppositeconclusiorfrom theonewewould expectif, following
Aoun andLi, the doubleobjectconstructionis treatedunambiguouslywith the direct object
outscopingheindirectobject. Thatis, sincethereciprocain sentencé6.34a)is in directobject
position,wewould expecttheunmarledreadingio betheonewerethereciprocaloutscopeshe
existentialquantifier Contraryto expectationthe preferredreadingis the onewhich assigns
the existentialscopeover the reciprocal. Therefore,if the reciprocalis indeeda quantifier it
is behaing unlike otherquantifiersby not preferentiallytaking scopeover its indirect object
coagument.
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Onepossibleretuttal to this positionis thatthereis a kind of pragmaticeffect happening
here. Namely one could claim that sinceusingthe plural asin (6.36)is an alternatve way
to to malke getacrosshereadingwhereJohnandMary give eachotherdifferentpresentsthe
useof the singularis preferentiallyinterpretedasgiving the existentialquantifierwide scope.
Thusahearerwill conceve a speakr ashaving usedthe singular“on purpose”,asthe other
meaningis bettercommunicatedy usingthe plural. This agumentis bolsteredby examples
suchas(6.37),whereworld knovledgeprovidesadditionalpragmatidnformationthatdefeats
theinferenceof the existentialindirectobjecttakingwide scope.

(6.37) At thestroke of midnight,JohnandMary gave eachothera diamondring'2.
(6.38) At thestroke of midnight,JohnandMary gave eachotherdiamondrings.

Suchanargumentwouldthenclaimthat(6.37)andits plural counterpart(6.38),have thesame
preferredinterpretationandthis doesseemnto bethecase.

But, the generalstratgy in this chapterhasbeento attemptto force situationswereone
readingis ruled outandto seewhetherthe secondeadingis still available. Sofar, noneof the
doubleobjectsentencethatwe have examinedaccomplishthis, sincein noneof themis there
ary additionalknowvledgewhich malesit impossibldor thereto be morethanoneof theitems
thatthe existentialindirectobjectquantifiesover. Thefollowing sentenceontrolsfor this.

(6.39) #Justover an hour ago, Bill Gatesandthe Sultanof Brunei mailed eachotheran
original VanGoghpaintingcalled The Sunflavers

In this sentencedueto realworld knowvledgeaboutthe speedf mail delivery andthe stipula-
tion thatit is a specific,original Van Gogh,we know that differentpaintingsmusthave been
mailed. Thatis, it is impossiblefor Bill Gatesandthe Sultanof Bruneito mail eachotherthe
samepainting,becaus@neor the otherhasto receve it beforemailing it back,andthis cant
have beenthe case,sincewe know the mailing took placeonly an hour ago. It could be the
case,though,that the existential quantificationis over types. Thatis, thereis one particular
VanGoghpainting,suchthatBill Gatessendghe Sultananinstanceof it andvice versa.How-
ever, thefactthatwe aretalking aboutan original Van Goghmeanghatwe aretalking about
the sametoken painting,sincetherecanonly be oneauthentictoken of ary given Van Gogh.
Thereforetherecanbe no quantificationover types.

My own intuition is thatsentencé6.39)is infelicitous. Thatis, | cannotassigneachother
wide scopeandamtherefordeft with the contradictorystateof affairsin which eitherthetwo
mensomeha mail eachotherthe samepaintingin the spanof anhouror thatthey mail each
othertwo differenttokensof the sametype of painting,andyet bothtokensarestipulatedo be
originals. However, otherswho | have asled have beensplit asto the interpretation.Thatis,

12This exampleis dueto EwanKlein. Thetemporaladjunctis usedto block readingsthathave JohnandMary
giving eachotheraring or ringson differentoccasions.
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somecanassigneachotherwide scopeandfelicitously assigrnthis meaningo (6.39),whereby
the two mensendeachotherdifferentVVan Goghs,both of themoriginals. Anothergroup of
peoplereportedthat the sentencas infelicitous dueto similar reasongo my own. Clearly
moresystematistudyof this constructioris in order Until this canbecarriedout, it is unclear
whether(6.39)shawvs thelack of wide scopefor thereciprocal.

Next | turn to the dative alternationof doubleobjectconstructionsRecallthatthis is the
constructionfor which, following Aoun andLi (1993), we obsened a robust ambiguity as
exemplifiedby sentenc€6.30). Therefore|f thereciprocalis a quantifier we shouldobsere
aclearerscopeambiguityin suchcasesHereis sentencg€6.34a),now renumbere@s(6.40a),
andits datie alternate.

(6.40) a. JohnandMary gave eachothersomepresent.

b. JohnandMary gave somepresento eachother

Again, thereciprocalpatterngn asuprisingmanner On theusualassumptiorthattherecipro-
calis aquantifier sentenc€6.40b)shouldbe moreclearlyambiguoughan(6.40a).However,
if arything, | find that(6.40b)moreclearlyindicateshatthereis oneparticularpresentn ques-
tion. It couldbe claimedthatthis is dueto a specificityeffect yieldedby usingthe determiner
some But, theeffectdoesnotvanish,evenif we usethe perhapdessspecificindefinitearticle:

(6.41) JohnandMary gave apresento eachother

Similarly, 1 find the previously felicitous diamondring sentenc&now markedin its dative ver
sion.

(6.42) #At thestrolke of midnight,JohnandMary gave a diamondring to eachother

Theinterpretation getfor this sentenceés thattheres adiamondring suchthatJohnandMary
simultaneouslyat the strole of midnight) give it to eachother However, this requiremenof
simultaneityconflictswith the notion of transferof possessioimplicit in the meaningof the
verb gave. Thatis, oneof themmusthave hadthe ring first to give it to the otherone,who
thenmusthave givenit back. Thatthis conflictleadsto infelicity is illustratedby thefollowing
sentencewhich usesa verb with differentlexical semantics.This datie verb, shav, canbe
predicatedf two peoplesimultaneously

(6.43) At thestroke of midnight,JohnandMary shaved a diamondring to eachother

The*original Van Gogh” sentenceloesnt fareary better Thatis, | still find it contradictory
in its dative alternate.

(6.44) #Justover anhourago,Bill Gatesandthe Sultanof Brunei mailedan original Van
Goghpaintingcalled The Sunflaversto eachother
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If thereciprocalis a quantifier thenit shouldbehae like otherquantifieddative objects.That
is, it shouldshawv scopeambiguityrelatve to aquantifieddirectobject. Sinceit doesnotreadily
shav scopeambiguityin suchconfigurationsit is nota quantifieraccordingto this test.

In this sectionwe have obsered that simple sentencesvhoseverb is ditransitve in its
dative guisearescopallyambiguousf thetwo internalagumentsof thedative verbarequanti-
fiers. We alsoobsenredthatthe correspondingloubleobjectconstructiorfor the sameditran-
sitive verbis lessclearlyscopallyambiguousThis providedtwo amgumentsagainstreatingthe
reciprocalasa quantifier First, it wasobseredthat,in adoubleobjectconstructionthedirect
objectquantifier(i.e. thefirstagumentaftertheverb)attheveryleastpreferentiallytakeswide
scopeover the indirect object. However, thereciprocalin directobjectpositionpreferentially
takesnarrow scopeundera quantifiedindirectobject. Theargumentis thatquantifiersin such
constructionslisplayagivenscopepreferencelf thereciprocais aquantifier it shouldbehae
like otherquantifieran thisrespectlt doesnot, andthereforewe shouldconcludethatit is not
aquantifier accordingto the doubleobjecttest.

The secondargumentagainsttreatingreciprocalsas quantifierscamefrom the dative al-
ternatesof the sameditransitive verbs. It was obsered above that the dative alternateof a
ditransitve verb is scopallyambiguousf both of the verb’s internal agumentsare quantifi-
cational. The reciprocalon the otherhand,preferseven more stronglyto take narrav scope
whenit’s a dative object. Sinceit doesdisplaythis asymmetryin patterningwe canconclude,
relative to this test,thatthereciprocalis nota quantifier

6.4.2 Negation

Normally, quantifierscantake narrav or wide scoperelative to negation. Thus, we get the
usualambiguityin (6.45),with thetwo readingsn (6.45a)and(6.45b):

(6.45)  Johndidn't flunk threeclasses.

a. TherearethreeclasseshatJohndidn't flunk.

b. It'snotthecasethatJohnflunkedthreeclasses.

ChierchiaandMcConnell-Ginet(1990:232) notethatthe choiceof quantifierdoesmatter
to somedegree. In particular universalquantificationin objectposition hasdifficulty taking
scopeover nggation. Thus,the (a) readingof (6.46)is someavhatstrained.

(6.46)  Johndidn’t flunk every class.

a. Everyclassis suchthatJohndidn't flunk it.

b. It'snotthecasethatJohnflunkedevery class.
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However, givenstrongemphasi®n didn't flunk or anappropriatecontet (6.46a)is a pos-
siblereading.This indicateshatthedifferencebetween6.45)and(6.46)shouldnotbetreated
truth conditionally Furthermoreuniversally quantifiednoun phrasesn subjectposition do
interactwith negation. A sentencdike Everybodydidn't flunk algebraexhibits the ambigu-
ity morereadilythan(6.46). Thus,thedifficulty in objectpositionis not dueto the universal
quantifierperse.

The questionis thenwhetherthe reciprocalexpressioneachotherexhibits this interaction
with negation. Considerthe following sentence:

(6.47)  JohnlovesMary, but JohnandMary don't love eachother

My intuition is that this sentencas grammatical. Indeed,it seemsto have an ironic tone,
sinceit impliesthat Mary doesnt love Johnwithout comingout andsayingit. However, this
sentencas only grammaticalif the reciprocaltakes narrav scopeundernegation. Thenthe
sentencevould meanthatit’ s notthe casethatJohnandMary love eachother

This is perhapseven more olvious if we formalize (6.47)in a simple predicatecalculus
representation.

(6.48) a. Llove(j, m) A —love(j, m) A —love(m, j)

b. 1. love(j, m) A —(love(j, m) Alove(m, j))
2. love(j, m) A =love(j, m) v —=love(m, j) (De Morgan,1)
3. —love(m, j) (Disjunctive Syllogism,2)

If we let the reciprocaltake wide scope,asin (6.48a)thenwe derie a contradiction,which
I've hereindicatedusingthefalsum, L. This happendecauséetting thereciprocaltake wide
scopemeansthat Johndoesnot love Mary and Mary doesnot love John; however, the first
clauseof sentenc€6.47) explicitly deniesthe first conjunct. Therefore,one side of the sec-
ond conjunctionwill always be falseandthis yields a contradiction. On the other hand,by
applyinga coupleof simplelogical equivalencedo therepresentationf thereciprocaltaking
narraw scope we getthe desiredconclusionthat Mary doesnot love John. If the reciprocal
canonly take wide scopeover negation,then(6.47)would be a contradiction.Sinceit is nota
contradictionwe canconcludethatthereciprocalcantake narrav scopeundernegation.

Similarly, the reciprocalcannottake wide scopeover negation, althoughthis may seem
possibleat first. We can shaw this by picking a predicatewhich resultsin a contradictory
readingif negationtakesscopeoverthereciprocalandseeingwhethertheresultingsentences
felicitous. The predicaterelatedto is anappropriateone:

(6.49) a. JohnandMary arenotrelatedto eachother

1. —(related(j, m) Arelated(m, j))
2. —related(j, m) v —related(m, j) (De Morgan,1)

c. 3. -related(j, m) A —related(m, j)
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Letting the negationtake wide scopeover the reciprocalin interpreting(6.49a)leadsto the
representatiom (6.49b). However, dueto the meaningof the predicaterelatedto, if Johnis
notrelatedto Mary, thenMary is not relatedto John. Thus,it may at first blushseemthatthe
truth conditionsof (6.49b)aretoo weakfor this case.Theright truth conditionsareseemingly
givenby (6.49c),whichis thereadingwe getif we let thereciprocaltake wide scope.

However, therearereasondor rejectingthis conclusion. First, (6.49b), on an inclusie
reading,getsthe right truth conditions,so it is certainly suficient!® In fact, the fact that x
beingrelatedto y entailsy beingrelatedto x meansthat (6.49b) guaranteeshe right truth
conditions.On the otherhand,(6.49c)is strange.If the sentences equialentto this reading,
this would meanthatit assertshatJohnis notrelatedto Mary andMary is notrelatedto John.
But thisis too muchinformation;it shouldyield corversationainfelicity. Thefactthatit does
not, indicateghat(6.49c)is notthe correctreadingfor (6.49a).Thus,we canconcludethatthe
reciprocalalwaystakesnarrav scopeundernegation.

6.4.3 wWH words

Anotherscopeambiguityof quantifiersvhich hasbeenmuchstudiedin theliteraturé is their
interactionwith wH wordsin certainpositions.May (1985)obseresof thefollowing sentences
thatthefirst is ambiguouswhereaghe seconds not.

(6.50) Whatdid everyonebuy for Max?
(6.51) Whoboughteverythingfor Max?

With the quantifiertaking narrav scope,sentencg6.50) means‘What thing x is suchthat
everyoneboughtx for Max?”. In otherwords, everyonechippedin and boughtsomething
for Max andthe spealer is questioningwhatthat thing is. The other possibleinterpretation
for (6.50), with the quantifiertaking wide scope,is “For every personx, whatdid x buy for
Max?”. Thisis alsocalledthe pairlist reading,asthe answeris a list of pairsof peopleand
whatthey boughtfor Max. Thefollowing sentencesespecitely illustratepossibleanswergo
the quantifierwith narrav scopereadingof (6.50)andthe quantifierwith wide scopereading.

(6.52) a. Thatrareandexpensve copy of TheCatin theHat.

b.  Mary boughthim a book, Johnboughthim a record,andWeird Tony bought
him abra.

By contrast(6.51)only hasthe quantifierwith narrav scopereadingandit thuscannotreceve
a pairlist answer The differencesbetweensentence£6.50) and (6.51) are likely traceable
to the generalasymmetrybetweenquestioninga subjectand questioningan object(Pesets,
1982).

13BarbaraPartee(p.c.) alsopointsout thatit is uncleawhetherthereis anexlusive ‘or’ in English.
14My principalsourceis May (1985),but alsoseeAoun andLi (1993:chap.2) andthereferencesitedtherein.
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However, this distinction neednot concernus too much. The reasonis that reciprocals
cannotoccurin the positionof the quantifierin (6.50)anyway:

(6.53) *Whatdid eachotherbuy for Max?

Therefore,a digressionis in orderto examinethe possiblescopeinteractionsbetweenwH
wordsandquantifiershatareinternalagumentsof verbs. A straightforvard exampleof such
acaseis aditransitve verblike give.

AounandLi (1993:70-71)amguethatin a doubleobjectconstructionof theform [V NP,
NP,], thefollowing possibleinteractionshold.

(6.54) a. [V NPy(QP) NP,(wH)] (ambiguous)
b. [V NPy (wH) NP(QP)] (unambiguous)

Thus,a sentencdike (6.55a)hastwo possiblereadings.

(6.55) a. Whatdidyou assigneverybody?
(AounandLi, 1993:70, (66a))

b.  Exercise2 from chapter3.

c. Mary, | assigneaxercise2; John,| assigneaxercise3; Weird Tony, | assigned
all of theexercisedn chapter3, becauséne needsheextrawork.

Answer(6.55b)is possiblef everybodyis assignedarrav scopeunderthe wH operator The
otheranswey (6.55c),is only possiblef the quantifiertakeswide scopeover the wH operator
This illustratesthat quantifierscan take either narrav or wide scopewith respectto a wH
operator

We canapplythis samemethodologyto reciprocals Again, the stratgy is to eliminateone
scopereadingfrom contentionandto seewhetherthe otherscopereadingis available. Let's
usethewH versionof the Bill Gates/Sultaof Bruneiexample:

(6.56) a. Whatdid Bill Gatesandthe Sultanof Bruneimail eachotherjust overanhour
ago?
b. #An original Van Goghpaintingcalled The Sunflavers

c. Bill mailedtheSultanapatchfor MicrosoftWindows 95 andthe Sultanmailed
Bill aninterestingobjétd’art.

Herewe've ruled out thefactthat Bill andthe Sultancould have mailedeachotherthe same
thing. Thismeanghattheonly possiblenterpretatiorof (6.56a)is onewhichassigngherecip-
rocal wide scopeandthis is indeeda possiblereading,as(6.56c)attests.Thus,the reciprocal
seeminglycantake wide scopeover a wH operator

However, this seemingwvide scopebehaiour mayagainbedueto distributivity ratherthan
scope. Thefollowing sentencellustratesthat replacingthe reciprocalwith a plural reflexive
(whichis nonquantificational);esultsin the putatve wide scopereadingbeingavailable.
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(6.57) a. WhatdidBill Gatesandthe Sultanof Bruneimail themselesjustoveranhour
ago?
b.  Bill mailedhimselfa patchfor Microsoft Windows 95 andthe Sultanmailed
himselfaninterestingobjét d’art.

Thus, it would be prematureto concludethat the reciprocalcantake wide scopeover a wH
operatorbecausehis effect couldsimply bedueto thereciprocals distributive behaiour asa
plural.

The otherscopeassignmentwith the reciprocaltaking narrav scopeunderthe wH word,
may be available,asthe answerto thefollowing questiondemonstrates.

(6.58) a. Whatdid JohnandMary shav eachotheratthe sametime?
b. Thatdeadsquirrelundertheporch.

c. #Johnshaved Mary the deadsquirreland Mary pointedout the hugewad of
gumto Johnatthe sametime.

Here,the wH operatoris outscopingthe reciprocal,asindicatedby the singularnounphrase
responseFurthermorethe answerwith thereciprocaltakingwide scopeis infelicitous.

Thus, we have seenthat with respectto the wH scopetest, the reciprocalagainbehaes
unlike a quantifier Although it may seemthatthe reciprocalcantake wide scope,this may
be just dueto distributivity. Lastly, example(6.58) shavs thatthe reciprocalcantake narrav
scopeundera WH operator

6.4.4 Modals

Modal contets areanothertype of constructionin which quantifiersexhibit scopeambiguity

By a modalcontet, | meana context which expresseithernecessityor possibility Using

a model with possibleworlds, we caninformally definea propositionas necessaryf it is

truein all possibleworldsandaspossibleif it is truein atleastonepossibleworld. Following

ChierchisandMcConnell-Gine{1990:234),someexamplesof Englishexpressionghatcreate
modalcontets are:

e Modalauxiliaries:can must may, shall, should will , would, might, could
¢ Dispositionaladjectves: e.g. sohable solublg concevable®

e Sententiabdwerbs:e.g. possibly necessarilyprobably

15The modality in theseadjectivesis perhapsemphasizedy the fact that sentencegontainingthem can be
paraphrasedsingthe modalauxiliary can asillustratedby (i) and(ii).

0] This problemis sohable.
(i) This problemcanbe solved.
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I will not be concernedwith all of thesecaseshere. Rathey the stratgy will beto pick a
givenmodalconstructionshav thatquantifiersexhibit scopeambiguityrelative to the modal,
andthenreplacethe quantifierwith areciprocalandcheckwhetherthe reciprocalexhibits the
samescopepossibilitiesasthe quantifier

The modalconstructiorthat| will usefor thesetestsis the epistemicuseof the auxiliary
might, asexemplifiedby thefollowing sentence.

(6.59) Theremightbelife onotherplanets.

Someonavhoutters(6.59)is basicallystatingthatit is consistenwith herknowledgethatthere
is life on otherplanets.Equivalently thespealr is sayingthatit is possible givenotherthings
thatsheknows, thatthereis life onotherplanets.Thus,thepropertreatmenbf epistemianight
in modallogic is throughthe useof the possibility operatoy <.

Next we needto seehow normalquantifiersexhibit scopeambiguityrelative to the modal
might. Thereis a slight complicationin dealingwith modalsthough. Becauseheir logical
interpretatioris capturedn termsof possibleworlds,thetruth conditionaldifferencebetween
modalwide scopeandmodalnarrav scopearesubtle. Therefore,it is a bit moredifficult to
pick onegiven sentenceandshawv thatit is ambiguoussincethe two scopereadingsare not
asintuitively differentasthey arein someothercasegnegation,for example). However, it is
possibleto pick differentsentencethatstronglysuggesbnemodalscoperatherthantheother
In thismanneiit canbeshavn thateitherthemodalor the quantifiercanin principletake wide
scope.

| have chosento usethe quantifierevery for a few reasonsFirst, the universalquantifier
placesa strongrequiremenbon satishction. It is reasonablyclearwhena universally quanti-
fied propositionis true or false. Secondjn casesof strongreciprocity or in casesvherethe
cardinality of the reciprocals antecedenis two, the reciprocalcanbe definedsolelyin terms
of the universalquantifier Thus,ary differencesetweenthe scopebehaiour of a universal
quantifierandthe reciprocalcannotbe attributedto simpledifferencesn choiceof quantifier
Third, althoughthe quantifierall hasbeenamuedto be lessmarked crosslinguisticallythan
every, it hasundesirableggenericreadingsvhenusedin theform [all Xs] andhassimilar side
effectsin its partitive use[all of the Xs]. In ary case the datastill essentiallyworkswith all,
asthereaderis welcometo check.

Thefirst caseis onewherethe quantifierpreferentiallytakes narrav scoperelatie to the
modal.

(6.60) ProfessoPlummight flunk every student.In thatcasethe university administration
will haveto intervene.

Thefirst sentencef (6.60),giventhesecondsentencemustmeanthatit might bethe casethat
ProfessoPlum flunks every oneof his students.Thatis, given our knowledgeof university
administrationswe know that they would not interveneif for every studentProfessorPlum
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mightflunk thatstudent.After all, every studenentersa classwith achanceof flunking. Thus,
(6.60)shawvs thatthe modalcantake scopeover a quantifier

Similarly, a quantifiercantake scopeover the modal. As obsered above (section6.4.2),
every in objectpositiontendsto take narrav scope. However, it is possibleto constructin-
stancesvherethenarrav scopereadingis stronglybiasedagainst.Hereis onesuchinstance:

(6.61) ThethingthatmakesGunnarHablgs’ski jumpingsoexciting is thathemightdie on
every attempt.16

In thisexample thespealeris morbidly andironically commentingon Gunnars incompetence.
Whatis beingsaidis thatfor eachone of Gunnars attemptshe standsa chanceof dying on
that attempt. The otherreading,which meansthatit might be the casethat Gunnardieson
every attempt,doesnt make a wholelot of sense Oncehedieshe’s dead,andhis ski jumping
careeiis sadlyover.

Examples(6.60) and (6.61) thus shav that a quantifiercan take wide or narrav scope
relative to the modal might. The next stepis to checkwhetherthe reciprocalcantake narrav
andwide scope.Again, we mustlook at constructionghatsomehav rule out oneor the other
scopereadingasimpossible.

Thefollowing sentenceasl will explainbelow, shavsthatthereciprocalcannotake scope
overamodal.

(6.62) #JohnandMary mightbeateachotherto thefinishline.

This sentences semanticallyanomalousasit is a contradictionfor Johnto beatMary to the
finish line andvice versa.However, if thereciprocalcouldtake wide scopeover might, (6.62)
would not be a contradiction. This scenariowould be equialentto sayingthat Johnmight
beatMary to the finish line and Mary might beatJohnto the finish line. This is a perfectly
reasonablstatementsinceit is not necessaryor both conjunctsto be confirmedin the same
possibleworld. On the otherhand,thereis no possibleworld in which it canbe the casethat
eachof the two beatsthe other Thus, the fact that sentencg6.62) is anomaloug(i.e. is a
contradiction)shavs thatthereciprocalcannottake scopeover might.

It is alsopossibleto constructa nonanomalousentencehatdescribes scenarian which
themodalmusttake scopeoverthereciprocal.

(6.63) JohnandMary mightbemarriedto eachother

Thepredicatenarryisinherentlyreciprocaljn thesense¢hatmarr y(x, y) entailsmarry(y, x).

So,if Johnis marriedto Mary, thenit mustbethecasethatMary is marriedto John.Therefore,
thereadingwherethereciprocatakesscopeoverthemodal,whichis equvalentto sayingJohn
mightbemarriedto Mary andMary mightbemarriedto John,is tooweak. Thisreadingmakes

16This exampleis dueto JesseTseng.
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theentirepropositiontruesolong aseachconjunctis evaluatedastruein somepossibleworld,
however it is necessaryhat both conjunctsbe evaluatedastrue in the samepossibleworlds.
Onthe otherhand,the modalcantake scopeover the reciprocal. This yields a casewhich is
equialentto JohnandMary beingmarriedto eachotherin atleastonepossibleworld andthis
is clearlywhat(6.63)means.

We thenhave a disparity betweernreciprocalsand quantifierson the modaltestof scope:
guantifierscantake narraw or wide scoperelative to modals whereaseciprocalsanonly take
narrawv scope Furthermoreasremarledearlier thisis atruedifference sincethereciprocaliin
suchcasess definablesolelyin termsof the universalquantifier which waspreciselythe one
we shavedto optionallytake wide or narrav scoperelative to the epistemianodalmight.

6.4.5 Ellipsis

Sag(1976) and Williams (1977) werethe first to (independentlynotice that sentencesike
(6.64a)areambiguoushetweerthe “group” versus‘individual” readingsndicatedin (6.64b)
and(6.64c),respectrely.

(6.64) a. SandygreeteceveryonewhenBetsydid.
(Sag,1976:62,(1.3.12))

b. Sandygreetedeveryoneas a group when Betsy greetedthe samegroup of
people.

c. SandygreeteceachpersorwhenBetsygreetedhatperson.

This differenceis attributed to a differencein quantifierscope. Either the quantifiertakes
separatescopeover the unellidedandellided segments,yielding the individual reading,or it

takesscopeover thewhole sentenceat once,yielding thegroupreading.This is perhapsnade
clearer if we look attherespectie logical interpretationghatDalrympleetal. (1991:26-27)
give for (6.64b)and(6.64c):

(6.65) a. every(x, person(x),greet(sandyx)) whenevery(x, person(x),greet(betsyx))
= (6.64b)

b. every(x,person(x),greet(sandyx) whengreet(betsyx)) = (6.64c)

How exactly the ellipsisis resohed in suchconstructionss the topic of muchcurrentdebate
(seeLappin(1996b)for anoverview).

However, theexactmethodthatis usedfor resolvingtheellipsisis notourconcernWe are
only interestedn observingwhetherreplacingthe quantifierin a sentencesuchas(6.64a)still
yieldsanambiguity Again, the stratgy is to make onescopereadingcompletelyunavailable
andto seewhetherthe sentencas still interpretable.If it is uninterpretablethis signalsthe
lack of scopeambiguity
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Unfortunately of the casesve have looked at sofar, thejudgementdor quantifier/ellipsis
interactionare especiallyfragile. Therefore,we have to make surewe control for all other
variablesandalsosetthe scenen a plausibleandcorvincing manner First, it hasbeennoted
several timesin the past’ thatthereis anambiguitywhenpronounsarereconstructeaspart
of theellipsis. Thisis exemplifiedby (6.64a)andits two differentreadingghatfollow.

(6.66) a. Johnloveshissecreidecodering andBill doestoo.
b.  JohnlovesJohns secredecodering andBill lovesJohns secretdecoderring.

c. JohnlovesJohns secreidecodering andBill lovesBill’ s secretdecoderring.

Thereadingin (6.66b)is referredto asthestrictidentity reading astheidentity of thepronoun
is fixed andthenreiteratedn ellipsis. The otherreading,(6.66¢)is referredto asthe sloppy
identity reading,sincethe identity of the pronounis not fixed, but ratherresohed locally in
eachconjunct.

At the moment,it is anunresoled issuewhetherreciprocalsandreflexives(i.e. syntactic
anaphorsganexhibit this ambiguityor whetheronecanonly gettheslopyy readingwith these
expressionglvan Sag,p.c.). Sag(1976:139-142)notesthatthereis variationamongspealers
regardingwhethersentencesuchasthefollowing have strictreadingqall speakrscangetthe
sloppy reading).

(6.67)  JohnlikedhimselfbeforeBill did.
Sag(1976:139,(2.2.53b))

The issue,then, is whethersuchsentencegan meanthat Johnliked JohnbeforeBill liked
John. Sag(1976: 140) attributesthe variation in judgementsbetweenspeakrsto dialectal
(presumablydiolectal) differences.

In studying the interactionof eachother with ellipsis, it is crucial to control for the
strict/slopyy ambiguityasit may be a confoundingfactorin assessinghe scopeissue,which
is of primary concern.This essentiallyneanghatthe subjectof the ellipsis clauseshouldnot
beanappropriateantecedenfor thereciprocalin the ellipsis,assentencé6.68) exemplifies.

(6.68) JohnandMary sav eachotherwhereBill did.

Presumablythe samespeakr who only assignsloppy readingsto sentenceike (6.67) will

find (6.68) ungrammatical. However, the questionbecomesvhethereven the strict reading
is possiblehere. Well, if we take the strict readingto fix the interpretationof the reciprocal
beforethe ellipsisis resohed, thenthe strict readingshouldbe possible.Thensentencé6.68)
should meansomethinglike Johnand Mary sawv eachotherin the sameplaceas Bill saw
them. Native speakrswho | have interviaved regardingsentencesik e (6.68) have variedon

17For example,seeSag(1976),Reinhart(1983),Dalrympleetal. (1991),0r Lappin (1996b).
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their judgements.Somehave found it ungrammaticalpresumablydueto the reconstruction
problem,while othershave consideredt perfectlywell-formed.

However, the fact that certainspealers do find thesereciprocal/ellipsissentencesvell-
formed allows us to then askwhetherthe reciprocalexhibits ary scopeambiguitiesin such
cases.

First, I will shav that the reciprocalcannottake wide scope. This involves settingup a
situationof which asentencef theappropriatekind canonly betrueif thereciprocalhaswide
scopeandthenshaving thatthe sentencés nottrue.

Imagineagroupof threechildren,Johnty, Billy andMolly, playingacopying gamesimilar
to “Simon Says”. Exceptimaginethatit involvesthe leaderdoing somethingandthe others
copying his or her actions. Maybe we could call it “Dougald Does”. Johnty goesfirst and
smacksMolly upsidethehead.SothenBilly smacksherupsidethe head.Lastly, poor Molly
hasto smackherselfupsidethe head.Now we canpredictthe sinisterdynamicsof “Dougald
Does”: do onto othersasyou would have themdo onto you. Next it's Molly’ s turn, andshe
certainlyknows the dynamicsandseeksrevenge. So, Molly smacksJohnty upsidethe head.
Billy gleefully follows suit,andthenJohniy hasto deseredly do it to himselfaswell. Given
thetime line of theseevents,asshawvn in (6.69) (whereS(x,y) indicatesthatx smacledy), if
thereciprocalcantake wide scope a spealkr shouldbe ableto truthfully andfelicitously utter
(6.70).

(6.69) S(j, m) — S(b,m) —> S(m,m) — S(m,j) —> S(b,j)) — S(,))
(6.70)  Johnry andMolly smacledeachother(upsidethe head)beforeBilly did.

However, this sentenceds not true in this situation. For example, one could not utter it in
responseo the question,“What happenedvhenJohnry, Billy, and Molly played‘Dougald
Does'?”. Similarly, considertheyes/noquestioncounterparof (6.70):

(6.71)  Did Johniy andMolly smackeachother(upsidethe head)beforeBilly did?

Theanswelto this questionis unambiguouslyNo”. Thereis no presuppositioriailureandno
possibility of sayingsomethindike “Sort of” in answering.

Sincesentencg6.70)canonly betrueif thereciprocaltakeswide scopeandit is nottrue,
we can concludethat the reciprocalcannottake wide scopeover the ellipsis. This means
thattheindividual readingis not availablefor reciprocalgsheway it is for attestecjuantifiers.
Thus,this testindicatesthatthe reciprocalis not a quantifier Note thatthe reciprocalcantake
narrav scopeunderthe ellipsis, yielding a groupreading. This is proven by the fact that if
Johnty smacled Molly upsidethe headandthenshesmacled him upsidethe headandthen
Billy smacled eachof them upsidethe headin turn, thenthe answerto question(6.71) is
unambiguouslyYes”.

The testof scopeinteractionwith ellipsis indicatesthat the reciprocalis not a quantifier
If it were, we would seethe samekinds of scopeinteractionsas occurwith quantifiersin
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ellipsis. However, we do not obsere thesesameinteractions.Therefore relative to this test,
thereciprocaldoesnot behae like a quantifier

6.4.6 Summary of the scoperesults

In this section,| have beentestingthe quantificationaktatusof the Englishreciprocalby sub-
jecting it to a variety of scopetests. This is basedon the argumentthatif a reciprocalis a
qguantifier thenit shouldbehae like a quantifier One well-knovn aspectof the quantifier
interpretatioris thatsentencesontainingguantifiersandcertainotherexpression®r construc-
tionsleadto anambiguity This ambiguitystemsfrom whetherthe quantifiertakesnarrov or
wide scoperelative to the otheroperatorin the sentenceThusif thereciprocalis a quantifier
it shouldshav scopeambiguitiedik e otherquantifiers.

| testedthe reciprocalwith respectto five different operators/construcins: coagument
quantifiers,negation, wH words, modals,and ellipsis. The following table summarizeghe
results. It shouldbereadwith thetop cateyory relative to the sidecateory. Thus,the second
cell under“Reciprocals’stateshata reciprocalcantake narrav scoperelative to a quantifier
in indirectposition. Similarly, in thedoubleobjectanddative casesthequantifieror reciprocal
is theargumentthatis notspecifiedor theotherquantifiers.Thus,in therow thatsays‘Dative
objectQuantifier”, the otherquantifieris the direct object. The configurationthathasan “—”
underthereciprocalheademwasnot tested®

(6:72) Scopepropertiesof quantifiersandreciprocals

Operator Quantifiers| Reciprocals
Directobjectquantifier(doubleobjectalternate) ns —
Indirectobjectquantifier(doubleobjectalternate) ws ns
Directobjectquantifier(dative alternate) ws, ns ns
Dative objectquantifier(dative alternate) Wws, ns ns
Negation ws, ns ns

WH word ws, ns ?ws,ns
Modal WS, ns ns
Ellipsis ws, ns ns

Thistableshavs that,accordingo thesetests thereciprocalis mostlikely nota quantifier
In every casewherea quantifierexhibits scopeambiguity the reciprocaltakes narrav scope.
The oneexceptionto this, wH word ervironments,is uncertaindueto the distributivity facts
discussedn section6.4.3. It maybe amguedthatthereciprocalis actuallya quantifier but one

18Thisis becaus@ reciprocalis mamginal in this position. For example:
0] ?JohnandMary shaved somepeopleeachother
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with avery strongnarrav scopepreferenceThis mightbetrue,exceptfor anotherstriking fact
obserablein thistable. Namely whenareciprocalis in thedirectobjectpositionof a double
objectconstruction,it shaws exactly the oppositescopetendeng to what would be similar
guantifiers.

6.5 Conclusion

In this chaptermy maingoalhasbeento determinewvhetherthereciprocaleachotherbehaes
like a quantifieror not. | startedby reviewing variousargumentsfor the stancethatit is a
quantifier in section6.2. Then,in section6.3, | presented/ariouscounteragumentsto this
position.| concludedhatit is moreeconomicato derive the behaiour of thereciprocalfrom
its antecederd’ propertiesasa plural. In the following sections] exploredthe scopeproper
ties of the reciprocalasit interactswith 1) otherquantifiers,2) the negationoperator 3) wH
operators4) modals,and5) ellipsis. Theideawasto testthe hypothesighatthe reciprocalis
aquantifierempirically Theresultof this empiricalstudywasthatthereciprocal with respect
to scope behaesdifferently from quantifierson varioustests.Crucially, on certaintestsit be-
haved exactly in the oppositemannerto quantifiers.Therefore the empiricaldatacastsdoubt
onthereciprocals statusasa quantifier Indeed takingthis dataandthe obserationsregarding
plurality from section6.3, it seemssafeto concludethatthe reciprocalis not a quantifier If
arything, theonusis now on adwocatesof the quantificationabpproacho refutethe empirical
dataandalsocomeup with new datathatshavs the plural approactis not suficient.
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Chapter 7

Summary and Final Remarks

The overarchinggoal of this thesiswasto examine aspectf the syntaxand semanticsof
reflexivesandreciprocals. The main theoreticalframevork adoptedwvasHead-dven Phrase
StructureGrammar(Pollardand Sag,1987,1994). Within this framework, reflexivesplay a
crucialrole in controltheory Therefore the treatmentof binding andcontrol areintimately
tied together Crucially, there have beenrecentchanged¢o HPSGsuchthat a new level of
agumentstructure,which links lexical semanticsand syntax,is now consideredhe proper
representatioonwhichto stateconstraint®nbindingandcontrol(Manning,1996). Thus,this
thesishasnot only beenaboutreflexives,reciprocalspindingandcontrol,but alsonecessarily
aboutthelevel of agumentstructureasrepresentetdy the ARG-ST list.

Therewerefour maingoalsin this thesis.Thefirst wasto extendandrevisethe theoriesof
bindingandcontrol;thesetheorieshadbecomeoroblematicdueto therecentrevisionsin HPSG
with respecto algumentstructure.In chapter2, | presentedhe bindingtheoryin moreor less
its original formulation. The principle of particularinterestto the studyof syntacticanaphora
— PrincipleA — wasthenformalizedasa (necessarilydlisjunctve featurestructureconstraint.
| thendiscussedrariousproblemsto do with exemptanaphorsandlong distancebinding. In
particular | amuedthat exemptanaphoraare not solely subjectto discourseconstraints—
therearedefinablesyntacticconstrainton theseitemsaswell. However, one strengthof the
HPSGbindingtheoryis preciselythatit allows separatiorof canonicalcoagumentanaphora
andexemptanaphora.This later allowed me to formulateconstraintghatinteractdifferently
with eachkind of anaphar In section2.4 | reviewed the major casesof exemptanaphora,
oneof whichin my systemturnsout to be the understoodgubjectof controlledcomplements.
Thisleadnaturallyto adiscussiorof controltheory andin particularManzini's generalization,
which hasto do with locality of controlandin HPSGis capturedvia Principle A. In section
2.5.1,1 explainedhow thislocality is nolongerproperlycapturecncethebindingis construed
to applyatthelevel of agumentstructure.

This led to an extendedtheoryof bindingbeingdefinedin chapter3. | simplifiedthe core
Principle A sothatit is no longerdisjunctive, which avoids the problemsdiscussedn 2.5.1.
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In addition, | adoptedPrinciple Z — following (Xue et al., 1994) — and shaved how this
principle and Principle B togetherconstrainthe distribution of Danishsig. A new type was
positedfor this lexical item (andby extensioncognatdexical itemswith the samebehaiour,
suchas Dutch zich) suchthatit inheritsfrom both the type nonlocal-anaphorand the type
personal-ponominal The advantageof this approachs that it allows certainlong distance
anaphorssuchasChineseziji to belocally bound,while alsocapturingthefactthatthe Ger
maniclong distanceanaphorsnustbelocally free.

The major extensionto the binding theorywasthe addition of the AntecedenCloseness
Constraint. This constraintappliesto all anaphorsmostimportantlyit placesconstraintson
thedistribution andbinding of exemptanaphorslt correctlypredictsbinding possibilitiesfor
anaphorsn SuperEqui-NPdeletions pictureNPs,andspecifierpositions.In somecasesthe
predictionsare quite subtle. The ACC is construedo be a grammaticalconstraint,on a par
with the otherbinding constraints.The extendedbinding theorythat resultswith the addition
of thisconstrainbasicallymeanghatall andonly coagumentanaphorsresubjecto Principle
A. Exemptanaphorsincludingthe subjectsof controlledcomplementsresubjectonly to the
ACC.

In chapter4, | discussedseveral major problemsto do with passie argumentstructure,
control theoryandin particularVissers generalization.| arguedthat the new, nestedargu-
mentstructureproposedn recentwork by Manningandhis colleaguegManning,1996,1997;
Manninget al., 1999; Manning and Sag,1999), which is well-motivated on cross-linguistic
groundsyesultsin severeproblemsfor the controltheoryof PollardandSag(1994).Insection
4.5, 1 recastthe control theoryto be further constrainedy the notion of coreroles, follow-
ing Bresnan(1982). | thenproceededo shav how the new controltheorycaptureghe facts
aboutsubjectcontrol verbsproperly FurthermoreManzini's generalizatiorwasshavn to be
capturedby the AntecedentClosenes€onstraint.

The secondgoal of the thesis,which was to examinethe implicationsthat the revised
binding and control theorieshave for the level of agumentstructure wasessentiallycarried
outin tandemto theseextensionsandrevisions.In chapter2, | aguedthatthe featureARG-sT
canonly sensiblybe construedasa headfeature,suchthat phraseshave agumentstructure,
too. Then,in chapter4, | madeadditionalmodificationsto the level of algumentstructure;
this yielded a level of representationvherevalencechangingoperationsalwaysresultin the
sharingof aguments.Thefirst occurrenceof an agumenton a ARG-ST list is a synsem put
subsequentestedccurrencearerepetitionsof therelevantarguments CONTENT value.

The third goal wasto provide a programfor interpretingindicesand coindeation. In
chapterb, | proposedhelndex InterpretatiorRule, which stateshatcoindexationimplies co-
valuation.Crucially, noncoindgation doesnot entailnoncwaluation.In section5.31 outlined
whatthetermcovaluationandIIR meanin DiscourseRepresentatiomheory | endedhechap-
ter with someremarksaboutthe logophoricuseof Englishreflexives. Following Sells(1987),
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| sketcheda possibleaccountof thesereflexivesin DRT. | concludedthat Englishlogophoric
reflexivesareresohedto the SELF pivot in Sells’ system.

Thefourth andfinal topic treatedwasthe quantificationaktatusof reciprocals.In chapter
6, | discussedhe meritsanddravbacksof treatingreciprocalsaspluralsontheonehand,or as
guantifierson the other Assumingthat parity of behaiour indicatescateyory membershipl|
thensubjectedhereciprocalto five differentscopetests.In eachcase thereciprocalbehaed
differentlyto agumentquantifiers.Therefore) concludedhatthereciprocalis besttreatedas
aplural.

Therearevariousavenuedor futurework suggestety thefindingsin thisthesis.However,
onethemeemepgedon a coupleof occasionsBoth in discussinghe residualproblemsto do
with binding (section3.5) and in sunweying the facts aboutreciprocalsjust mentioned,the
conceptof plurality surfacedas an importantand problematicchallengein determiningthe
distribution andinterpretationof certaincasesof anaphora.Therefore,an interestingavenue
for futurework would be a moreindepthexaminationof plurality andsyntacticanaphora.
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