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Abstract

This dissertation presents a theory of resumption basedeorarstic composition. The theory
achieves a unified explanation of resumptive pronouns apylreising. The basis is two key claims:
1) the pronouns in resumption are ordinary pronouns, 2yak&anguage is resource-sensitive. The
latter is the guiding hypothesis of the dissertation: Resw&ensitivity. It is the claim that elements
of semantic combination cannot be reused or discarded atetiised from the resource logical ap-
proach to the syntax—semantics interface and semanticastigm, in particular Glue Semantics.
The hypothesis is general, but with respect to semantisstité claim that elements of semantic
combinatorics cannot be reused or discarded. Resouras|pigild a useful perspective on linguis-
tic combinatorics in general (phonology, syntax, semaitiout must be constrained by linguistic
theory in order to maintain a linguistically useful notiohResource Sensitivity. It is argued that a
number of proposals in the literature can be reduced to Res@&ensitivity while maintaining their
insights.

The hypothesis is investigated empirically with respeaegumptive pronouns. A detailed de-
scriptive overview of resumptive pronouns is presentedgli@ that resumptives are ordinary pro-
nouns based on their morphological exponence, their irdttion, and their behaviour in a number
of syntactic tests. Resumptive pronouns challenge Res@&easitivity, since they seem to consti-
tute surplus resources for semantic composition. A regsonranagement theory of resumption is
presented, which introduces the licensing mechanism ofag@nresources. Manager resources
remove a pronoun from composition through lexical spedifica associated with complementiz-
ers. Cross-linguistic variation for grammaticized restivgs is explained as lexical variation. The
resource management theory of resumption is integrated_ax@al Functional Grammar syntax
and architecture.

The theory is applied to analyses of resumptive pronounsish,ISwedish and Hebrew. The
analysis of Irish treats both resumptive dependencies #addap dependencies, including diffi-
cult mixed patterns. The analysis of Swedish achieves d noifecation of the Swedish resumptive



system with those of Irish and Hebrew. In each case, a mamageurce that is specified as part
of a complementizer’s lexical entry licenses the resuneptikonoun. The key difference between
Swedish on the one hand and Irish and Hebrew on the other iadicensing mechanism, but
whether the mechanism is local to the top of the unboundedmetive dependency (Irish, Hebrew)
or to the bottom (Swedish). Apparently problematic Swedlislak crossover, reconstruction, para-
sitic gap, and across-the-board extraction data are shwimrfdct support the resource management
theory.

A processing model for production and parsing is proposatekplains certain resumptive-like
pronouns in English and Swedish which are not fully gramamed. The production component
explains how non-grammaticized resumptives are produmetth, in positions that are inaccessible
to fillers and in positions where fillers may freely occur. Téhelanation rests on the LFG treat-
ments of fragments, unbounded dependencies, and islastt&@iots. The parsing model explains a
number of effects observed for English and Swedish resuaplie pronouns. It provides a model
of incremental, partial interpretation that explains whg £nglish pronouns cannot be bound pro-
nouns. It also provides a notion of complexity that explaiegain amelioration effects for English
and Swedish resumptives.

The resource management theory is extended to copy rarskqglish. Copy raising pronouns
are argued to constitute a problem for composition, likeimggtive pronouns. Copy raising pro-
nouns are licensed by manager resources like those thasdicesumptive pronouns, but manager
resources for copy raising are specified in the lexical estfdr the raising verbs involved, rather
than in entries for complementizers. This explains why guege like English can have resump-
tion in copy raising, but lack it in unbounded dependenciesinified theory of resumption which
covers both resumptive pronouns and copy raising is thus\aih

| also consider a class of perception verbs that appareathtenm like copy raising verbs. |
argue that the crucial difference is that the perceptiothv&o not require pronominal copies in
their complements and therefore do not constitute true caiging verbs. The striking similarities
between the two verb classes are explained by their havimgatjcally identical complementation
possibilities, despite their differences in semantic cosifpn with respect to copy pronouns. The
syntax of the copy raising and perception verbs is invettya detail. Their behaviour with respect
to expletives is shown to be particularly challenging fagliistic theory.

vi
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Chapter 1

Introduction

1.1 Resource logic and linguistic theory

This dissertation explores the consequences of a rath@lesimypothesis about natural languages
that has been alluded to or implicitly assumed in much wotk@oretical linguistics yet has rarely
received explicit attention:

(1.2) Natural language is universatlgsource-sensitive

| investigate the hypothesis with respect to the syntaxasgios interface and semantic composi-
tion. | will also briefly discuss it in relation to phonology@ syntax.

As a claim about semantic composition, the hypothesis istheameaning of an expression
is produced by consuming the meaning of each part of the ssjoreexactly once For example,
consider the following sentence:

(1.2) Kim fooled Sandy.

The meanings of the wordsim, Sandy and fooled can each be used to produce the meaning in
(1.3) for sentence (1.2), but it is not possible to disregar meaning ofSandyand to use the
meaning ofKim twice to derive the meaning in (1.4).

1.3) fool(kim, sandy)
(1.4) fool(kim, kim)

Or consider the following example of adverbial modification
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(1.5) This innocent man is allegedly guilty, according tango

We cannot use the single occurrence of the adaédgedlytwice to give (1.5) a meaning equivalent
to that of (1.6).

(1.6) This allegedly innocent man is allegedly guilty, acliog to some.

The two sentences are truth-conditionally distinct, sit®) entails that the man is innocent,
whereas (1.6) does not.

The hypothesis (1.1) is calldglesource Sensitivity derive it here from Glue Semantics (among
others, Dalrymple et al. 1993, Dalrymple 1999, 2001), atph#wat formalizes the syntax—semantics
interface and semantic composition using the resource lagar logic (Girard 1987). Linear
logic is a substructural logic of great importance to prawdry, a subfield of theoretical computer
science and formal logic. Although a resource accountimggeetive on semantic composition has
been implicit in certain proposals, and even occasionalpligt (e.g., van Benthem 1991/1995,
Dalrymple et al. 1993, 1999b, Moortgat 1997, Bouma et al9189uijff and Oehrle 2004b), it has
not previously served as the basis for a research hypothEsé simplicity of resource sensitivity
belies its power to yield substantial empirical, theowdtiand formal gains for linguistic theory.

In Glue Semantics (Glue), lexical items (and possibly amesions, depending on auxiliary
assumptions) contributeeaning constructorsEach meaning constructor consists of a term from
a meaning language paired with a term of linear logic. Semaomposition is handled by linear
logic proofs on the lexically-contributed meaning constous, which serve as premises in the proof.
Since linear logic is a resource logic, every meaning caostr must be used in the semantic
derivation and no meaning constructor may be used more theg & successful Glue derivation
converges on a linear logic term. This will be-dype atom for sentential semantics, but possibly
a more complex term for proofs of subsentential constituéay., relative clauses). Each premise
that contributes to the proof must be used exactly once. Sétranbiguity corresponds to multiple
proofs from the same set of premises.

Resource Sensitivity is best tested by empirical phenortietaexhibit eitheresource deficjt
where there are apparently too few meanings to go arountgsource surpluswhere there are
apparently more meanings than required. Coordination isxample of resource deficit. For ex-
ample, in the following sentence there is a single resouodributed by the subjedtim and two
consumers of this resource, contributeddayiganddanced

1.7) Kim sang and danced.
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Asudeh and Crouch (2002a) provide a generalized Glue Saradnt coordination that allows
coordinators likeandto handle the resource needs of the coordinated consstireatmanner that
is analogous to, but ultimately different from, polymomtuoordination in Categorial Grammar
(Steedman 1985, Emms 1990, Carpenter 1997). Other Glueamadsource deficit issues includes
Kehler et al. (1999) on right-node raising, and Asudeh (2@002a, 2003b) and Asudeh and Crouch
(2002c) on control.

The focus of this dissertation is the opposite problemesburce surplusThe empirical focus
is the phenomenon aesumption The term resumption is standardly associated with resuenpt
pronouns, like the underlined pronodiher’) in the following Irish relative clause example (Mc-
Closkey 2002:189, (9b)):

(1.8) anghirseachar ghoidna siogai i
the girl COMP.PAST stole thefairies her
the girl that the fairies stole away

One of the principal theoretical goals of this dissertai®io extend resumption to includmpy
raising (Postal 1974, Horn 1981, Rogers 1973, Joseph 1976, Pesinauttl Soames 1979). Copy
raising occurs when a raising verb takes a complement teghtactically complete, typically finite,
and contains a pronoun that is obligatorily bound by thangigerb’s subject, as in (1.9).

(2.9) No runner seems like shst ran a marathon.

Copy raising is somewhat limited in English, but it is notdigmically uncommon and is the stan-
dard mechanism for raising in languages that lack claudaitives (e.g., Farsi (Persian); Greek
and other Balkan languages). Intuitively, both resumppirenouns and copy raising pronouns oc-
cupy a position that needs to be left open for semantic coitipos|f the resumptive pronoun were
interpreted just like a normal pronoun, saturating somaraent position, then the scope of the un-
bounded dependency would be sealed off and there would beypdoxcompose in the head of the
unbounded dependency. Similarly, the copy raising venigext must saturate the position in the
semantics corresponding to the copy pronoun, since thiagaierb does not take its matrix subject
as an argument. Despite the similarities between themwhghenomena have resisted a unified
analysis, because resumptive pronouns have standardiyabab/zed purely in terms of unbounded
dependencies. This is problematic for raising, a procesisighexically governed and considerably
more local than an unbounded dependency analysis woulicpré@there is a substantial literature
on resumptive pronouns, but it has been quite difficult te gisatisfactory theoretical definition of
the term, let alone to extend it to copy raising.
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Resource Sensitivity gives a new theoretical perspectiveesumption: resumption is the ap-
parent surplus of a resource contributed by a pronoun. Thegyypothesis approaches resumption
as a problem at the syntax—semantics interface and in plartia problem about the relationship
between syntax and semantic composition. This allows thedtization of the intuition that the
phenomena of resumptive pronouns and copy raising aredelathile maintaining the theoreti-
cal insights that have previously blocked a unified analyisigportantly, the theory presented here
treats the pronouns involved in resumption as just ordipaoyouns. Resource sensitivity predicts
that there must be a special licenser for the pronoun thaucoas the pronoun’s resource.

In the rest of this introduction | consider the problem of digffy the termresumptive pronoun
and consider in a little more detail the resource logic pestpe (section 1.2). 1 go on to discuss at a
fairly intuitive level the empirical predictions and thetical implications of this theory with respect
to resumptive pronouns and copy raising (section 1.3). Tlapter concludes with an outline of the
dissertation (section 1.4).

1.2 A new perspective on resumption

Consider the following two sentences:
(2.10) Every girl thinks that the fairies stole hewray.
(2.11) *Every girl who the fairies stole hemway wept.

The pronoun in the second sentence is a resumptive proncumsdntence is ungrammatical be-
cause the grammar of English does not license this use obprnen(Chao and Sells 1983, Sells
1984). But why is the pronoun in (1.11) a resumptive proneumle the pronoun in (1.10) is not?

What is the definition of a resumptive pronoun? Despite thestsuntial literature on resumptive

pronouns, it has been quite difficult to defirssumptive pronouin a theoretically sound manner

and the term is typically defined only ostensively. In thistgm | discuss why this is so and in the
following section | show how the resource logic perspecsiveds new light on resumptive pronouns
and yields a satisfactory theoretical definition.

1.2.1 Whatis a resumptive pronoun?

The intuitive difference between the pronouns in (1.10) @ndil) is that the latter pronoun occurs
where a gap might otherwise occur. Removal of the pronourd.il] results in a well-formed
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sentence of English in which a gap occurs in place of the ungratical pronoun. Based on this
difference, we might define resumptive pronouns as follows:

(1.12) Resumptive pronoun (definition 1)
A resumptive pronoun is a pronoun that occurs where a gaptroigbrwise occur.

This definition may satisfy our intuition, but it is theowlly problematic. First, the notion of “oc-
curring where a gap might otherwise occur” is inherentlyps$derivational. According to (1.12) we
can only identify a sentence S1 as containing a resumptiveopin if we look at a second sentence
S2 that is identical in every way to S1 except that the prorf@msibeen removed. Transderivational
rules and constraints have been argued against extensgiviilg literature on both empirical and
theoretical grounds (recent work includes Jacobson 1998)sbn and Lappin 1997, 1999, Potts
2001, 2002b, Pullum and Scholz 2001).

Second, even if we grant the transderivationality of (1.1#d}¥ insufficient for well-known re-
sumptive pronoun languages. For example, gaps and resirppbinouns are in near-complementary
distribution in Welsh (Sells 1984, Willis 2000). Anotheragmple comes from Swedish, where re-
sumptives typically occur after a complementizer (Engd&d5). Removal of the resumptive pro-
noun would lead to an ungrammatidélattrace violation (in the dialect of Swedish that is most
widely reported). Palestinian Arabic provides a yet sterngase: gaps and resumptive pronouns
are in complete complementary distribution (Shlonsky 1984s therefore not true that a resump-
tive pronoun in Welsh or Swedish or Palestinian Arabic osaunere a gap might otherwise occur,
because gaps cannot occur in the relevant positions. Indthoesumptive pronoun languages have
at least some environments in which resumptives can ocdunbvhich gaps cannot (Sells 1984).
Thus, a tranderivational reading of (1.12) is not sufficiéihat is required is &ranslinguisticread-
ing: “where a gap might otherwise occur” must be interpretedvhere a gap might occur the
corresponding sentence in another languaddiis might capture the intuition that linguists have
about resumptive pronouns, but it is nonsense as a theadrptistulate: no grammatical theory can
even state a translinguistic constraint. Definition 1 mhetefore be rejected.

Maintaining the intuition that the difference between @.and (1.11) has to do with the un-
bounded dependency (relativization) in the latter, a sedascriptive definition might be attempted:

(1.13) Resumptive pronoun (definition 2)
A resumptive pronoun is a pronoun that occurs at the foot efrdoounded dependenty.

*In different parlance, a resumptive pronoun is a pronounightae tail of anA-chain.
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This is broadly speaking correct, but fails to get at the hefathe matter. In particular, resump-
tive pronouns by and large do not behave as if they are inaypinbounded dependencies, i.e.
filler-gap dependencies. Resumptives are generally remdssensitive (McCloskey 1979, 1990,
2002, Sells 1984), they do not show weak crossover effeatC{dbkey 1990), and they can trigger
different morphological effects from gaps (McCloskey 1938lls 1984). Although this definition
captures a key pre-theoretical intuition about resumptraouns, it leads to several theoretical
complications. We will also shortly see that it is not su#fitily general.

An early theoretical definition cast in Principles and Pagters theory (P&P) was offered by
Sells (1984:16):

(1.14) Resumptive pronoun (definition 3)
A resumptive pronoun is a pronoun that is operator bound.

An operator is avh-phrase or quantified NP in ak-position (i.e., non-argument position).

This definition fails to distinguish between (1.10) and (3.though. Under the theoretical
assumptions of P&P, the quantified subject in (1.10) movestd-position and is an operator at
the level of Logical Form (LF). The definition must be rewatk® exclude LF operators. Sells
(1984:26) realizes this and refines his definition as in (1(a50 see Sells 1987:1).

(1.15) Resumptive pronoun (definition 4)
A resumptive pronoun is a pronoun that is operator boundsitigiure.

The revised definition distinguishes (1.10) from (1.11);, ibis too narrow, both theoretically and
empirically. The invocation of S-structure presumes a rhotlgrammar that is derivational / trans-
formational. The definition therefore fails to extend to rasinatal / non-transformational syntactic
theories, such as Categorial Grammar (Buszkowski et aB,19ghrle et al. 1988, Morrill 1994,
Steedman 2000), Head-Driven Phrase Structure GrammarG@HP@&lard and Sag 1994, Ginzburg
and Sag 2001), and Lexical Functional Grammar (LFG; KaptahBresnan 1982, Bresnan 2001,
Dalrymple 2001} Furthermore, S-structure is not even an accepted levekinatiest version of
transformational grammar (the Minimalist Program; Chomn&R95). The definition in (1.15) is
theoretically narrow and cannot be realized in current $erm

2Some further examples are: Arc Pair Grammar (Johnson anilPk®80), Autolexical Syntax (Sadock 1991),
Construction Grammar (Fillmore et al. 1988, Goldberg 19®)namic Syntax (Kempson et al. 2001), Generalized
Phrase Structure Grammar (Gazdar et al. 1985), Parallaiteature (Jackendoff 1997), Relational Grammar (Perenut
and Postal 1977, Perlmutter 1983), and Word Grammar (Hutigs4, 1990).
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These theoretical objections may be small beer, but theatgrebinding definition (1.15) is also
insufficiently general, a problem it shares with the unbatchdependency definition (1.13). These
definitions fail to cover the intuitively resumptive-likese of pronouns in copy raising:

(1.16) Every baby seemed like she enjoys crackers.
(2.17) *Every baby seemed like | enjoy crackers.

The matrix subject in copy raising must be obligatorily “ey by an appropriate pronoun in the
complement clause. The raising verb does not take the nsthject as a thematic argument. The
subject must be interpreted as the argument of the complecfarse. The obligatoriness of the
copy pronoun indicates that the subject is interpretedarpthsition of the pronoun. Ura (1998) and
Boeckx (2003) have noted that copy raising might be condtasethe A-movement analog fo-
movement resumptives. There is a germ of descriptive tuthis observation, but we will shortly
see reasons for it being unmaintainable as a theoreticilqros

The operator-binding definition (1.15) fails to extend tywoaising because it cannot distin-
guish between copy raising and S-structure binding of amesive, as in (1.11). The copy pro-
noun’s antecedent must be in an A-position at S-structuoedar to satisfy the subject requirement
of English clauses (i.e., the Extended Projection Prieg¢ipThe pronoun is therefore not operator-
bound at S-structure. In terms of operator-binding, cofsing is equivalent to the non-resumptive
sentence (1.10) rather than the resumptive sentence (1.11)

The unbounded dependency definition of resumptive pronalsiosfails to extend to copy rais-
ing. First, copy raising, like infinitival and predicativaising, is a lexically governed property of
certain verbs. For example, in English ordgemand appearare true copy raising verbs. Other
verbs that display superficially similar behaviour (elggk, smell and otherperceptual resem-
blanceverbs) in fact do not require a copied pronoun in their commgliet:

(1.18)  Thora smells like someone has been baking bread.

Second, copy raising (like other forms of raising), is a latependency between syntactic argu-
ments of a particular verb. This is emphasized by the ungramality of attempting to copy-raise
across an intervening subject:

(2.19) *Thora thought that | seemed like she enjoyed cracker

Copy raising should therefore not be analyzed in terms obuntied dependencies, like resumptive
pronouns have been, and should instead be analyzed in ténaising-type dependencies.
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Raising in Principles and Parameters is an instance of Aemewt (i.e., “NP-movement”). An
A-movement analysis of copy raising as subject-to-subjgising has been proposed by Ura (1998)
for Igbo, but it has been criticized on both theory-interaall theory-external grounds (Potsdam
and Runner 2002, Asudeh 2004). A central problem that a memeanalysis of at least English
copy raising would face is that it flies in the face of a key gahegation about English, and possibly
language in general: A-movement out of a tensed clause iegsilgle (the Tensed S Condition;
Chomsky 1973§. Under more recent Minimalist assumptions, the central lprokis why an ele-
ment X would move from a position P when 1) P satisfies all offé&ure-checking requirements
and 2) X satisfies all of P’s feature-checking requirements.

Boeckx (2001, 2003) proposes a Minimalist analysis of rgdiu@ pronouns and briefly men-
tions that it could possibly be extended to copy raising (B®e2001:76—-77,165-166, fn.1), al-
though he explicitly sets this phenomenon aside. His arsalygolves Merging a constituent con-
sisting of a resumptive pronoun and its antecedent and gubseA-movement of the antecedent,
stranding the resumptive pronoun in the base position. Tra@ktforward extension of this analy-
sis to copy raising — Merge of pronoun and antecedent plusespznA-movemenand stranding
— would encounter the same problem as Ura’s analysis: why-so&ement possible out of a
tensed clause?

In sum, it is difficult to give a theoretically acceptable défon of resumptive pronouns that:

1. Relates resumptive pronouns to gaps.

2. Properly distinguishes resumptive unbounded depeieefiom unbounded dependencies
with gaps.

3. Relates resumptive pronouns to copy raising pronouns.

4. Properly distinguishes the relationship between thecaatent and the resumptive in an un-
bounded dependency from the relationship between theed#at and the pronoun in copy
raising.

Given just the first two problems, it is unsurprising thatgitsthe reasonably large literature on
resumptive pronouns very few explicit definitionsresumptive pronouimave been offered, with

3potsdam and Runner (2002) note that although the Tensedd@ti@aris theoretically outdated, it effectively contin-
ues to be part of transformational theory in the Minimalisig?am and holds under Chomsky’s recent theorgludses
(Chomsky 2000, 2001). Phases include tensed clauses ([bRsder for an element to undergo A-movement out of a
phase it must first move to the edge of the phase. Howeveg thero motivation for A-movement to the edge of CP,
since no features of the moved element or landing site neeckifg. In other words, the problem identified using the
descriptive term “Tensed S Condition” can be characterzedirrent transformational theory in terms of phases.
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the term typically defined purely ostensively.

1.2.2 The resource logic perspective

The use of a resource logic for semantic composition in Gem&htics gives a fresh perspective
on resumption that allows resumptive pronouns and copintaonouns to be treated uniformly
while capturing the differences between the two throughinterplay of lexical specifications and
the usual mechanisms for anaphoric binding and unboundsehdencies.

Like other lexical items, a pronoun contributesiaaning constructathat pairs a meaning term
with a linear logic term. The linear logic term is a resourcattmust be properly accounted for in
the semantic derivation. For example, consider the folgwsentence:

(1.20)  Thora said Pelle scratched her.

The transitive verlscratchedcontributes a resource that consumes two other resourtad) are
contributed by the arguments of the veRelleand her.

A resumptive pronoun is just like a non-resumptive pronaguoantributing a resource. How-
ever, in this case the pronominal resource is not consumeatebyerb in semantic composition.
The spot in the semantics that corresponds to the resungtveun must be left open in order for
the displaced head of the unbounded dependency to compthsigsscope. Similarly, a copy rais-
ing pronoun contributes an extra resource, because it isgjne raising verb’s subject that fills the
corresponding spot in the semantics. Without getting iotonkl details, the generalized theoretical
definition of resumption from the resource logic perspecis:

(1.21) Resumption (informal definition)
Resumption is the presence of a surplus pronominal resource

The resumptive pronoun’s resource is surplus to the basipositional requirements of the sen-
tence that it appears in, but it must be consumed by someithiogier for there to be a successful
derivation of the semantics in which all resources are ptp@ecounted for.

Therefore, a resumptive pronoun is only licensed in thegores of a special licenser that con-
sumes the pronominal resource. These licensermarager resourcefResumptive pronouns and
copy raising are unified as cases of an excess pronoun thahssimed by a manager resource.
However, the way in which the manager resource is contribdiffers between the kinds of re-
sumption. In the case of resumptive pronouns, the manageumee is contributed through the
complementizer system. This is theoretically desirahiecesresumptive pronouns are involved
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in unbounded dependencies and it has been well-establtshedomplementizers and their sur-
rounding syntactic material are intimately involved insuependencies. For example, in the Irish
resumptive pronoun sentence in (1.8) above, it is the reBueapensitive complementizar that
contributes the manager resource. By contrast, the managmurce in copy raising is contributed
by the copy raising verb. This too is theoretically desieakince raising is a lexically governed, lo-
cal relation between a verb and its arguments. The posgibfliresumption is in general governed
lexically.

The formalization of resumption is described in the bodyhefthesis, but it does not hurt to dip
in an anticipatory toe. A pronoun contributes the sort oddinlogic resource shown schematically
in (1.22). The linear logic term is paired with a meaning tewhich | leave aside for now. The
connectives are linear implicatior<€) and (multiplicative) linear conjunctiorg().

(122) A—(A®P)

A represents the antecedent of the pronoun Bnckbpresents the pronoun. This treatment of
anaphora is variable-free (Jacobson 1999): the pronourfuiscéion on its antecedent. As a func-
tion, the pronoun consumes its antecedent’s resourcegii§.@ergument’s resource) to yield its own
resource, taking on the antecedent’s meafiidpwever, the pronoun must not consume the only
occurrence of the antecedent’s resource. If it were to dthso, the antecedent could not serve any
further role in composition, be it as an argument, as partfahator, or even as the antecedent of
another pronoun. The pronoun must therefore ensure thanteeedent resource that is consumed
is also replicated, to be used elsewhere.
A manager resource contributes a resource that consumes@npinal resource:

(1.23) [A—(A®P) — (A—A)

The pronoun’s resource is consumed to produce a functiots @miecedert.

A pronoun, its antecedent, and a manager resource togeéhijyst the antecedent: the pro-
noun is removed from compaosition. This is sketched in thepkrfinear logic proof in Figure 1.1
on page 11. The proof uses only two instances of implicatlionimation (modus ponens Corre-
sponding meanings are derived in the associated meaniigg Vagich is not shown here.

4] am being purposefully vague for the moment. The final resifltaking on the antecedent’s meaning” depends on
how the pronoun is bound or takes its reference.

®Notice that consuming the pronoun to produce just the adested, rather than the implicatiod — A, would
replicatethe antecedent resource, illicitly adding an additionglycof the antecedent to the resource pool.
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Antecedent
Lexical contribution$
Pronoun Manager resource
A—(A® P) [A—o (AR P)]—(A—A) Manager resource
y T —og remaoves pronoun

—og  Result of pronoun removal combines with antecedent;
A final result is just antecedent

Figure 1.1: A manager resource removes a pronominal resourc

A note on terminology

| will reserve the termsesumptiveand resumptive pronounfor the unbounded dependency pro-
nouns that have traditionally received these names. TaghviEom common usage at this point
would be confusing and it is in any case useful to have terrasifgally for this kind of resump-
tion. | will also continue to use the ternt®py raising pronourand copy pronoun even though
there is no copying in the analysis | propose, just anaphariding. | introduce the new term
resumption pronouro refer to both resumptives and copy pronouns. | will refenhbounded de-
pendencies that terminate in a gafiber-gap dependencieand ones that terminate in a resumptive
ashinder-resumptive dependencies

1.3 Theoretical implications and empirical predictions

The resource management theory is a unified theory of resommpiat accounts for both resumptive
pronouns and copy raising in resource logical terms, wha@iaining key differences between the
two phenomena that have blocked unified analyses. The amalgats resumptive pronouns and
copy raising pronouns just like ordinary pronouns in terrnigath their syntax and their semantics.
This means that the termmesumptive pronouand copy raising pronourare not theoretical con-
structs, but rather just descriptive labels. Resumptiam@uns as such have been eliminated from
the theory — ordinary pronouns are all there is.

The first two predictions of the analysis are therefore:

1. Resumption pronouns are morphologically identical ta-resumptive pronouns with the

5The antecedent resource contributed here is appropriaget§pee nominal, such as a name. A higher-type binder,
such as a quantifier, introduces a dependency on such acespstead. | leave this issue aside for the time being.
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same case and agreement features (McCloskey 2002).

2. Resumption pronouns inherit any general restrictionpremominal interpretation (Doron
1982, Sells 1984, Sharvit 1999).

Both of these predictions are borne out by the data.

The third prediction of the analysis has to do specificallthw&sumptive pronouns. The analy-
sis treats binder-resumptive dependencies in terms ohanagbinding and resource management.
Filler-gap dependencies are instead treated as involtiugtare-sharing at functional structure,
using the usual LFG mechanisms of functional equality (Eagnd Bresnan 1982) and functional
uncertainty (Kaplan and Zaenen 1989). Binder-resumpthigounded dependencies are therefore
not reducible to filler-gap dependencies. The analysisigiethat:

3. Binder-resumptive dependencies are not island-semsiti

The analysis predicts this because resumptives are adalyzerms of anaphoric binding, a mech-
anism that is not affected by islands. Although some recenkWwas challenged this generalization
(Boeckx 2003), it is generally quite robust and other curmork in the same framework seeks to
maintain it (McCloskey 2002).

Resumption pronouns are licensed by manager resourcese areelexically contributed mean-
ing constructors and are therefore specified in particelacal entries. The analysis is thus solidly
lexicalist:

4. Resumption is licensed through the presence of lexicglcified licensers in lexical inven-
tories.

Theories as otherwise disparate as Lexical Functional &@mHead-driven Phrase Structure
Grammar (Pollard and Sag 1994), Categorial Grammar (Busskiaet al. 1988, Oehrle et al. 1988),
and the Minimalist Program (Chomsky 1995) have convergetherdesirability of locating lan-
guage variation in the lexicon.

Given the uncontroversial premise that lexical specifica@ffects morphological exponence,
the analysis makes the following further prediction:

(1.24) Resumptive licensers may be distinguished by mdoglycor lexical class.

Irish and Welsh have resumptive-sensitive complemerstitert show distinct morphological mark-
ing from non-resumptive complementizers and which havéndtsmorphophonological effects
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(mutations) on subsequent material (Awbery 1977, McClpdi8¥9, Sells 1984, Willis 2000). En-
glish copy raising verb are distinguished by lexical clasdy a very limited subset of raising verbs
allow copy raising $eemandappeay.

Finally, the theory offers an answer to what must be one ot#mtral questions about resump-
tion:

(1.25)  Why are only pronouns used for resumptfon?
Pronouns are the only items used for resumption becausdatieinherent meaning.

The Glue Semantics specification of the linear logic termafpronoun and the way in which pro-
nouns take their antecedents are such that pronouns arelyhiexacal items that can be consumed
by manager resources. Only pronouns can be used in resunfq@g@use they are the only things
that have the correct form to be consumed by manager resouBeg why do pronouns have this
form? They have this form because on a variable-free thebanaphora, such as the one pre-
sented here, a pronoun is a function on its antecedent. Hawihe pronoun must also replicate
the antecedent resource. The answer thus becomes thatipsosi@ used in resumption because of
how they receive their meanings. But why do pronouns redaizie meanings in this manner? Pro-
nouns receive their meanings in the specific manner thaidbé&gcause they lack inherent meaning
and must take on the meaning of their antecedent, throughasan, coreference, or binding. In
other words, pronouns are the only items used for resumptaause they lack inherent meaning.
Pronominal elements can be consumed by manager resousassbat is precisely these elements
whose removal is recoverable from elsewhere in the sensantic

1.4 Outline of the dissertation

Part | - Resource Sensitivity: The Formal Theory
Chapter 2 - An overview of LFG and Glue Semantics

Chapter 2 begins the main part of the dissertation with a@&vewf Lexical Functional Grammar, the

theory of syntax that is assumed throughout, and Glue Sérsatite theory of the syntax—semantics
interface and semantic compaosition which captures thethgses of Resource Sensitivity through
the use of linear logic for semantic composition.

"Epithets in Lebanese Arabic can be used resumptively, lsuttircial property that allows this is the presence of
pronominal information in the epithet (Aoun and Choueird@DAoun et al. 2001).
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In the LFG overview, | first review the grammatical architeet since this will help make
clearer the syntax—semantics interface in LFG with Glue &8#ivs. | then present the syntactic
levels of c(onstituent)-structure and f(unctional)-stuwe in some detail. In the section on con-
stituent structure, | present Toivonen’s theory of phrasectire (Toivonen 2001, 2003), which
I assume throughout the thesis. The section on functionattsire presents the c-structure to f-
structure mapping and the key well-formedness conditienfinctional structures. The c-structure
and f-structure sections are followed by a review of thelleffeemantic structure, which is relevant
to Glue Semantics. In addition to the fundamentals of therthd present reasonably standard
LFG treatments of unbounded dependencies and raising giese will be of key importance in
Parts Il and 1II.

The overview of Glue Semantics will be a little more detailbdth because the theory is less
familiar than LFG and because it lies at the heart of the #tamal proposals that are made through-
out the dissertation. | first present Glue in terms of thewssmlogic that underpins it, linear logic.
| discuss the various linear logic proof rules which are oesible for composition and explore the
Curry-Howard isomorphism (Curry and Feys 1958, Howard 198@ich relates linear logic terms
to terms in the meaning language that represents the tamtitonal semantics. The next section
presents the variable-free treatment of anaphora, simcthéory of anaphoric binding is a crucial
component of the resource management theory of resumplioa.following section presents the
analysis of quantifiers and the proof-theoretic treatmérguantifier scope. Scope ambiguity is
realized as multiple proofs from the same set of premise&setts no syntactic ambiguity posited
and no need for type shifting. Finally, | sketch the comlmnas for unbounded dependencies in
Glue. Example Glue proofs are given throughout the section.

Chapter 3 - The resource-sensitivity of natural language

Chapter 3 lays out the hypothesis of the dissertation, thttral language isesource-sensitivel
first discuss the contribution that substructural logias weke to linguistic theory. | present three
key structural rules aiveakeningcontraction andcommutativityand discuss how these rules define
a hierarchy of logics, some of which are resource logics.

In the second part of the chapter | examine two notions ofuresosensitivity: Logical and Lin-
guistic Resource Sensitivity. The former is a notion of tese sensitivity that comes from resource
logics as characterized by structural rules. The lattehessubstantive hypothesis about language
introduced in (1.1) above. | demonstrate that the relatignbetween Logical and Linguistic Re-
source Sensitivity is real but potentially complex. In patar, the connectives that are present in
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the resource logic affect the relationship between the #though, Logical Resource Sensitivity
forms the basis for Linguistic Resource Sensitivity, thigelarequires further constraints from a
substantive theory of language in the form of a proof goal.

The third and final part of the chapter considers various gsals in the theoretical linguistics
literature which | argue to be implicit appeals to Resoureas8ivity. The proposals | consider
are Bounded Closure in type-driven translation (Klein aad $985), completeness and coherence
(Kaplan and Bresnan 1982), the Theta Criterion (Chomsky},98e Projection Principle (Chom-
sky 1981, 1982, 1986), the ban on vacuous quantification rfGky 1982, 1995, Kratzer 1995,
Kennedy 1997, Heim and Kratzer 1998, Fox 2000), the PriaagblFull Interpretation (Chomsky
1986, 1995), and numerations and the Inclusiveness Condi@homsky 1995). | show that Re-
source Sensitivity not only captures the important ingdiehind these proposals, but also solves
certain empirical and theoretical problems with them. Res® Sensitivity thus paves the way to a
new understanding of these proposals and their potenitmairgition.

Part Il « Resumptive Pronouns

Chapter 4 - A descriptive overview

Chapter 3 identifies and discusses seven core characeo$tesumptive pronouns from a crosslin-
guistic perspective:

A. Resumptive pronouns occur in unbounded dependencies.

B. Resumptive pronouns are interpreted as bound pronouns.

C. Resumptive pronouns are the ordinary pronouns of theukgw
D. Resumptive pronouns and gaps have distinct syntactichdisons.

E. Resumptive pronouns display restrictions on their pritation which gaps do not and which
correlate with restrictions on the interpretation of nesumptive pronouns.

F. Resumptive pronouns do not display certain key chariatiter of gaps.
G. Resumptive pronouns resemble gaps in their interactiinogrtain grammatical phenomena.

Data is considered from a number of resumptive pronoun kages, but primarily Irish, Hebrew,
and Swedish. Property G initially seems to be problematidHe theory, but | show in chapter 7
that it is not.
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| discuss two possible kinds of theories of resumptive pomso The first kind of theory holds
that resumptive pronouns are essentially like gaps, thateiresumptive dependencies involve
similar mechanisms to filler-gap dependencies, or thatmpsiues themselves are alternative real-
izations of gaps (i.e., “spelled out traces”). Crucialhistkind of theory entails that resumptives are
somehow different from non-resumptive pronouns, sincenabpronouns and pronominal binding
are not gap-like. | call this kind of theoryspecial pronourtheory of resumptive pronouns. The sec-
ond kind of theory holds that resumptive pronouns are netdips and that they are instead exactly
like non-resumptive pronouns. | call this kind of theory@dinary pronountheory. The resource
management theory of resumption is an ordinary pronounryhéargue based on the properties
of resumptives and data examined in this chapter that amamdipronoun theory is preferable to
a special pronoun theory on empirical and theoretical giteunThe debate is pursued further in
chapter 7, where certain challenges to ordinary pronourrigeare met.

Chapter 5 - Resumptive pronouns as resource surplus

Chapter 5 presents the Glue theory of resumption that stemsResource Sensitivity and the use
of a resource logic for semantic composition. The logic behhe proposal is this: if a resumptive
pronoun is an ordinary pronoun that constitutes a surplssuree and if Resource Sensitivity is
to be maintained, then there must be an additional consufrtbeg@ronominal resource present.
These are the manager resources discussed in section Bo2e & he problem of resumptives as
resource surplus is explored in detail. | begin by quickljieeing the variable-free Glue theory of
anaphora. Next the resource surplus problem is identifidddiing at how a resumptive pronoun
results in ungrammaticality for English relativizatiorthen introduce manager resources at a fairly
abstract level.

The second part of the chapter deals with incorporating éseurce management theory into
Lexical Functional Grammar. It addresses how manager ressare lexically specified and how
the theory of resumptives interacts with the LFG theory diaumded dependencies. | show that
manager resources can be specified completely locallypekmethe part that deals with anaphoric
binding, which is independently known to be a non-local pesc | also address a potential alterna-
tive LFG analysis and argue that it is problematic.

The third and final part of the chapter considers the thezaleiinplications and empirical pre-
dictions of the analysis, as sketched in section 1.3 abote. chapter closes with a consideration
of how the characteristics of resumptive pronouns that wnetified in chapter 4 are explained on
the resource management theory.
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Chapter 6 - Resumptives in Irish

Chapter 6 is the first of two chapters that apply the resourapagement theory of resumptive
pronouns in empirical analyses. This chapter applies tberyhto the analysis of Irish unbounded
dependencies. The central mechanism of manager resosres®edded in a lexicalist analysis of
the Irish complementizers, which register filler-gap defsaries 4L), binder-resumptive depen-
dencies &N), or simple embedding with no unbounded dependegoy (McCloskey 1979, 1990,
2002). | begin by looking at the core patterns of unboundgutddencies, which are as follows:

(1.26) [cpal ...[cpal ...[cpalL ... _ ...

(2.27) [cpaN...[cpgo...[cpgo...pro ...]l

The filler-gap complementizeaL typically marks the dependency from the top to the bottone Th
binder-resumptive complementizeN typically marks the top of the dependency, with the neutral
complementizego marking lower positions.

LFG’s Extended Coherence Condition (ECC) requires thabuntied dependencies be properly
integrated into the grammatical representation (Zaen&0,1Bresnan and Mchombo 1987, Fassi-
Fehri 1988). This can be done either by functional equalgy,structure-sharing of a value between
two grammatical functions at the level of functional struret or by anaphoric binding (Bresnan and
Mchombo 1987). Both of these mechanisms are independemiliyated aspects of LFG theory. |
argue that the Irish complementizerks andaN play a crucial role in satisfying this well-formedness
condition.

The role of the filler-gap complementizal is to ground the unbounded dependency in the
structure containing the gap andpassthe dependency between successive complement clauses
until the filler is reached. The complementizer performs thie through functional equality. The
effect is analogous to that of successive-cyclic movemarttwithout any movement transforma-
tions. The result is proper integration of the unboundecdeddpncy into the grammatical repre-
sentation and satisfaction of the ECC. The successivergpesithe filler-gap dependency results
in marking of each intervening clause wisth.. | show that the island-sensitive nature of filler-gap
dependencies in Irish follows directly.

The binder-resumptive complementizg\ also grounds an unbounded dependency, but it does
so by anaphoric binding of a resumptive pronoun. It contébla manager resource and permits
construction of a valid linear logic proof with no left-ovpronominal resource. The anaphoric
dependency between the binder and the resumptive occureuwisuccessive passing, which ac-
counts for the marking pattern of a sing#l at the top of the dependency and for the lack of island
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sensitivity of Irish resumptives, since anaphoric bindmgot island-sensitive.

The analysis is extended to deal with the “mixed chains”wised by McCloskey (2002). These
constitute a challenge to analyses of Irish, because thenéxed marking of unbounded dependen-
cies, as follows:

(1.28) Pattern 1

[cpaN...[cpaL... ...

(1.29) Pattern 2

[cpal ...[cpaN...pro ...]]

(1.30) Pattern 3

[cpaN...[cpaN...pro ...]]

Pattern 1 has an occurrence a¥ but no resumptive pronoun. Pattern 2 has an occurrence of
aL but no gap. Pattern 3 has multiple occurrences/df but only one resumptive pronoun. |
show that Pattern 2 falls out of the analysis of the core patteThe complementizeaN grounds

the unbounded dependency by binding a resumptive, and thelementizeral passes up the
dependency and integrates it with the filler.

Patterns 1 and 3 pose a challenge to the resource logic @ppi@aesumptives, because there
are more occurrences alN than there are pronominal resources. The manager resduheesingle
aN in Pattern 1 and one of the twaVs in Pattern 3 will therefore not find a resumptive pronoun
to consume and there will be proof failure due to a left-ovanager resource. The solution is to
add the capacity to pass an unbounded dependenaif'solexical entry. WheraN is passing an
unbounded dependency, it must actually find one to pass iwer lolause. The passirg\ does
not consume a resumptive pronoun, because this is a cormunoit grounding the dependency.
Patterns 1 and 3 now follow: a highalN picks up an unbounded dependency that has either been
grounded or passed by a lowat or aN. However, the dependency passing, like the dependency
grounding, is accomplished via anaphoric binding, not fimmal equality.

The resulting theoretical picture is shown in Table 1.1 ogepd9. Both complementizers act
to satisfy the Extended Coherence Condition by integrasingunbounded dependency into the
grammatical representation. The two complementizersfgatie ECC in each of the two ways
that have been independently proposed in the literature cbmplementizeal uses functional
equality andaN uses anaphoric binding. There is further symmetry betwleeromplementizers,
in that each performs a passing and a grounding functionre#pect to its unbounded dependency.
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The acyclic nature of resumptive dependencies follows fileenmechanism of anaphoric binding,
which is always acyclic.

Role Relative to Position
Not bottom | Bottom | Method | Cyclic? |
aL Passing Grounding Functional equality]  Yes
aN Passing Grounding Anaphoric binding No
Resumptive licensing

Table 1.1: The role of Irish complementizers in unboundgekddencies

The third section closes with a discussion of the predistiohthe theory for Irish, directions
for future work and a detailed comparison to the recent Malish analysis of McCloskey (2002).
A key difference between this theory and that of McCloske30@) is that the resumptive licensing
mechanism is derived from semantic composition and theretself properly accounts for the
semantic composition of binder-resumptive dependendigscontrast, ensuring proper semantic
composition presents various complications for McClo&kapalysis.

Chapter 7 - Resumptives in Swedish and Hebrew

Chapter 7 presents the second empirical application ohtt@ry to analyses of resumptive pronouns
in Swedish and Hebrew. Swedish resumptives have provemiafipaifficult to assimilate to other
kinds of resumptives (McCloskey 1990). The theory preskhtre is shown to essentially dictate
such an assimilation, though. | present new data on Swedidlslaow how the theory can bring
Swedish resumptives in line with Irish and Hebrew resungstiwvith the result that they do not
constitute a different class of resumptive. The theory tuides us to a unification of previously
heterogeneous facts.

The chapter begins with the analysis of resumptives in Sshedifirst review various environ-
ments that have been identified as hosting resumptive prenand set all but one aside, following
Engdahl (1982). | return to the three other kinds of resuepgironouns in chapter 8, where |
argue that they are processing effects due to complexitpfacThe true resumptives in Swedish
are identified as occurring after lexical material in the-friphery of CP, i.e. after eh-phrase
in SpecCP or after an overt complementizer th Cfirst present a structural account of Swedish
resumptives, but ultimately reject this in favour of a letianalysis. The lexical analysis upholds a
recent conjecture by McCloskey (2002) that the sole diffeecbetween languages with grammati-
cized resumptive pronouns and those that lack resumptvasriatter of lexical inventories. This
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proposal is appealing because it attempts to reduce ariatith respect to resumptive pronoun
licensing to lexical variation, which is independently essary and which builds on the increasing
lexical bent of most modern linguistic theories.

| also present dialect data from the Swedish spoken oAlkied Islands AlandssvensRa This
data shows two things. First, there are speakev%la:ﬁdssvenskwho do not require resumptives
after overt complementizers in"@ut do require them after material in SpecCP. This motivates
analysis involving two related lexical items that indepemitl pick out these cases, rather than a
single lexical item that refers to a generalization oveidakmaterial in SpecCP and’Csuch as one
refering to COMP. This dialect data therefore lends furthgsport to the splitting of COMP into
SpecCP and € Second, certaidlandssvenskdialects do not havéhat-trace violations. Speakers
thus allow resumptive pronouns in the same environmentsgs. ggased on thilandssvenskeli-
alects, | construct an argument against Last Resort theofieesumption (among others, Shlonsky
1992, Aoun et al. 2001).

| next turn to various challenges that Swedish poses fordinany pronoun analysis of resump-
tion. These have to do with certain apparently gap-like priogs of resumptives in weak crossover,
reconstruction, across-the-board extractions from donated structures, and parasitic gap construc-
tions. | argue that the weak crossover facts in Swedish haga misanalyzed due to artefacts of
the theory used for the original analysis (Engdahl 1985 Wiak crossover patterns for Swedish
are in fact exactly what an ordinary pronoun theory wouldifmteand match those which have been
reported for other languages.

| then look at reconstruction, parastic gaps, and acras$fdard extraction. | argue that the
original reconstruction arguments for Swedish were basedam-grammaticized resumptives. |
then present new data from scope reconstruction that shmtsSivedish resumptives block re-
construction, as one would expect on an ordinary pronouaryhd next point out that although
the resource management theory of resumption treats reéisempponouns as ordinary pronouns in
the syntax, resumptives resemble gaps at the proof-thedegtl (i.e., in the linear logic proofs
that perform semantic composition) and at the model-thieolevel (i.e., in the meaning language
side of Glue meaning constructors). This means that theytheam in fact handle the behaviour
of Swedish resumptives with respect to parastic gaps andiAffi#se are shown to crucially in-
volve semantic composition or truth-conditional semamntlshow that both cases in fact do involve
semantic composition (i.e., the proof level) and therefupport the theory. The case for ATB
is based on previous work by Asudeh and Crouch (2002a). Iskstch a new Glue analysis of
parasitic gaps that builds on previous work by Steedman7188d Nissenbaum (2000).
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Having presented the application of the theory to Swedishnaet certain apparent challenges,
| give a brief analysis of Hebrew that nevertheless handissmptive pronouns in both fronted and
unfronted positions. | also sketch how the analysis canigeoan explanation of dialectal variation
in Hebrew for resumptive pronouns iwh-questions. | show that the analyses of Irish, Swedish, and
Hebrew reveal a much more coherent picture of their reswaptionouns than has previously been
achieved. All three languages involve local licensing bynager resources. The key difference
between the three languages is that Irish and Hebrew manegmurces are local to the binder at
the top of the binder-resumptive dependency, whereas Stvedanager resources are local to the
resumptive pronoun at the bottom of the dependency.

I end the chapter with a final argument against special prottweories of resumption. The form
of the argument is simple. If resumptive pronouns are ugitgly gaps (or distinct from pronouns
in some other way), then their morphological form is perhagslictable given assumptions about
morphological realization in certain theories. Howevietain be shown that the putatively underly-
ing gaps are also interpreted like pronouns and not like.geis would be completely unpredicted
if resumptives are underlyingly gaps. If this were truenthesumptive pronouns should be inter-
preted like gaps, whatever their surface form, becausekiidsof interpretation is not affected by
surface form, late lexical insertion, or PF effects. | shtwattSwedish resumptives, which have
formed a paradigm case for the underlying gap view, are atsogreted like ordinary pronouns.

Chapter 8 - A processing model

Chapter 8 presents a processing model fmcessing-resumptives- i.e., resumptive-like uses
of pronouns (and other nominals) that are not licensed bythemar. | argue that processing-
resumptives arise through normal constraints on produetiml can be accommodated under certain
circumstances in parsing. They contrast vamtactic resumptivesvhich are fully grammaticized
resumptive pronouns that are grammatically licensed daugito the resource management theory
of resumption.

The processing model includes both production and parsingponents and is based on the
following assumptions:

(1.31) 1. Production and parsing are incremental.
2. Incremental production and parsing constitacally well-formed structures.

3. Global well-formedness applies only to the output of picitbn and parsing.

4. Production and parsing are constrained by memory liroitat
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These are all assumptions that are supported by the psgghtic literature, although the model
itself has not yet been tested experimentally.

The chapter begins by considering how resumptive pronaur&nglish {ntrusive pronouns
Sells 1984), are produced in the first place (section 8.1tlis argued that they are not licensed
by the grammar at all, but arise from incremental productidhe production model is based on
the notion of fragments in LFG (Bresnan 2001:79-81), whibbmaa definition of locally well-
formed structures. | argue that in producing locally weliried structures that are consistent with
the production plan speakers have two options. The firsbopsi to integrate the filler, resulting in
fully locally and globally well-formed structures. The sed option is to insert pronouns and other
nominals in positions where a filler ought to be integratethisTeads to local well-formedness,
even though the overall result is global ill-formednesswideer, since production is incremental,
such productions can nevertheless be uttered.

If the filler integration site is inside an island, integoeatiof the filler is blocked. This means
that the only choice for constructing locally well-formetlugture is to insert in the gap position
in the island a pronoun or other nominal that is consisteitt thie production plan and local well-
formedness. This structure is nevertheless globallyiidfed according to the grammar. The model
thus explains recent observations in the experimentahtitee that despite producing processing-
resumptives both in island environments and in non-islanirenments, speakers judge the exam-
ples to be ill-formed.

The parsing model explains how processing-resumptivepansed despite their ungrammati-
cality. Three major subclasses of processing-resumpévesdentified: island-resumptives, ECP-
resumptives, and complexity-resumptives. The notion ahglexity-resumptive covers the dis-
tance amelioration effects for processing-resumptivesenied by Erteschik-Shir (1992) but is a
more general notion that includes other measures of priogessmplexity. Island-resumptives
are processing-resumptives inside islands and ECP-rdsm@®mpre processing-resumptives that are
used to avoidhattrace filter violations. Island- and ECP-resumptives ardeulyingly ungram-
matical on the model, which is supported by the recent expmrial findings alluded to above.
However, parsing of the relevant sentences leads to part&xpretation that can nevertheless be
informative. Whether the partial interpretation is infatme depends on properties of the resump-
tive’s binder or antecedent. If the processing-resumggveound by an operator, e.g. a quantifier
or wh-word, the resulting partial interpretation is uninformaat By contrast, if the processing-
resumptive is bound by a typebinder, such as a name, indefinite, or definite, partial jimetation
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is informative. This explains Sells’s (1984) observatibattintrusive pronouns cannot be operator-
bound.

The memory limitations that | assume for parsing are insémtal in the model’s explanation
of complexity-resumptives. | also assume the Active Fildrategy (Frazier 1987, Frazier and
Flores d’Arcais 1989), whereby the integration of an unlsmehdependency is driven by the filler
rather than by the gap. Complexity-resumptives occur whemoaoun is encountered after the
active filler has dropped out of working memory. When the pranfinds its antecedent, the filler-
gap dependency is reanalyzed and the pronoun is removedpl@©aty-resumptives are therefore
reanalyzed as gaps. Whether the reanalysis results infeveledness depends on whether the
underlying structure is well-formed. In the typical distamesumptive cases discussed by Erteschik-
Shir (1992), the underlying structure is grammatical. Theoty of complexity resumptives is then
applied to an explanation of the non-grammaticized Swedishmptives that were set aside at the
beginning of chapter 7.

| close the chapter with a detailed overview of the predigiof the overall theory of resumptive
pronouns constituted by the resource management theomaofrgaticized, syntactic resumptives
and the processing theory of processing-resumptives.

Part 11l + Extending Resumption
Chapter 9 - Copy raising in English

Chapter 9 extends the resource management theory, deatonggthat it is a general, unified theory
of resumption that covers not just resumptive pronouns Isotthe related case of copy raising:

(1.32) a. Thora seemed like shvas mad at Pelle.

b. Thora appeared as though Pelle had annoyed her
It has been previously observed that the two phenomena katedgMcCloskey and Sells 1988,
Boeckx 2003), but they have resisted a unified, formal arslys

Copy raising involves the raising vedeemor appearwith a complement introduced ke,
as thoughor as if. The complement to the copy raising verb must obligatorigtain a pronoun:

(1.33) *Thora seemed like the raisins were delicious.

However, the pronoun is not necessarily a subject, as sho@in32).
The first part of the chapter concerns copy raising verbs hadtperficially similar case of
perceptual resemblance verbs:
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(1.34) a. Thora sounded like shwas over her cold.
b. Thora smelled like shiead gotten hold of some chocolate.

There are perceptual resemblance verbs for each of the figeseln addition teoundandsmell
there ardook, feel, andtaste

There are a number of similarities between perceptual relserce verbs and copy raising verbs.
These similarities are traced to the two verb classes shénmsame syntax, particularly with re-
spect to their complements. The complements of these veebaralyzed as predicative prepo-
sitional phrases headed ke or as (Heycock 1994, Maling 1983, Potsdam and Runner 2002,

Asudeh 2004). The instances of these verbs W&rcomplements are thus assimilated to instances
of the same verbs with open, predicative complements:

(1.35)  Thora seems happy.
(1.36) Pelle smells funny.

| present several arguments for the categorial statlik@findasas prepositions and for the status
of the predicate PP complement as an argument rather thagdjumca The gist of the analysis is
that copy raising verbs and perceptual resemblance vedrs shsubject with their predicative PP
complements.

The behaviour of copy raising and perceptual resemblandzs weith respect to expletives is
also examined in detail. Both verb classes can license txplaubjects:

(2.37) It seemed like Thora had a good time.
(1.38) It sounds like Thora enjoys crackers.

Curiously, both verb classes have the ability to raise atetixp subject that they cannot otherwise
license:
(1.39) a. There seemed like there was a problem.

b. *There seemed like Thora was upset.

c. Itseemed like Thora was upset.

(1.40) a. There sounded / smelled like there was a problemtinvg fan belt.
b. *There sounded / smelled like the fan belt caught fire.

c. Itsounded / smelled like the fan belt caught fire.
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There is dialectal variation on this point, which | disculsatgue that the closed complement raising
is handled by the predicative prepositidike or as which alternates between a raising and non-
raising version. The analysis is that a single expletivgesilis exceptionally raised by the head of
thelike-complement from its finite complement to its subject positand then raised further by the
matrix verb, which always has the option of raising the scibpé thelike-complement.

In its schematic form, the analysis is as follows:

(1.412) “seem/sound/...”

SUBJ [EXPLETIVE}—‘

“like / as”

SUBJ
XCOMP -‘

COMP

SUBJ

The expletive thus simultaneously occupies three subgsitipns. | discuss the consequences that
this has for LFG’s theory of open complememg OMP). | also discuss how the theory predicts that
although the expletive is realized in three f-structuraipons it is only realized in two c-structural
positions. | briefly explore some consequences of the aisdiyisLFG’s Subject Condition and the
EPP feature of the Minimalist Program.

Despite the similarities between copy raising verbs andgpual resemblance verbs, there is
crucial difference between them. The perception verbs doaguire pronouns in their comple-
ments:

(1.42)  Thora sounded like the raisins were delicious.
(1.43) Thorafelt as if the fever wasn’t completely gone.

The ability of perceptual resemblance verbs to occur withmwanominal copies in their comple-

ments, which has been observed before by Heycock (1994:#8fitates that they are not true

copy raising verbs. To my knowledge this asymmetry betwaenwo verb classes has not been
noticed before. The difference is traced to lexical speatifimis: unlike the perception verbs, copy
raising verbs contribute a manager resource and theregébrepsan environment for resumption.

As a result the two verb classes have distinguished methicgEnmantic composition, despite their
syntactic similarities.
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Resumption is thus extended from resumptive pronouns tpm@iging using a single theoretical
mechanism. However, the dependency between the matrigctudojd the pronoun in copy raising
is not an unbounded dependency. Rather, it is a local dependeetween the copy raising verb’s
syntactic arguments: the matrix subject and the PP compierhprovide a critical review of pre-
vious approaches to copy raising. For example, as mentieasdigr in this chapter, the alternative
proposals by Ura (1998) and Boeckx (2003) are problemateaumse the mechanisms they propose
to handle copy raising should not be able to cross a finiteselfsoundary. The resource logic ap-
proach does not share this problem. The pronominal copgessied by a process of anaphoric
binding and this kind of process may freely reach into finitaises.

The compositional semantics proposed for copy raisingsvatbo predicts Lappin’s (1984)
observation that copy raising subjects cannot take narmmpeswith respect to the copy raising
verb:

(1.44) No chef seemed like sle@joyed the contest.
no > seem

* seem > no
This contrasts with infinitival raising constructions, whiallow both scope possibilities:

(1.45) No chef seemed to enjoy the contest.
no > seem

seem > no

| show that a treatment of the compositional semantics afgpgual resemblance verbs that builds
on previous work on control (Asudeh 2000, 2003b) correctBdjcts that their subjects must also
take wide scope.

| close the chapter with a discussion of the prospects farghhg the analysis of copy rais-
ing to other languages. | show that the analysis illuminatg@sizzling fact about Irish. Namely,
in Irish copy raising the neutral complementizgo is used rather than the resumptive-sensitive
complementizeaN.

Chapter 10- Conclusion

The dissertation ends with a review of the main results, ef lbiscussion of previous approaches,
and a discussion of directions for future work.
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Appendices

There are three appendices. The first appendix consistsashpact presentation of the Glue logic
and the fragment of linear logic that is adopted in this wétoof rules and Curry-Howard terms are
provided for the linear logic fragment. The second and thpdendices provide small fragments of
the grammars of Irish and Swedish resumptive pronouns. rilgefents are not meant to rigorously
control for under- and overgeneration, but are rather meaig@mpactly present lexical entries, rules
and structures for the analyses developed in the body ofisisertiation.

A note on conventions used in this work

| have for the most part left glosses from cited examples #sisource. | have however made a few
minor standardizations. Cited examples are always follblmea citation of the source, including
the page number (except for certain examples from unpugaistork) and the example number. If
a cited example has been changed in any substantial waindicated by use of the mark before
the example number, indicating that the present examplgnsilar”’ to the cited example. | adopt
the convention of underlining resumptive pronouns to askesreader. In many cases this is not
found in the original of a cited example. English translasi@are as usual a rough guide only. Certain
translations are marked with the ungrammaticality mark&*indicate that the English equivalent
is also ill-formed. In other cases, an impossible Englishivetient is given in parentheses. In
some cases, resumptive pronouns are included in the Engdislation in parentheses, since this
is often the closest translation that can be given. This tsnmeant to indicate that resumptives
are considered grammatical in English. Several cited war&geprints. Page numbers from these
refers to the pagination of the reprint. In some cases, tiginat page numbers are also indicated
in square brackets.
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Chapter 2

An overview of LFG and Glue Semantics

Introduction

This chapter serves as a brief introduction to the linguiteory that | use in the rest of the dis-
sertation: Glue Semantics with a Lexical Functional Gram(th&G) syntax situated in an LFG
grammatical architecture. | cannot hope to give thorougfoductions to Glue and LFG in one
chapter. Rather, | concentrate on aspects of the theonatbaiarticularly relevant to the analyses
and arguments in the following chapters. The goal is to pi®e@nough background so that readers
who are uninitiated in LFG and Glue can gain a deeper undwlistg of the theory of resumption
developed here than might otherwise be possible. Readersmgtfamiliar with Glue and LFG can
quite safely skip this chapter. Those who are familiar withex LFG or Glue but not the other
may wish to read only the relevant section. In any case, thpteh can hopefully serve as a handy
reference to turn back to while reading the rest of the diggen.

There are several options in the literature for readers wisb % have a fuller introduction to
LFG and/or Glue. Among the key foundational papers in LFGaesnan (1982a,c) and especially
Kaplan and Bresnan (1982), which is the initial presenta¢ind formalization of the theory. Bres-
nan (1978) provides much of the theory’s foundational liatict motivation and argumentation, but
is not cast in LFG per se. Kaplan (1987, 1989) are two exdedleorter introductions to the general
architecture of LFG which also provide plenty of formal det®resnan (1982b) and Dalrymple
et al. (1995) collect these papers and others togetherymple (2001) is an up-to-date reference
work, while Bresnan (2001) and Falk (2001) are recent teo#tbotroductions, the latter providing
numerous comparisons between LFG and Government and Bifidieory. The theory of phrase
structure that | adopt here is presented in detail in Toincf2901, 2003). The best sources at this
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point for details of Glue Semantics are Dalrymple (2001) twedoapers in Dalrymple (1999), espe-
cially Dalrymple et al. (1999a,b,c), Crouch and van Gera{dif99), and van Genabith and Crouch
(1999a). Crouch and van Genabith (2000) is an excellent miarwnately as of yet unpublished
introduction to linear logic for linguists and also featsigegood technical introduction to Glue. For
less linguistically-oriented references on linear logee appendix A. Lastly, sketches of Glue Se-
mantics for other formalisms are provided for Head-DrivémaBe Structure Grammar by Asudeh
and Crouch (2002c) and for Tree-Adjoing Grammar by FrankwamiGenabith (2001).

2.1 A brief introduction to Lexical Functional Grammar

2.1.1 Grammatical architecture

The original architecture of LFG (Kaplan and Bresnan 198#)sested of two syntactic levels:
constituent structure (c-structure) and functional $tmec (f-structure). C-structure is described by
phrase structure rules and is represented as a tree. Isegpsesyntactic information about prece-
dence, dominance, and constituency. F-structure is dbesthy a regular expression language and
is represented as a feature structure, also known as dutdtrialue matrix. It is is also a syntactic
representation, but represents more abstract aspectataksguch as grammatical functions, pred-
ication, subcategorization, and local and non-local ddpraies. C-structure and f-structure are
projected from lexical items, which specify their c-stiwet category and f-structure feature contri-
butions. The two syntactic representations are presemtradlpl, with the structural correspondence
or projection functionp establishing the relationship between c-structure ancutire by map-
ping c-structure nodes (i.e., tree nodes) to f-structurdeadi.e., feature structures). The basic
grammatical architecture can be schematized as in Figdre 21 LFG representation of a sen-
tence on this view is a triple consisting of a c-structuref-atructure and & projection function
that maps the c-structure to the f-structufe; f, ¢). C-structures and f-structures are constructed
by simultaneous constraint satisfaction. LFG is therefodeclarative, non-transformational the-
ory. The fact that c-structure and f-structure are repitesknsing distinct data structures (trees and
feature structures) distinguishes LFG from both transdiomal theories such as Principles and
Parameters Theory, which represents all syntactic infaoman a tree, and non-transformational
theories such as HPSG, which represents all grammaticahmaition, whether syntactic or not, in a
directed acyclic graph. LFG uses mixed data structureteblay structural correspondence, rather
than a single monolithic data structure.

The LFG architecture was subsequently further generatzegbarallel projection architecture



2.1. ABRIEFINTRODUCTION TO LEXICAL FUNCTIONAL GRAMMAR 33

constituent structure—  functional structure

Figure 2.1: The original LFG architecture

(Kaplan 1987, 1989, Halvorsen and Kaplan 1988). There anevaoious levels of linguistic rep-
resentation, callegrojections which are present in parallel, and these projections datexe by
structural correspondences (i.e., projection functiamsich map elements of one projection onto
elements of another. C-structure and f-structure aretk#llbest understood projections, but they
are now two among several levels of representation and tjegtion functione is now one of
many. For example, f-structures are mapped onto s(emattigtures by the-function (Dalrym-
ple 1993, Dalrymple et al. 1999b, Dalrymple 2001).

Kaplan (1987, 1989) gives Figure 2.2 as an example of thegtion architecture, representing
the decomposition of a mappidgfrom form to meaning. Two of the projections proposed in Fégu
2.2 —anaphoric structure and discourse structure — havar neally been pursued. Anaphora have
been handled at semantic structure (Dalrymple 1993, 2@&1\e will see in further detail below,
and discourse structure has been pursued instead as itifumns&ructure (Butt and King 2000),
which encodes notions like discourse topic and focus andmdtnew information.

anaphoric structure
o

« .
Form - & / \l\/lean|ng
o

(¢] o} e} o}

o
string c-structure f-structu semantic structur
o
(e)

discourse structure

Figure 2.2: An early version of LFG’s projection architaetu

Information structure is just one of several recent projsoka new projections. Three other
recent proposals are argument structure (Butt et al. 198@yphological structure (Butt et al.
1996, 1999, Frank and Zaenen 2002) and phonological steu(Butt and King 1998), the latter of
which should perhaps be called prosodic structure, sirse€@ncerned almost entirely with phrasal
phonology and prosodics. Butt et al. (1997) propose thatraegt structure should be interpolated
between c-structure and f-structure with ghprojection function broken up into thefunction from
c-structure to a-structure and thdunction from a-structure to f-structure. Thefunction is then
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the composition of these two new functions: = « o A. Information structure and phonological
structure have both been proposed as projections fronuctgte. There has been some debate over
the proper location for morphological structure in the #egtture. Butt et al. (1996, 1999) treat it
as a projection from c-structure. Frank and Zaenen (20@R)eathat although this is adequate for
the phenomena that Butt et al. (1996, 1999) use morphologficecture for (auxiliaries), there are
reasons to prefer morphological structure as a projectiom f-structure. Adding these proposals
to the architecture proposed in Figure 2.2 (and having takexy anaphoric structure and discourse
structure), we get the revised projection architectureiguie 2.3.

information structure
[ ]

phonological structure
[ ]
L /
p [ ]

~
Form %’ ¢ \ a Meaning
o . A o - o P

° T—>0 ° °

morphological structure

string c-structure argument structure f-structure sestine model

Figure 2.3: A version of LFG's projection architecture ingorating certain recent proposals

It is worth reiterating that the various levels of grammailti;epresentation in the projection
architecture are simultaneously present, but each legghisrned by its own rules and representa-
tions. This separation of levels allows one to make simptetbtical statements about the aspects
of grammar that the level in question models. It is even bsdb split up correspondences in
novel ways. Since the projection functions are functionth@mathematical sense, we can always
regain the original function through composition of the rfemctions. This is exemplified by the
Butt et al. (1997) proposal for argument structure, whicls @@cussed above. Another important
feature of this architecture is that there can be system@timatches between grammatical levels.
For example, null pronoun subjects in pro-drop languagesat present at c-structure, because
they are unmotivated by the syntactic phenomena repraesantihat level. Rather, null pronouns
are present at f-structure, where they can participatereeagent, binding, and other syntactic pro-
cesses represented at that level. Similarly, there candtersgtic mismatches between f-structure
and s-structure. Resumption is an example of this. Morergépeany case of apparent resource
deficit or surplus is in some way a mismatch between f-strecind s-structure.

The projection architecture also allows one to concentat@roperties of one level without
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disturbing other aspects of linguistic representatioris Gissertation is an investigation in Glue Se-
mantics of the hypothesis of Resource Sensitivity. Gluetieary of the syntax-semantics inteface
and semantic composition. As such the parts of the archredthat | am primarly concerned with
are c-structure, f-structure, s-structure, andd¢hend o projection functions. The last projection
function, ¢, is one that | have added to the architecture to represerdithetural correspondence
from semantic structure to model-theoretic meaning, the. linear logic proofs for semantic com-
position. They-projection parallels Kaplan’s (1987, 198&jprojection from the string (i.e., form)
to c-structure.

2.1.2 Constituent structure

Constituent structure is modelled using non-tangled ghsasicture trees. It represents precedence,
dominance, and constituency. Since the nodes in the tregyatactic categories, c-structure also
encodes categorially detemined syntactic distributiostrGctures are described by phrase structure
rules.

LFG commonly adopts an X-bar theoretic (Chomsky 1970, Jabdt 1977) approach to phrase
structure (Bresnan 2001, Falk 2001, Toivonen 2001, 2008%his work | adopt Toivonen’s (2001,
2003) theory of c-structure, which is motivated by exteaslata from Swedish and other Germanic
languages. Toivonen proposes a theory of non-projectingisvaithin a general X-bar theory of
phrase structure. Terminal categories in this theory cigdstructure can either be of the projecting
category X (“X-zero”) or of the non-projecting category (“X-roof’). In Toivonen’s theory, X
categories must project a medidl éategory which in turn must project a maximal XP category. By
contrastX categories are non-projecting and cannot be immediatatyinated by an X Toivonen
(2003) argues that Swedish particles are non-projectingdsvand that they can in principle be
of any lexical categoryN, P, V, A). Toivonen (2003:63-65) takes the strong position thaom:n
projecting word must be head-adjoined:; i.e., a non-prisjgcX not only cannot be inserted under
X', a medial category of the same kind, it also cannot be irdemeler Y, a medial category of
a different kind, or any maximal category (XP or YP). Nonjpading words will be used in the
analyses of the complementizer systems of Irish, SwedidHafrew in chapters 6 and 7.

Toivonen (2003:62), following Bresnan (2001:100), pragsthat the following syntactic cate-
gories are universally available, although a given languagy use only a subset:

(2.1) F(unctional): C, I, D
L(exical): V, A, P, N
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The functional categories C(omplementizer), I(nflectj@nyd D(eterminer) are the only functional
categories commonly used in LFG, although the functiontdgmry K (Case) proposed by Bittner
and Hale (1996) has been used in some unpublished work (Balk, Butt and King 2002b). Falk
(2001:371f.) argues that the only functional categoriesigteéd by the theory should be ones that
exhibit head-like properties and that are realized as iadégnt words.

In addition to these endocentric categories, Bresnan {2&0d Toivonen (2001, 2003) allow
the exocentric category S, which dominates a nominal cayemyad a predicative XP:

(2.2) S — NomP, XP

I use NomP as a generalization over DP and NP, based on thé¢higiethe functional category D
shares features of the lexical category N (Grimshaw 199&}sian and Toivonen just specify the
nominal as an NP, but given their adoption of the categoryrBsymably a DP should be allowed
in this position, too.

Given the distinction between non-projecting and projectiategories, the full set of categories
is (Toivonen 2003:63):

(2.3) X0 vO P A% NO, Y, 19 DY Projecting categories
X: V,P, AN CI D Non-projecting categories
S Exocentric category

Toivonen (2003:22) generalizes over non-projectngategories and projecting®categories with
a plain X category. The category X is theoretically justiftesed on the fact that both projecting
and non-projecting categories are terminal nodes thatrmgaiexical material (Toivonen 2003:64).
It is empirically justified based on lexical items that beddikke both projecting and non-projecting
words (Toivonen 2003:22ff.). One such lexical item is Swhdiit (‘there DIRECTIONAL’), which
is either of the projecting category An which case it projects a full PP and occurs at the end of
the verb phrase, or of the non-projecting categ%,rjn which case it is a verbal particle adjoined to
VY (Toivonen 2003:90-91).

Basic X-bar structures in Toivonen’s theory are describetthe following constraints (Toivonen
2003:61):

(2.4) a. XP— X, YP*, X#S
b. X — X% YP*, X#S

There are a couple of points about these constraints thatcoeament. First, notice the use of
Kleene star on specifiers and complements. Multiple spegifiad non-binary complementation
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structures are thus permitted by these constraints, gththey may be ruled out by independent
constraints. Second, notice that the constraints eXplgiate that the exocentric category S cannot
serve as X.

In addition to the X-bar structures in (2.4), Toivonen (233 assumes that adjunction struc-
tures described by the following constraints are allowed:

(2.5) a. XP— XP, YP*
bh. X0 — X0, y*

Toivonen (2003:62) proposes that adjunction tds¥not permitted and that the following general-
ization holds:

(2.6) Adjunction Identity :
Same adjoins to same.

X0 andX categories count as the same for adjunction identity,Herreasons that justify the gener-
alized category X (see above).

The key aspect of Toivonen’s theory for my purposes is théonatf a non-projecting head.
As | mentioned above, non-projecting complementizers areqf the empirical analyses in chap-
ters 6 and 7. Adjunction identity is another aspect of theh¢hat affects my analysis, but only in
a peripheral way. In particular, it means that restrictisfkative clauses are adjoined to NP within a
DP:

2.7) op
T T~
DO NP
|
the np cp

book that she endorses

| adopt this structure for relative clauses simply to be &iast with Toivonen’s overall theory.

| make no deep theoretical commitment to either the DP aisabyfsnominals (Brame 1982,
Abney 1987) or to adjunction identity, though. Such a commeitit is unnecessary given the overall
theory | am working with. We will see below that the determiisea co-head of the NP. The nodes
DP, NP, and Ntherefore all map to the same f-structure. Since Glue Seasambrks with semantic
structure, which is projected from f-structure, the attaeht site of the relative clause in c-structure
does not affect compositional semantics, providing ittacted to a reasonable place in DP or NP.
The semantics just sees the f-structure that all the headriaain the nominal projects to. This
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means that the semantic considerations that have been kimciding relative clause attachment
(Partee 1975, Bach and Cooper 1978) do not arise. In patjdtithe DP hypothesis is not pursued
and nominals receive the traditional category NP, it wowddgpbssible to adjoin the relative to NP.
However, this would not require the addition of an additiordative clause variable as in Bach
and Cooper (1978). Alternatively, if both the DP hypothesisl adjunction identity are given up,
then the relative clause could adjoin at theléVel (this is effectively the modern update of Partee
1975). On this theory, relative clause attachment is ndtdeedoy semantic composition, but rather
by syntactic facts about constituency. This seems to me sod@sirable result. This discussion has
been rather abstract and it would be profitable to pursue timasters further in the future. However,
I will leave the matter here and simply adopt the structur@ii). Since semantic composition is
not affected by this choice, it is not an integral part of thalgsis and could easily be given up.

There is one aspect of the c-structure theories of Bresr@iijand Toivonen (2001, 2003) that
I explicitly reject. This is the principle known as EconomifyExpression, which removes excess
c-structure material. The main effect of Economy of Expesdor Bresnan (2001:91ff.) is to
tightly circumscribe the distribution of traces in c-stwre. | am adopting a trace-less version of
LFG, so this motivation for Economy does not apply. Toivo2001, 2003) has a more narrowly
empirical motivation for Economy, which is used to derivetaim aspects of the distribution of
Swedish particles (Toivonen 2003:101ff.). However, P@@&02a) gives an alternative analysis of
the Swedish data that does not use Economy. The motivatioimd&conomy of Expression is
thus in doubt and | do not adopt it here, since it is a trangdgoinal constraint (as shown by Potts
2002a) and is therefore inherently problematic (Jacob€&8,1Johnson and Lappin 1997, 1999,
Potts 2001, 2002a, Pullum and Scholz 2001).

Finally, | should note that | assume like much LFG work thatahstituent structure positions
are optional (Kroeger 1993, King 1995, Bresnan 2001, Dgiign2001, Toivonen 2003). Nothing
much hinges on this decision, but it will allow less clutterrules and trees. In some cases this
will lead to non-endocentric structure, but LFG adopts athef extended projection in which
various c-structure positions project as a single f-stmechead (Bresnan 2001). Thus, a notion
of endocentric head is definable by referring to c-strustuned f-structures together, using the
projection function (Bresnan 2001:131-134).

2.1.3 Functional structure

Functional structure is a level of syntactic representetiimt encodes more abstract syntactic infor-
mation — essentially everything apart from categorialustalinearization, and dominance. Among
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the information encoded at f-structure are the following:

1.

2.

7.

8.

Grammatical functions

Subcategorization

. Predication
. Case and agreement
. Tense, mood, and aspect

. Syntactic restrictions on anaphoric binding

Local dependencies, e.g. control, raising

Unbounded dependencies, e.g. topicalization, retativin, interrogatives

Much of the information encoded in f-structure correspotadmformation that in the Minimalist

Program is encoded in VP amdP (subcategorization, grammatical functions) and in timetional

projections above VP (case, agreement, tense, aspect).

An f-structure is a finite tabular function whose domain desnents from a set of symbols, i.e.

features. Possible values in its range are features, senfi@mbs (i.e.,PREDfeatures), f-structures,

and sets (Kaplan 1989:11). F-structures are representedtase structures, also known as attribute

value matrices. For example, the relative clause examga M, which | repeat below, maps to the

f-structure in (2.9), leaving aside for the moment the umigaad dependency.

(2.8)

DP
/\
D NP
|
the np cp

book that she endorses
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(2.9) PRED ‘book’

NUM sg
PRED ‘the’
SPEC
DEF +
PRED ‘endorsésusj OBJ)’
PRED ‘pro’
PERS 3
ADJ SUBJ
NUM  sg
GEND fem
TENSE pres

The mapping from c-structure to f-structure (#herojection function) and how the f-structure in
(2.9) is constructed from the c-structure will be discussieattly.

The f-structure above illustrates all four possible ati#values mentioned above. The features
DEF(INITE), PERJON), NUM(BER), andGEND(ER) all have features as their values. The features
SPEIFIER) andsuBJECT) have f-structures as their values. The featapa(uNcCT), where the
relative clause makes its contribution, takes a set as & vdadifiers are typically represented in
sets, since there can be indefinitely many of them. Anoth@cay use for sets is in coordination,
where there can be indefinitely many conjuncts or disjunkestly, there are several instances of
the feature°RED, which has a special value called@mantic formindicated by single quotes. The
term “semantic form” is no longer an accurate descriptiothefrole ofPRED, since the semantic
contributions it made in the original treatment by Kaplamd &resnan (1982) have largely been
taken over by other aspects of the theory, such as LexicapMgprheory (Bresnan and Kanerva
1989) and Glue Semantics (for discussion, see Dalrympld:200—221). The usage has stuck,
however.

2.1.3.1 The c-structure to f-structure mapping

C-structures are mapped to f-structures via the projedtiantion ¢. F-structures are constructed

through specifications calledinctional equation®r functional descriptions— f-descriptionsfor

short. F-descriptions are specified in lexical entries ambtate phrase structure rules.
F-descriptions are constructed out of two key ingredietits: f-structure metavariablgs and
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| and regular expressions that describe f-structure patrexample, { susJ NUM) refers to the
value reached by following the paiusJ NuMfrom the f-structure designated lyy The metavari-
ables are constructed from two c-structure variables amd thnction. The c-structure variables in
guestion arex, which refers to the c-structure node that it annotates aisdmetimes represented
as M (x)), which refers to the c-structure node that immediatemuhates the annotated node (i.e.,
its mother). The metavariables are thus defined as follows:

(2.10) | = ¢(x) the annotated node’s f-structure
T := ¢(¥) the annotated node’s mother’s f-structure

For example, the f-descriptiorf (suBJ) refers to thesusJ of the f-structure corresponding to the
mother of the c-structure node that bears the f-description

The elements of the phrase structure rules that constrstiuctures are annotated with f-
descriptions that describe the f-structures that the elésnmap to. For example, leaving aside
irrelevant X-bar theoretic details, the annotated ruleRifil) could be used for the relative clause
example (2.7). In (2.12) below | present a more detailedieersf (2.7) in its annotated form to-
gether with the partial f-structure that the annotatiorscdbe and an explicit representation of the
¢ function.

(211) a DP— DO NP
(1 sPEQ = | =1
b. NP — NP cP
T=1 L € (1 ADY)
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(2.12) DP————__ {/’,,,———-¢ """"" “-a
== TT~¢__ SPEC [ }
(1sPEQ=] -~~~ T=1 ::;;;-—»
DO~ NP-- ¢ =77 27 ADJ {*[ }}
- o7
- / -
| Ty 7
-7 a4 //
the 1=y _¢ ety o
NP~ S cP--~
| S
// 7/
T= _-7 /
N/ -7 o that she endorses
K
| 2
//
T=1_-
N
I
book

The f-description] = | indicates equality between two f-structures and is how Lk@esses the
notion of headedness at f-structure: all of the c-structdes projecting from the hedmbok map
to the same f-structure. The f-descriptign€ (T ADJ)) indicates that the f-structure contributed by
the CP is a member of the set that constitutes the NRBJUNCT.

The rest of the information shown in the fuller f-structu&9) above comes from the lexical
entries in the structure, which also contribute f-desiis:

(2.13) the D° (1 PRED) = ‘the’
(T DEF) =+

(2.14) book NY (] PRED) = ‘book’
(T NUM) = sg

(2.15) she D° (1 PRED) = ‘pro’
(1 PER§ =3
(T NUM) = sg
(1 GEND) = fem

(2.16) endorses VY (1 PRED) = ‘endorsésuBj, OBJ)’
(T TENSE) = pres
(T suBJ PER$ =3
(T suBJ NUM) = sg
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Notice that | have assumed that the complementizat makes no contribution to the f-structure.
This illustrates that there can be elements at one levelrottstre that have no correspondent at
another level. Another example of this is null pronouns. skhare represented at f-structure, but
there is no null pronominal in the c-structure.

F-structures are constructed by instantiating the f-digdon metavariables in the annotated tree
to f-structure labels. The f-descriptions of the terminadi@s of the tree are also instantiated. The
instantiated version of (2.11) is the following, where | anly provided the lexical information
from the andbook:

(2.17) DP— ]
=== ———— ¢ PRED ‘book’
(f,SPEQ=fy, _———""" fl\:igﬁ T~
= M S
DO/ NP——¢) ~ w\\ g
Q*s\ lthel
I,,l %/\:?ﬁ- —>f1,f3,f4,f5,f()- SPEC f2 PRED
the fa=fs _.¢~ -7 Tt e (f ADY) DEF  +
(fo PRED) = ‘the’ NP~ ///// CP——_ _ 4
. ~
(f2 DEF) = + \ _¢ /// i ~aDd_ {h[ ]}
f4 :f5 /// // - = -
e - é that she endorses
7/
| d
7
fs =15~
N
\
book

(fs PRED) = ‘book’
(fe NUM) = sg

Details of the instantiation mechanism for the c-structioré-structure mapping can be found in
Bresnan (2001:56-60) and Dalrymple (2001:122-125).

Throughout this work | will skip the instantiation step amdtead assume the convention that
f-structures are labelled mnemonically with the first lettétheir PRED. The f-structure in (2.9)
would be labelled as follows:
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(2.18) PRED ‘book’

NUM  sg
PRED ‘the’
SPEC t
DEF +
) PRED ‘endorsésuBsj OBJ)’
PRED ‘pro’
PERS 3
ADJ e/suBl p
NUM  sg
GEND fem
TENSE pres

F-structure labels are arbitrary up to identity. If morertloae f-structure would get the same label,
| either differentiate them using numerals (efj andp2) or assign one an arbitrary distinct label.

There are two main kinds of functional equatiorm&fining equationsind constraining equa-
tions Defining equations, which are the sort we have seen so faiindarmation to an f-structure.
For example, suppose a lexical entry for a verb has the fallgwefining functional equation:

(2.19) (" suBJ NUM) = sg

Whether the subject of the verb adds this information orthetf-structure will contain it, due to the
verb’s defining equation. This contrasts with a constrgirégquation, which checks the f-structure
to make sure the equation holds, but does not itself add fbeniation. For example, suppose the
verb instead had the following constraining equation:

(2.20) ( suBJ NUM) =, sg

Now the verb itself does not add the information. It checkss®if it is has been added by something
else, though. The constraining equation cannot be satisfibd f-structure does not contain the
information. Another useful kind of constraining equatisranexistential equationwhich checks
that a certain attribute or path of attributes exists in teticture but does not state anything about
its value (e.g., { suBJ). Boolean connectives can also be used in functional emsaand have
the expected interpretations (for details, see Bresnafh:20)

F-descriptions are stated using regular expressions esteudture paths. The regular language
supports the usual operations, including Kleene staaid plus ) and disjunction |). Kaplan
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and Zaenen (1989) use the regular language — in particudamdtion of sets of strings defined by
regular expressions — to providienctional uncertaintyfor f-descriptions with regular expressions
over paths. Dalrymple (2001:143) gives the following ddiomis:

(2.21) ¢ «) = v holds if and only iff is an f-structureq is a set of strings, and for somsén
the set of stringsy, (f s) = v.

(2.22) € as) = ((f «) s) for a symbolx and (possibly empty) string of symbois
(f ¢) =f, wheree is the empty string.

This kind of functional uncertainty is typically callezlitside-infunctional uncertainty and is used
in unbounded dependencies, as we will see below. Outsidesnriptions do not need to be un-
bounded, though. We have already seen examples like tlosvfoly which are not:

(2.23) (' suUBJ NUM) = sg

Any f-description that starts with an f-structure and waitkswvay in counts as an outside-in func-
tional uncertainty.

The opposite case afiside-outfunctional uncertainty (Halvorsen and Kaplan 1988, Dakym
ple 1993) is also defined. These are f-descriptions whicle lnee or more attributes before the
metavariable, e.g.:

(2.24) cuBJY)

This is an inside-out existential equation that states tthat| is the susJof some f-structure.
Dalrymple (2001:145) gives the following definitions foside-out functional uncertainty:

(2.25) @ f) =gifand only ifgis an f-structureq is a set of strings, and for somén the set
of stringsa, (s f) =g.

(2.26) € f) =f, wheree is the empty string.
(saf) = (s (a f)) for a symbola and a (possibly empty) string of symbals

One last feature of the regular language for f-descriptsbmild be mentioned. The set membership
symbol € can be used to state that a certain f-structure is in a cestdjras we have already seen
above, but it can also be used as in attribute in a regularesgfum (Dalrymple 2001:154). For
example, the following f-descriptions states that thedttireT is in some adjunct set:

(2.27) @bJ € 1)
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2.1.3.2 Well-formedness criteria

There are three principal well-formedness criteria fotrfistures: completenesscoherence and
uniquenesgalso known agonsistency Completeness requires that all subcategorized argement
represented in therReD feature must be present in the f-structure. Coherence resqjthat all
arguments that are present in the f-structure must be sdmated by @RED.

For example, consider the vedmdorsan the following two f-structures:

(2.28) PRED ‘endorsésuBj, OBJ)’

SUBJ [ }

(2.29) [ PRED ‘endorsésuBy, OBJ)’

SUBJ [ }

ow | |
os. | |

The first f-structure is incomplete: it is missing a subcateged 0BJECT. The second f-structure is
incoherent: it contains an unsubcategoripsl IQUE. | adopt the convention of abbreviatirgRED
features without the subcategorized grammatical funstiom the assumption that the f-structure
is complete and coherent unless otherwise indicated. Fampbe, thePRED for endorsesvould
just be ‘endorse’. | also adopt the further convention ofrabiating the information inside an
f-structure using the word that contributes the f-struetuFor example, the f-structure to which
endorsesontributes would be abbreviated as [“endorse’].

The uniqueness or consistency condition is the requireti@atteach f-structure attribute has
at most one value. Recall that f-structures are functioosh fattributes to values. Each attribute
must have a unique value if the f-structure is a functiorEPR features are special in this regard
as semantic forms. Semantic forms are always unique. Thigsniat two f-structures cannot be
unified if they each have RRED, even if thePRED values are identical.

2.1.4 Semantic structure

Semantic structure is projected from functional structtieethe o projection function. Semantic
structures are used as resources in linear logic proofsue Gemantics. This level of represen-
tation has not received nearly as much attention as coastitstructure and functional structure
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An exception to this is the LFG theory of anaphora, as imjtiput forward by Dalrymple (1993).
She argues that binding relations should be representeestagcture. Since s-structure is pro-
jected from f-structure, this allows a treatment of anaphbat takes both syntactic and semantic
factors into account. This approach has been pursued in lthe Smantics theory of anaphora,
which | review in section 2.2.2 below, where binders areesented at s-structure using the feature
ANTECEDENT. Two other s-structure features adopted in Glue SemarrEcea®IABLE (VAR for
short) andRESTRICTION (RESTRfor short). These are used in providing common noun meanings
and in the treatment of generalized quantifiers (see se2tib below).

2.1.5 Syntactic aspects of anaphora

Anaphoric binding in LFG is mediated liynding equationgDalrymple 1993:120), which are used
in LFG’s binding theory (Dalrymple 1993, 2001, Bresnan 20@inding equations state syntactic
constraints on binding and relate bound elements and thelets. The following is an example of
a binding equation:

(2.30) (o ANTECEDENT) = ((GF* GF 1) GF),

Equation (2.30) identifies the binder of the pronominal iregfion using the semantic structure
featureANTECEDENT, following Dalrymple (2001). Note tha#iNTECEDENT is a value of ther-
projection of{.

The binding relation may be stated by co-indexation (seegxample, the expository, textbook
binding theory of Bresnan 2001:212—-235), as it is in muchhefRrinciples and Parameters binding
literature. Co-indexation is a symmetric relation: if A is-mdexed with B, then B is co-indexed
with A. The binding relations employed here in terms of thersicture featureNTECEDENT are
asymmetric: if A is theANTECEDENT of B, then B is not theaNTECEDENT of A. Higginbotham'’s
linking theory (Higginbotham 1983, 1985) is a similarly asymmelbiizding theory.

The left side of the binding equation (2.30) is quite stréfighwvard. It identifies the s-structure
node that is found by following the pakiNTECEDENT from the s-structure nodg,, which is the
o-projection of the pronominal’s f-structure node,Notice that there is a subscript that applies
to the entire right side of the equation such that the resuismlving the right side is an s-structure
node. We are therefore equating two s-structure nodesetiudts of the left and right sides.

The right hand side of the equation is perhaps slightly hraiml@nderstand, but all it does is
specify two things: where the binder of the anaphor may oerut that it bears a grammatical



48 CHAPTER 2. AN OVERVIEW OF LFG AND GLUE SEMANTICS

function at f-structure. One side of LFG binding equatidnghis case the right one, always has the
following general form (Dalrymple 1993:120):

(2.31) ((DomainPathi) AntecedentPath)

The sub-expression (DomainPathis an inside-out functional uncertainty equation. It sfies an
f-structure, call itf, from which there is a path DomainPathto AntecedentPath is the path from
f to the f-structure of’s antecedent. AntecedentPath is usually the attrib#ter a more specific
instance ofGF, such assuBJ (for example, if the anaphor is subject-oriented). The esgion
(DomainPath 1) is also know as the binding domain (Dalrymple 2001:283}29Ihe binding
domain is the specification of where the antecedent can.occur

The binding domain may be suitably restricted through affapconstraints (see the following
section), such as (— suBJ). The expression- is an f-structure variable (lik¢ and]); it refers
to the value of the f-structure attribute which it annotatésr example, the f-structure equation in
(2.32) is suitable for the binding domain of English reflegyDalrymple 2001:279-87).

(2.32) ( GF* GF 1)

= (— suB))
The off-path constraint states that for each f-strucfuidentified by the regular expressi@¥*, f
cannot contain gusJEcTgrammatical function. Notice that the off-path constraiaés not apply
to the f-structure in which the pronoun occursfF(1), which is embedded one level further than
the first f-structure to which the off-path constraint apgli This restricts the binding domain of the
reflexive to the smallest f-structure that contains the xeffeand asuBJECTgrammatical function,
the “Minimal Complete Nucleus” of the reflexive (see, e.glipaple 2001:281). The binding
domain in (2.32) with the off-path constraint given effeety captures Principle A.

Returning to the specific binding equation in (2.30), we kaéthe binding domain issF* GF 7).
This equation is unpacked as follows. The f-structure Wéeia specifies the f-structure node of the
anaphor. The equatiorG€ 1) identifies the f-structure node, callgt of the predicate that takes
the anaphor as an argumeds* uses the Kleene star to identify an f-structure node, célititat
is found by moving zero or morers out fromg. The f-structure node identified bg€* GF 7) is
eitherg, the f-structure in which the anaphor occurs, or an f-stmgcthat can be found by following
a series ofGF attributes outward frong. Thus, the binding domaircE* Gr 1) specifies the pos-
sible f-structures within which the anaphor finds the f-ciuoe node that maps to its antecedent at
s-structure. The binding domaigk* GF 1), is completely unrestricted; i.e. it is the “Root Domain”
(Dalrymple 2001:284).
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The inside-out binding equation in (2.30) is appropriatpars of the lexical entry for an anaphor
and suitably restricts the anaphor’s relationship to iteegdent. For further details of such bind-
ing equations, see Dalrymple (1993, 2001) and Bresnhan j2@8iwever, in this thesis | am more
interested in the kind of binding that occurs in binder-reptive dependencies. This kind of bind-
ing is stated at the top of the binder-resumptive dependasiyg an outside-in equation like the
following:

(2.33) ( 6y = ((1 GF"); ANTECEDENT)

This particular equation states that one of the grammatigaitions in the f-structure identified
by 1 is the ANTECEDENT of a grammatical function that is found in the same f-strrestar in
any embedded f-structure. The grammatical function thtg geund will have its own inside-out
binding equation that further restricts the anaphoric inigdHowever, such equations will not affect
the main points and will only be discussed where relevant.

2.1.6 Unbounded dependencies

Unbounded dependencies in LFG are represented using thargiicized discourse functions
TOPIC andFocuUs For example, topicalization and relative clauses invaleeic, whereaswvh-
guestions involvecocus This distinction is not important for present purposed, lbnaintain it
for the sake of continuity. | generalize across the two unided dependency functions with the
functionuDF, defined as follows:

(2.34) UDF := TOPIC V FOCUS

Unbounded dependencies are integrated into syntactieseptations according to the Extended
Coherence Condition (ECC; among others, see Zaenen 1988n&r and Mchombo 1987, Fassi-
Fehri 1988). Bresnan and Mchombo (1987:746) formulate ¢imglition as follows:

(2.35) Extended Coherence Condition
Focus and ToriC must be linked to the semantic predicate argument structuthe
sentence in which they occur, either by functionally or bg@morically binding an argu-
ment.

Filler-gap unbounded dependencies satisfy the ECC throwrgttional equality: the/DF is equated
with some subcategorized grammatical function. Bindswmeptive unbounded dependencies sat-
isfy the ECC through anaphoric binding. Binder-resumptependencies are discussed at length
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in part Il of the dissertation. | will stick to filler-gap depdencies in the following discussion of the
general LFG approach to unbounded dependencies

A filler is functionally equated with some argument in ordesatisfy the ECC. | follow Kaplan
and Zaenen (1989) in using an outside-in functional uniceytdao accomplish this. For example,
the following functional uncertainty states that ther is equated to & F embedded in zero or more
COMP f-structures:

(2.36) (" UDF) = (T COMP* GF)
This would account for sentences like the following:

(2.37)  Who did you see?
(2.38)  Who did Mary say that you saw?

(2.39)  Who did Mary claim that John alleged that you saw?

The UDF is the filler and thesF it is equated with is the gap. Notice that there is nothinghia t
gap position in this theory (e.g., a trace or a special gapablike thegap-synsenof Bouma et al.
2001). The filler-gap dependency is just a single f-strictrcupying two grammatical functions.

The functional uncertainty path above is clearly inadegudior example, it does not handle
extraction from an adjunct, like in the following sentence:

(2.40)  What do you play records on?

Dalrymple (2001:396,404,407) gives the following pathEmglish filler-gap dependencies (adapted
to theuDF convention):

(241) (upbF) = {xcomp | comp | oBJ }* {(ADJ € ) (GP)| GF}
(—LDD) # — (—TENSE - (—TENSE)

According to this functional uncertainty, thF is equated with grammatical function that is arbi-
trarily deeply embedded in any numberxafomp, comp or oBJ grammatical functions. Option-
ally, theubF can be an argument of one these functions’ (untensedYNCT or it can itself be an
ADJUNCT (Dalrymple 2001:396). The expression illustrates that ae state complex functional
uncertainties to capture a wide range of possible unbouddpdndency paths.

The equation also illustrates the usetifpath constraint¢Dalrymple 1993:128-131) to further
restrict the unbounded dependency. The off-path metdlasaefer to the f-structure that has the
annotated attribute as its value-{ or the f-structure that is the value of the annotated aiteil§—).
For example, in the above expression, the off-path comstra{— TENSE) entails that there cannot
be extraction from a tensed adjunct. The constraint bloektesices such as the following:
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(2.42) *John is the man who we laughed when we saw.

The specification of the grammatical functions in the fumadil uncertainty together with the off-
path constraints constrain possible unbounded deperedeacd extraction sites and are how island
effects are derived in this theory.

I do not use complex functional uncertainties in much of wibdbws, although off-path con-
straints will become relevant in the discussion of islamdshiapter 8. The following c-structure rule
for introducing unbounded dependency functions sufficestppurposes:

(243) CP— { XP | € } c

(TubF) =] (T ToPIC PRED = ‘pro’ T=1
This rule allows aropic or FOcus XP to be generated in SpecCP. It also allows for the gener-
ation of a relative clause without a relative pronoun (eagguy | know). This is accomplished
by using the empty string to introduce material into f-staue without anything being present in
c-structure. The material that is introduced is the spetifia that theroriC's PRED has the value
PRO, which is appropriate for a missing relative pronoun. THe rsiquite unconstrained, but rather
than adding details that would distract attention from nmetevant points, | just assume that the
methods outlined by Dalrymple (2001:400ff.) can be appéipdropriately.

2.1.7 Raising

Raising is handled as functional equality between a gramsaidtinction of the raising verb and the
subject of its open, predicative complement (Bresnan 1082 open complement is represented
as the grammatical functioncomp. The raising equation for subject raising would therefae b

(2.44) (" suBJj = (T XCOMP SUB)

The matrix and subordinate subjects are thus identifiedsttitture. They have a single, structure-
shared value.
For example, the f-structure for the example in (2.45) isnshin (2.46)

(2.45)  Thora seems happy.

(2.46) [PRED  ‘seem’

SUBJ PRED ‘Thora’}—

PRED ‘happy’
XCOMP

SUBJ




52 CHAPTER 2. AN OVERVIEW OF LFG AND GLUE SEMANTICS

An infinitival raising complement is handled similarly:
(2.47)  Thora seems to like cookies.

(2.48) _PRED ‘seem’

SUBJ [PRED ‘Thora’
PRED ‘like’

XCOMP [SUBJ

OBJ [PRED ‘cookie’

Raising is thus a lexically controlled local dependency emdlves simultaneous instantiation of
two grammatical functions to a single f-structure valueefrehis no movement involved in raising
and the target of raising in the complement is not repredante-structure.

2.2 A brief introduction to Glue Semantics

2.2.1 Composition and interpretation

In Glue Semantics (Gluelpeaning constructorfor semantic composition are obtained from lexical
items instantiated in particular syntactic structureschezonstructor has the following form:

(249) M:G

M is a term from some representation of meaningyeaning languageand G is a term of the
Glue logic that sticks meanings together, i.e. performspmmsition. The colon is an uninterpreted
pairing symbol. Linear logic (Girard 1987), or more prebise fragment of linear logic, serves as
the Glue logic (Dalrymple et al. 1993, 1999a,b). The meamimgstructors are used as premises
in a (linear logic) proof that consumes the lexical premiseproduce a sentential meaning. A
successful Glue proof of sentential semantics proves tleming sequent (following Crouch and
van Genabith 2000:117):

(250) TFM:G,

Semantic ambiguity (e.g., scope ambiguity) results wheretlare alternative derivations from the
same set of premises. The logics fot and G are presented in appendix A.1. Note that the linear
logic is typed.
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It is useful to view linear logic from the perspective of stbstural logics, a field to which
it has made a substantial contribution (Restall 2000). Maneiliar logics, such as classical logic
(Hodges 2001, Gamut 1991:28-113) or intuitionistic logen(Dalen 2001, Gamut 1991:140-141),

have structural rules afontractionandweakeningwhich are shown in (2.5%).

INA/A+ B r+ B
(2.51) ———— contraction ——— weakening
A+ B A+ B

Contraction allows us to arbitrarily drop a premise and vee#hg allows us to arbitrarily add a
premise. The absence of these structural rules and thaingsinterpretation of the sequerit)(
means that new, linear connectives must be defined, whidteisdurce of much of the appeal of
linear logic to logicians, since these connectives areeqaieresting from a proof-theoretic perspec-
tive. From a linguistic perspective, what is more relevantiat the absence of these rules means
that linear logic can serve as a logic of resources. We willrreto this linguistically significant
aspect of linear logic shortly.

Glue Semantics is related to Categorial Grammar in the L&ntvaglition (what is sometimes
called Type-Logical Grammar (Morrill 1994)), since lindagic is basically equivalent tbP, the
commutative and associative logic on the Lambek hieramwhgreas the Lambek calculus for sim-
ple Categorial Grammar in this tradition is the logic which is associative but non-commutative
(Moortgat 1997). In structural terms, the fragment of Imkegic used for Glue has the structural
rule of commutativity which L lacks?

IA,B+C
(2.52) ——— commutativity

IB,A+ C
Commutativity just says that the order of premises does raitan The most crucial difference
between Glue and Categorial Grammar is that the lattertssgelevel of syntax that is separate from
the syntax of semantic composition whereas the former &&seph a level. It is the acceptance of a
separate level of syntax that allows the Glue logic to be catative without wildly overgenerating.

As noted above, linear logic lacks the structural rules oft@axtion and weakening and is

therefore a resource logic, unlike classical and intuisibo logics (but likeL). All premises must
be used in reaching the conclusion (asdlevance logicAnderson and Belnap 1975, Read 1988)
and the premises aresourceghat are literally used up in producing conclusions. Théofaing
comparison to classical/intuitionistic logic serves asllastration of this (note that--' is linear
implication and ‘® ' is one form of linear conjunction, multiplicative conjutiam):

1This is the presentation of Crouch and van Genabith (2000fdB8more precise discussion see Restall (2000:26ff.).
2This is again a simplified presentation, following Crouckl aan Genabith (2000) (who use another common name
for the rule:exchangg see Restall (2000) for further details and discussion.
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Premise reuse
Classical/Intuitionistic Logic| Linear Logic

(2.53) A, A—-BFB A, A—-BFB
AL A—- BEFBAA A, A—-BFB®A
PremiseA reused, PremiseA is consumed to produce conclusifh
conjoined with conclusioB | no longer available for conjunction witB
Premise nonuse

(2.54) Classical/Intuitionistic Logic Linear Logic

' A BFA A B A

Can ignore premis& Cannot ignore premisg

This logical resource sensitivity tightly constrains thieqf space of linear logic. More importantly

from a linguistic perspective, the resource sensitivityirfar logic models the resource sensitivity
of natural language semantics, whereby each meaningfulegiemakes its meaning contribution
exactly once. Thus, resource sensitivity also constragmwations in linguistically desirable ways.

Substructural logics and resource sensitivity are digzlifisrther in chapter 3.

The fragment of linear logic | assume is the the modalitgfraultiplicative fragment of intu-
itionistic linear logic, which | will refer to asaiLL . It is not a strictly propositional logic, because
it has universal quantification, but it is not fully higherder, since the quantification is strictly
limited to universal quantification overtype atoms of the linear logic (Crouch and van Genabith
2000:124) The logicMILL lacks existential quantification and negation. It is therefquite weak
from a proof-theoretic perspective (there are many thibhgarnnot prove), but it is strong enough
for central concerns of linguistic semantics, such as bamieposition of functors and arguments,
anaphora, and scope. See appendix A for further detaisLaf.

| principally use three proof rules of this fragment of linézgic. In a natural deduction presen-
tation, these are conjunction elimination fer and implication introduction and elimination fero
(a.k.a. ‘abstraction’ or ‘hypothetical reasoning’ for iigation introduction and ‘modus ponens’ for
elimination), as shown in (2.55).

(2.55) a. Implication Elimination

3Kokkonidis (2003) defines a version of Glue Semantics thes asstrictly propositional linear logic; the treatment is
extremely promising, but at this point not well-understood



2.2. ABRIEF INTRODUCTION TO GLUE SEMANTICS 55

b. Implication Introduction
[A]*
B
A—B

—o7.1

c.  Conjunction Elimination
[A]" [B)?

AeB  C
C
A premise in brackets with a numerical flag indicates an apsiom the flags keep track of which

Re.1,2

assumptions have been withdrawn and which are active. Tae for implication may be familiar
from classical and intuitionistic logic and the rule fgr might be too, except that it looks similar to
the rule for discharginglisjunction The resource perspective on linear logic can make thdiworui
behind this apparently puzzling similarity clear. Rechhttin classical or intuitionistic logic we
can only be sure that a disjunction is true or provable if li$functs can be used to establish some
conclusion (given that we do not knamhichdisjunct confirms the disjunction). Likewise, in linear
logic we can only be sure that we can use a multiplicativewetjon of two resources if we know
that both resources can be used independently.

The proof rules for linear logic construct proof terms via thurry-Howard isomorphism (a.k.a.
‘formulas-as-types’; Curry and Feys 1958, 1995, Howard0)98/hich establishes a formal cor-
respondence between natural deduction and terms in thedicdiculus. One useful application
of the terms is in stating identity criteria for proofs, sathve know when two proofs are equiv-
alent and when they are not; thus, term reduction is relatgudof normalization (Prawitz 1965;
see Gallier 1995 on the relationship between term redueti@hproof normalization). The basic
insight behind the isomorphism is that implications cqgomxl to functional types, so that implica-
tion elimination corresponds foinctional applicationand implication introduction corresponds to
abstraction The basic isomorphism, discovered by Curry (Curry and A&E8; Curry and Feys
1995 contains the most relevant sections), was extendezbtonith various other types by Howard
(1980). The Curry-Howard term assignments for the threesrin (2.55) are:
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(2.56) a. Application : Implication Elimination

a:A  f:A—oB

-
f(a): B
b.  Abstraction : Implication Introduction
[z : A]*
f:B
Aef:A—B

c. Pairwise substitution : Conjunction Elimination
[x: A]l [y : B]2

a:A@B f:'C’
letabex xyinf:C

RKe,1,2

As noted above, implication elimination corresponds tacfiomal application, and implication in-
troduction corresponds to abstraction. The assumed peemibe introduction rule is associated
with a variable that is abstracted over when the assumptidischarged. The term constructer

is possibly less familiar. A multiplicative conjunctioh® B corresponds to a tensor produck b,
whereaq is the proof term ofd andb is the proof term ofB (see the rule for conjunction introduction
(®7) in (2.62) below). Howevelget prevents projection into the individual elements of thesten
pair and therefore enforces pairwise substitution (Abkgni®93, Benton et al. 1993, Crouch and
van Genabith 2000:88), such thaeaexpressions-reduces as follows:

(257) letaxbbex xyinf =5 fla/z,b/y]

The substitution of the pair is simultaneous and does nalvevprojection into the members. So
let is not forbidding and is just a slightly more structured favfrfunctional application.

It is the Curry-Howard term assignments that determine aifmers in the meaning language.
| use the locution “operations in the meaning language” psefully. The term assignments con-
structed by rules of proof for linear logic result imear lambdas (Abramsky 1993); these are
lambda terms in which every lambda-bound variable occuastixonce (i.e. no vacuous abstrac-
tion and no multiple abstraction). The proof terms therefeatisfy resource sensitivity. However,
lexically contributed meanings need not contain only liMeabdas (for a similar point about the
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Lambek Calculus, see Moortgat 1997:122ff.). Thisiig a violation of the isomorphism though,
because the isomorphism says nothing about the interngtgte of the functions that it constrains
in correspondence to the rules of proof. In summary, the mgdanguage needs to support opera-
tions determined by the Curry-Howard for the three ruleiBg).

The meaning language therefore needs to minimally suppaodtian of application and ab-
straction, as well as product pairs for the multiplicatimjcinction. Work in Glue Semantics has
traditionally assumed that the meaning language is a larnaldalus of some kind. The meaning
language can be construed as simply being a conveniensegpation for what is in fact the model
theory itself, as discussed by Jacobson (1999:122). Thiedarnalculus is one convenient way to
describe the functions that are actually in the models, tigtnot the only one. The notations in
(2.58)—(2.61) are equivalent in terms of defining functjomkere the left sides of the last two most
clearly represent model-theoretic objects. The reduceddmf the first two notations would mask
things too much for present purposes; they are therefoengivunreduced form:

(2.58)  Az.comedian(z) :a—ob
(2.59) Mz.comedianz :a-—b
(2.60)  The functioryf such thaff (z) = 1 iff x is a comedian a — b

julia — 1
(2.61) jerry — 1 |:a—ob

kofi — 0
The first notation just is the lambda calculus. The secondtioot is abstraction in combinatory
logic (Curry and Feys 1958), whepe'. M is not part of the formal system of terms, but is rather
part of the metatheory and is constructed from the comhia&a@ndK and parts ofM/ (Hindley
and Seldin 1986:25-28). The possibility of using combiratmderscores the fact that the mean-
ing language for Glue is variable-free in the usual senseudhble-free semantics (Jacobson 1999):
there is nocrucial use of variables, since the variables are bound. Even iatmit introduction,
with the apparently free variable in the assumed premises dot pose a problem, because this
rule just corresponds to abstraction and we have just segralistraction can be defined in terms
of combinators. The last two notations are commonly usecdagogical presentations as prelim-
inaries to the lambda calculus (see, e.g., Dowty et al. 1B@&Im and Kratzer 1998), but do not
readily support a notion of abstraction. We could define ag dfustraction systems for them, but
then either the lambda calculus or combinatory logic isrtygareferable. However, combinatory
logic is harder to read than the lambda calculus, and | thezefdopt the latter. It is common even
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in Combinatory Categorial Grammar to adopt the more eas#gable lambda calculus for meaning
representations (Jacobson 1999:122), even though theratoits form the heart of the theory. The
meaning language is presented in appendix A.1. | assumemesentensional semantics, as the
main area of concern here is semantic composition, rataarttath conditions per se.

There are three further proof rules fiarLL , conjunction introductiongz) and universal intro-
duction and eliminations; andV,). The rule for conjunction introduction is straightforwlaand
just corresponds to pair formation in the meaning language:

(2.62) Product : Conjunction Introduction
a :‘ A b :. B

axb:A® B
The rule for univeral introduction is not used here at allt isugiven in appendix A for reasons

Q1

of completeness. The rule for universal elimination isiathand is used only implicitly; it is also

provided in the appendix. Since the universal is used in tiaysis of scope, as will become
clear in section 2.2.3, the universal rules bear some comrstamting with the interpretation of the
quantifier itself.

The universal quantifier representatigroccurs only in the linear logic side;, of meaning
constructorsM : G. It is important to realize that meansany not all in linear logic (Crouch and
van Genabith 2000:89). Consider this from the perspectidinear logic as a resource logic. If
all the resources quantified over were selected, there dmutdassive resource failure, since they
would all be consumed in one fell swoop. Rather, the way teageabout it is that if some property
holds of all such resources, then you can pick any one and kinatrthe property holds over that
one. A contrast with the existential quantifier (which isexttsn this fragment) serves to highlight
the fact that despite the resource-sensitive intepretatiey, it is truly universal quantification. In
the case of the existential quantifier, we know that the ptggdeolds of some resource, but we
cannot arbitrarily pickanyresource and be sure that the property holthaf resource. Thus, the
universal quantifier in linear logic really is a universatiahould be represented as such, despite its
“any” interpretation and the possible danger of overlogdhre symbok. The potential overload is
not a real danger here, becauswill only be used in the linear logic. It will never appear hmet
terms of the meaning language, where all quantifiers aresepted using a functional generalized
quantifier notation that is discussed further below. Thatlitmear logic universal is a true universal
is further underscored by the fact that the universal intotidn and elimination rules are identical
to those of intuitionistic logic (see appendix A).
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The introduction rule for the universal, which is the morelpematic rule (in just the usual
sense that we have to be careful in concluding a universal fin instance), will not be used at
all. As mentioned above, the universal is used in constigdtne scope of scope-taking lexical
items (e.g. quantifiers). The universal quantifier is trenepart of the meaning constructors that
are lexically specified by such lexical items and as such ismimduced in the proof. The term
assignments for universals in fact have no effect on the mgdanguage (see appendix A.3); this
means that the universals used here live entirely in thalifegic. The universal elimination rule
will be used when scopal elements take their scope, butétsvilsbe only implicit, since itis trivial.

I will return to this point in section 2.2.3 below, when we baeen an example of the relevant sort
of derivation.

| noted above that the Glue meaning constructors are instedtrelative to a particular syn-
tactic parse and that it was the assumption of a syntax degfaoa the syntax of the proof theory
that allows the logic of composition to be commutative. | asswaning an LFG syntax and the
LFG projection architecture. The linear logic resourcesduor semantic composition in Glue-
LFG are node labels in semantic structure, instantiatechey tprojection function. This means
that the meaning constructors contributed by lexical itemesinstantiated by projections on f-
structure equations. Since these f-structure equati@nstandardly called f-descriptions, | will call
o-mapped f-structure equatiolssdescriptions since they describe semantic structures. Meaning
constructors are instantiated by s-descriptions. For el@nthe proper nam#ary provides the
meaning constructor in (2.63a) and the intransitive Vatiyhedthe one in (2.63b).

(2.63) a. mary: g,

b. laugh : (T SUBJ),, — 1o,

For example, if we had the f-structure (2.64), with node Ialas indicated, then the f-descriptions
in (2.63) would get instantiated as in (2.65):

(2.64) PRED ‘laugh’
f
SUBJ Q|PRED ‘Mary’]

(2.65) a. mary: go,

b. laugh: g,, —o f5,

The lexical itemMary contributes the resource that is thgrojection of its f-structure (indicated as
usual by?); similarly, the lexical itemaughedcontributes a resource that is an implication from the
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o-projection of its subject to the-projection of the verb, wherd GusJ = gin (2.64). However,
it is standard practice in Glue work to name meaning contrsannemonically and to suppress
the o-projection and type subscripts where convenient. Thesethe normal abbreviation for the
resources contributed yary andlaughed when the former is the subject of the latter, wouldibe
andm —o [. This naming convention allows a schematic presentatianedning constructors that
abstracts away from how they are derived from the syntayydiog instead on the compositional
semantics. | will call meaning constructors written in teraf s-descriptiongeneralized meaning
constructorsand those written using the mnemonic convenschematic meaning constructors
As an initial simple example, consider the senteMary laughed The lexically contributed
meaning constructors were shown above and are repeated here

(2.66) 1. mary : m Lex. Mary
2. laugh : m — | Lex.laughed

| adopt the general covention of providing the meaning caosgtrs together with their contributors
and a gloss if this is appropriate. To avoid clutter | oftepmess the meaning terms in both
premise lists and proofs, since the meanings follow prdtgightforwardly by the Curry-Howard
isomorphism.

The premises above construct the following proof:

(2.67) mary : m laugh : m —o'l

—og

laugh(mary) : 1
The proof tree is annotated with the proof rule that was useg) (| will usually suppress labelling
of proof trees with implication elimination, since its ajgjaktion is so obvious. As noted above, |
typically do not provide the meaning terms in proofs to awdidter. Sometimes the proof is given
without the meaning terms and then again with the meanimgstel find that this maximizes ease
of readability, since on the first pass the reader sees jgstthcture of the proof, which determines
the meanings in any case.

It should be kept in mind that there is nothing privileged @h@presenting proofs as natural
deduction proof trees. Proofs are abstract objects thdtearitten down in various ways. It makes
no more sense to think of proof trees as special than it daegioof “1” as a special representation
of the number one. The proof above could equivalently beigealin a list style:

(2.68) 1. mary : m Lex. Mary
2. laugh : m —o | Lex. laughed
3. laugh(mary) : 1 E—o, 1,2
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Despite the equivalence between the two representatiatisrah deduction trees are easier to read
for larger proofs and | will therefore present proofs asdree

2.2.2 Anaphora in Glue Semantics

Anaphora resolution in Glue Semantics has been variabiefiom the start (Dalrymple et al.
1999c¢), and independently of the variable-free tradito@ategorial Grammar (see Jacobson 1999
and references therein). This can ultimately be tracede@dmmutativity of the Glue logic. In the
CG tradition, the pronoun is a function on its antecedentchanot combine with it directly, since
the pronoun does not occur adjacent to its antecedent iirthg and the non-commutative logic of
CG does not allow arbitrary reordering of premises to pedingct application. This necessitates a
series of function compositions such that a function thatdmnposed with the pronoun applies to
the antecedent. By contrast, since the Glue logic is contivetdhe pronoun can directly apply to
its antecedent. Given the possibility of such applicatibiere is no temptation to use assignment
functions for pronouns, since a cleaner alternative is idiately apparent.

A pronoun has a meaning constructor that makes crucial useilifplicative conjunction ® ),
as shown here:

(2.69) Az.z x z:(], ANTECEDENT), — ((1, ANTECEDENT). ® 1s.)

Recall thatANTECEDENT is a feature at semantic structure, not functional strectur
A schematic representation of the pronoun’s meaning aactstr is as follows, wherel is the
antecedent’s resource aidis the pronoun’s resource:

(270) A—(A®P)

The pronoun’s meaning constructor consumes its antecedesburce to produce a conjunction
of the antecedent resource and the pronoun’s resource. réheyn has a functional type from
type e to the product type x e. The pronoun’s type is therefofe, (e x ¢)). The possible values
of ANTECEDENT at s-structure are constrained by syntactic factors (Dghtg et al. 1999c¢:58),
including LFG’s binding theory, which is stated using festiural relations and the mapping from
functional structure to semantic structure (Dalrymple3 ®®resnan 2001; see section 2.1.5).

We can construct the proof in (2.72) for the simple exampl€2iiil), using the mnemonic
convention for naming resources, wherendicates ‘pronoun’ (=3’ indicates s-reduction of a
lambda term).

(2.71)  Joe said he bowls.
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(2.72) Aurg.say(u, q) : Av.bowl(v) :
EXFik J—ob—os [y : p]? p—ob
joe : A2.2 X 2t Ag.say(z, q) : bowl(y) :
J j—(®p) b—os b
Jjoe X joe : & p say(x, bowl(y)) : s
RKe,1,2

let joe X joe be z X y in say(z, bowl(y)) : s

=B
say(joe, bowl(joe)) : s

Note that there is nothing special about the vbdwl. It has not undergone a type shift or been
modified in any way to accommodate the pronoun. Note alsothigatesource corresponding to
the pronoun is the right member of the conjunction pairing #rat it is a typee atomic resource,
just like that of a name. However, the proof rule for conjumetelimination requires simultane-
ous substitution of the products and does not permit separajection into one or the other (see
section 2.2). Finally, observe that the pronoun does natspond to a free variable, since the
corresponding variable is lambda-bound. Thus, we haveiablasfree analysis of pronouns.

The pronoun in example (2.71) can also refer deictically edlscourse-bound and does not
need to be bound by the intra-sentential antecedent. Thera aumber of options for handling
such cases in Glue Semantics. First, it is possible to tad@hdan’s (1999:134-135) approach and
simply assume that free pronouns are left unresolved andsémiential semantics does not need
to terminate in type, but can instead terminate in a functional type from the typa pronomi-
nal antecedent to a sentential type. As Jacobson (1999riR8}, it is no worse for a sentential
meaning to be dependent on a nominal meaning for saturdiemit is for it to be dependent on an
assignment function. In practice though, it will be someindiiicult to ensure that the right proof
conditions hold. In particular, it has to be ensured thatuhesed material corresponds to a pro-
noun and a method has to be established for generalizinguntasunded number of free pronouns.
These same complications equally apply to Jacobson’scpkatiimplementation of variable-free
semantics.

Another option is to make the standard move to a dynamic skesai here are two fundamen-
tal methods for making Glue Semantics dynamic. The mosgstifarward method is to use a dy-
namic meaning language that supports lambda abstractioh,as Lambda DRT (Bos et al. 1994),
as suggested briefly by Dalrymple et al. (1999b) and pursnatkiail by Kokkonidis (2003), or
Compositional DRT (Muskens 1994), as developed by van Génabd Crouch (1999a). A second
method is to keep the meaning language static and to allownbar logic that composes mean-
ings to also handle contextual update, thus effectivelyimgpthe dynamics into the linear logic
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side. This approach was initially developed by Crouch amd@anabith (Crouch and van Genabith
1999, van Genabith and Crouch 1999b) and further develop&hlyymple (2001:291ff.), but it is
still to some extent work in progress.

In sum, there are at least three options for handling freeqms: changing the goal of semantic
proofs to allow unresolved pronouns in the conclusion,gigidynamic meaning language, or using
context update to model dynamic semantics in the lineaclog§ince resumptive pronouns are by
definition intra-sententially bound pronouns, these maiti® not directly impinge on most of this
thesis. However, dynamic semantics becomes relevant againapter 8, where | consider the
interpretation of resumptive-like pronouns in Englisie (iintrusive pronounsSells 1984).

2.2.3 Scope

| assume a generalized quantifier analysis of scope-takergests, in particular quantifiers and
wh-words. The following is an example of a lexical entry for aqtifier:

(2.73) most DY (1 PRED) = ‘most’

ARAS.most(z, R(z), S(z)) :
[((SPEC 1), VAR). —o ((SPEC 1), RESTR);] —o
VX.[((SPEC 1)y, —o X;) —o X{]

Recall that | am assuming thaf’ naps to esPEcf-structure inside the larger nominal f-structure.
There are a variety of ways to represent quantificationagrdghers on the left hand side of the
meaning constructor, depending partly on the logic chosethe meaning language. | opt for the
three-place functional representation shown above. Hdtiat the type of the meaning constructor
is the generalized quantifier typée, t), ((e, t) , t)).

The meaning constructor in (2.73) states that the quantifiéiconsume as its restriction an
implication from its common noun’sAR (IABLE) to the noun’sRESTR(ICTION). VAR andRESTR
are features contributed by common nouns to semantic steuftee section 2.1.4). The generalized
meaning constructor for an ordinary common noun is as falow

(2.74)  president : (T, VAR). — (1, RESTR);

The common noun is typge, ¢) as expected.

Having consumed its restriction, the quantifier looks fersitope. The scope-taking part of the
quantifier is represented by the expressitti.[((SPEC 1),, — X ); — X;]. The universal quan-
tifiation means that the meaning constructor for a quantifieks for any (e, t) implication that
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depends on the resource of the quantified DP. The fact thaniwersally quantify overX allows
the quantifier to take higher scope by introducing a hypashas the resource instantiating, dis-
charging the dependency on this resource locally, and thietroducing it at a later point in the
derivation. Recall that all scope-taking words lsim the linear logic expression for finding their
nuclear scope; it says nothing about the semantics of the imaguestion, which is represented as
a functional quantifier in the meaning language.

Using the mnemonic convention described above and sujpgesand type subscripts, we get
the lexically contributed premises in (2.76) for senterz.&%). Notice thapresident™ represents
the denotation of the plural common noun.

(2.75) Most presidents speak.

(2.76) 1. ARAS.most(z, R(z),S(z)) : (v—o1) —oVX.[(p—X)— X] Lex.most
2. president™ :v—or Lex. presidents
3. speak :p—os Lex. speak

From these premises we construct the proof in (2.77).

(2.77) ARAS.most(z, R(x), S(z)) president™ :
(v—or)—oVX.[([p—oX)—X] v—or
AS.most(x, president* (z), S(x)) : speak :
VX.[(p—X)— X] p—os

r— —og; [s/X]
most(x, president™ (z), speak(x)) : s

The quantifier takes its scope by finding an appropriate dép®y and consuming it through im-
plication elimination. Note that a step of universal eliation is implicit, but rather than carrying
it out the elimination step is annotated with the appropratbstitution, since universal elimination
is trivial.

The following example illustrates the Glue approach to scambiguity:

(2.78) Most presidents speak at least one language.

These premises are contributed:
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(2.79) 1. ARAS.most(z, R(x), S(z)) : Lex. most
(v1 —orl) —=VX.[(p—oX)—X]
2. president™ : vl —o rl Lex. presidents
3. speak :p—ol—os Lex. speak

4. APAQ.at-least-one(y, P(y), Q(y)) : Lex. at least one
(V2 —12) —oVY.[l—oY)—oY]
5. language : v2 —o 12 Lex. language

This same set of premises leads to two Glue proofs, correlspgito the two readings. The surface
scope reading is represented in (2.80) on page 66 and theséngeope reading is represented in
(2.81). Notice that the verb has been curried in (2.81).

In sum, scope in Glue Semantics is calculated on linear lpgiofs. Scope ambiguity is rep-
resented as multiple possible proofs from the same set afipes. There is no need to posit any
syntactic ambiguity. There is also no need for any typetigigifmechanism. For further details
about scope in Glue Semantics, see Dalrymple et al. (19@9clch and van Genabith (1999), and
Dalrymple (2001).
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66

(2.80) APAQ.a-l-0(y, P(y), Q(y)) : lang : Auv.speak(u, v) :
' (V2 —12) —oVY.[(l—oY)—oY] v2—or2 p-—ol-—os [z:p])
ARMS.most(z, R(x),S(x)) : president™ : AQ.a-l-0(y, lang(y), Q(y)) : Av.speak(z,v) :
(vl —or1) —VX.[(p—oX)—X] vl —orl VY[l —~Y)—oY] [—s [s/Y]
AS.most(x, president*(z), S(z)) : a-l-o(y, lang(y), speak(z, y)) : s oy
VX.[(p—X)— X] Az.a-l-0(y, lang(y), speak(z,y)) : p—o s X
most(z, president™ (), a-1-o(y, lang(y), speak(z,y))) : s [s/X]
(2.81) ARAS.most(z, R(z), S(x)) : president™ : AvAu.speak(u, v) :
' (v1 —rl) —VX.[(p—oX)—X] vl —orl l—op—os [z : ]!
APAQ.a-l-0(y, P(y), Q(y)) : lang : AS.most(x, president*(z), S(z)) : Au.speak(u, z) :
(V2 —12) oVY.[(l—Y)—Y]  v2—or2 VX [(p— X) — X] p—os 5/

AQ.a-l-0(y, lang(y), Q(y)) :
VY. [l—oY)—oY]

most(z, president™ (z), speak(z, 2)) : s

—o71

Az.most(z, president™ (z), speak(z,2)) : | —o s

[s/Y]

a-l-o(y, lang(y), most(x, president™ (z), speak(z, y))) : s
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2.2.4 Unbounded dependencies: relative clauses and quests

The unbounded dependencies that come up the most in thediteron resumptive pronouns are
restrictive relative clauses and questions. | give a skefch Glue Semantics treatment of these
unbounded dependencies here.

Restrictive relative clauses are handled by the followiimgl lof meaning constructor:

(2.82)  APAQMz.Q(z) A P(z) :
[(T TOPIC)5, — To] —o
[[((ADJ € 1), VAR), —o ((ADJ € 1), RESTR);] —o
[((ADJ € 1)y VAR), — ((ADJ € T), RESTR)]

Recall from section 2.1 that restrictive relative claugedmside a set-valuesbJuNCT grammatical
function at f-structure. This meaning constructor stdtaesthe scope of the relative clause is:at)
dependency on the relative head and that the relative ctassicts the relative head by modifying
its common noun meaning constructor.

The schematic form of the relative clause meaning construstas follows, whereel-head
is the s-structure of the relative headed is the s-structure of the predicate that takes the relative
head as an argument, andndr are thevAR andrReSTRoOf the relative head:

(2.83)  APAQAz.Q(z) A P(x) : (rel-head —o pred) —o (v —o 1) —0 (v —o 1)

The relative clause meaning constructor is a common nourifieioaf type ((e, t) , ((e, t), (e, t))).

The relative clause meaning constructor can be contribioyetthe relative pronoun, but it can
also be associated directly with the appropriate c-straaiule element in the case of relative clauses
that lack overt pronouns:

(2.84) CP— € c
(T TOPIC PRED = ‘pro’ T=1
REL,

| have abbreviated the meaning constructoR&4.,,.
As an example of relative clause composition, consider @kar(2.85) and the premises it
contributes, shown in (2.86).

(2.85) every book that Lee endorses
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(2.86) 1. ARAS .every(y, R(y),S(y)) : (v—or)—VY.[(b—Y)— Y] Lex. every
2. book :v—or Lex. book
3. APAQAz.Q(z) ANP(z) : (b—oe€)—o(v—or)—0(v—0T7) Lex. that
4. lee: 1 Lex. Lee
5. endorse : | —b—oe Lex. endorses

These premises construct the following proof for the relzéid DP:

(2.87) lee : endorse :
l l—ob—oe
APAQAz.Q(z) A P(z) : endorse(lee) :
(b—oe)—(v—or)—(v—T) b—oe
book : AQAz.Q(z) A endorse(lee, x) :
v—or (v—or)—(v—07)
ARMS .every(y, R(y), S(y)) : Az.book(z) N endorse(lee, z) :
(v—or1)—VY.[[b—oY)—oY] (v—or)

AS.every(y, book(y) A endorse(lee, y),S(y)) :VY.[(b—Y)—o Y]

Notice that the proof terminates in a nominal type, since & proof of DP semantics.
If we embed (2.85) in a sentence, as in (2.88), we get theiadditpremise in (2.89) from the

matrix verbstinks
(2.88) Every book that Lee endorses stinks.
(2.89) 6. stink : b—s Lex.stinks

Now we can put this premise together with the conclusion d{Rto get the proper sentential
semantics:

2.90 :
( ) AS.every(y, book(y) A endorse(lee,y), S(y)) :VY.[(b—oY)— Y] stink : b—o's

: [s/Y]
every(y, book(y) N endorse(lee,y), stink(y)) : s

Further details of relative clause semantics in Glue Seiggacdan be found in Dalrymple (2001:415—
422).

For questions | make the simplifying assumption thattfieword acts like a generalized quan-
tifer and that the question’s semantics are representeglaca-holder operatapu. The treatment
is illustrated by the following example:

(2.91) What did Lee endorse?



2.2. ABRIEF INTRODUCTION TO GLUE SEMANTICS 69

The f-structure for the example is shown here:

(2.92) PRED ‘endorse’
FOCUS W[PRED ‘What’}
SUBJ |[PRED ‘Lee’]

OBJ

The contributed premises and proof for the example are ksl

(2.93) 1. AS.Qu(z, thing(z), S(z)) : VX.[(w— X)— X] Lex.what

2. lee : 1 Lex. Lee
3. endorse : l—ow—oe Lex. endorse
lee : | endorse : [—ow —o e
(2.94)
AS.Qu(z, thing(z), S(z)) : VX.[(w— X)—o X] endorse(lee) : w—o e

[e/X]

Qu(z, thing(z), endorse(lee, x)): e
There are several more examples of unbounded dependeriegtides throughout part 1l of the
thesis.

Conclusion

This overview of LFG and Glue Semantics has been presengedaither compact form. For further

details, the reader is referred to the references listeldnrttroduction to the chapter. Neverthe-
less, the aspects of LFG and Glue Semantics that | use in shefréhe thesis can be found here,
although they are also reviewed in subsequent chapters ighjaited. The material in section 2.2.1
is especially relevant to the next chapter, where | delve iesource logics and the hypothesis of
Resource Sensitivity.






Chapter 3

The resource-sensitivity of natural
language

Introduction

This dissertation is an investigation of resumption pheseanin light of the hypothesis of Resource
Sensitivity:

(3.1) Natural language is universaligsource-sensitive

The overview of Glue Semantics in the previous chapterjquéarly section 2.2.1, began the pre-
sentation of the formal theory behind Resource SensitiVihys chapter continues the investigation
and focuses on resource logics, in particliliaear logic, and their relationship to the hypothesis.
Having completed the presentation of Resource Sensjtivitynsider several theoretical proposals
in linguistic theory which can either be reduced to Reso&@®esitivity or can at least be understood
in new terms based on the hypothesis.

In section 3.1, | present the notions of Logical Resourcesieity and Linguistic Resource
Sensitivity, the latter of which is what is presented in }3.lLpresent a hierarchy of substructural
logics and illustrate their linguistic relevance with respto the combinatorics of three principal
grammatical subsystems: phonology, syntax, and semanitiesll motivate linear logic as the
appropriate logic for the syntax—semantics interface antbesitic composition and discuss the con-
sequences of its adoption for grammatical architecturéscuds how the choice of logic affects the
relationship between Logical and Linguistic Resource figitg. This underscores the necessity of
understanding Resource Sensitivity as a property of Istguiheories (and by extension languages),

71
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rather than just a purely logical property.

I begin section 3.2 with a discussion of certain explicitdissions of resource accounting in the
literature (van Benthem 1991/1995, Dalrymple et al. 1998pNgat 1997, Dalrymple et al. 1999b,
Dalrymple 2001, Bouma et al. 1999, Kruijff and Oehrle 2004tihen proceed to a detailed exami-
nation of the relationship between Logical and Linguiste&sBurce Sensitivity. | argue that, despite
initial appearances, Logical Resource Sensitivity is gaheinsufficient on its own to guarantee a
useful notion of Linguistic Resource Sensitivity, althbugogical Resource Sensitivity does form
the foundation for Linguistic Resource Sensitivity. A lingtically useful notion of Resource Sen-
sitivity is demonstrated to require coupling of Logical Resce Sensitivity to a theory of natural
language.

In section 3.3, I go on to consider various proposals in therittical linguistics literature which
| argue to be implicit appeals to Resource Sensitivity. Tioppsals | consider are Bounded Closure
in type-driven translation (Klein and Sag 1985), completsnand coherence (Kaplan and Bresnan
1982), the Theta Criterion (Chomsky 1981), the Projectiandiple (Chomsky 1981, 1982, 1986),
the ban on vacuous quantification (Chomsky 1982, 1995, Krdt295, Kennedy 1997, Heim and
Kratzer 1998, Fox 2000), the Principle of Full Interpredat{Chomsky 1986, 1995), and numera-
tions and the Inclusiveness Condition (Chomsky 1995). Wstiat Resource Sensitivity not only
captures the important insights behind these proposalsaléo solves certain empirical and the-
oretical problems with them. Resource Sensitivity thusepahe way to a new understanding of
these proposals and their potential elimination.

3.1 Substructural logics and linguistic theory

Characterizing the syntax—semantics interface and s&r@mhposition in logical terms is by now
well-established in linguistic theory and this is in face thredominant view, stemming from the
work of Montague (1970, 1973). Similar logical approachesyntax and phonology have not
been as influential, although such approaches have bedaldeat least as long as generative ap-
proaches (Bar-Hillel 1953, Lambek 1958)Work in Categorial Grammar has contributed greatly
to understanding the logical underpinnings of syntax (seemgat 1997 and Steedman 2000 for
recent overviews and references and Wood 1993 for a gemgratuction) and, to a lesser de-
gree, phonology (Wheeler 1988). Categorial Grammar iiy&tsbns in the type-logical or Lambek

1There are even earlier precursors, such as Ajdukiewicz5)18Bit we could also isolate similarly early precursors to
generative approaches. This is in essence a historicdiiones
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Calculus traditions (van Benthem 1991/1995, Morrill 19%4&rpenter 1997, Moortgat 1997) are

instances of the logical approach basedsohstructural logicswhich | apply in this section to the

combinatorics of phonology, syntax, and semantics, bugdas a different theoretical perspective.
Restall (2000:1-2) offers the following characterizatafrsubstructural logics:

Substructural logics focus on the behaviour and presence mooe suggestively, the
absence— of structural rules These are particular rules in a logic which govern the
behaviour of collections of information. (emphasis in ora)

The basic insight behind substructural logics is that byftdly manipulating the structural rules

that characterize a logic we can home in on a logic that pecsharacterizes the informational

system under consideration. A unifying guiding principfenmdern linguistics has been the char-
acterization of language as information, whether from écllgoerspective (see, e.g., the linguistic
work of van Benthem and Moortgat and their students) or frarmogmitive perspective (“knowledge

of language”; Chomsky 1986).

There are many structural rules that have been identifiedarield of subtructural logic (see
Restall 2000). The three that are particularly relevang¢ herweakening, contraction, and commu-
tativity — were initially discussed in the previous chaped will be discussed in more detail here.
They are shown in Figure 3.1. The intuitions behind thesesrahn be summarized as follows:

1. Weakening:
Premises can bieeely added

2. Contraction:
Additional occurrences of a premise canftazly discarded

3. Commutativity:
Premises can bieeely reordered

Restall (2000) names these rules in terms of the associatadinators fromCombinatory Logic
(Curry and Feys 1958K, W, andC.

Weakening Contraction Commutativity
'+B INA,A+B I'A,BEC

—K — W —C

INAF B INAFB I''B,AFC

Figure 3.1: Three key structural rules
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Weakening and contraction are of particular interest Hmreause a substructural logic that lacks
these rules is gsource logic Lack of these structural rules means that premisesmotbe freely
added or discarded. This has the effect that premises indd iprthe logic in question aresources
that must be strictly accounted for (since they cannot balyfreeused or ignored). Weakening and
contraction therefore form the basis for what | will call icg Resource Sensitivity, which is a
property of logics as opposed to Linguistic Resource Seitgjtwhich is a hypothesized property
of natural language:

(3.2) Logical Resource Sensitivity
In a resource logic, premises in proofs cannot be fremlgedor discarded

(3.3) Linguistic Resource Sensitivity
Natural language is universaligsource-sensitiveElements of combination in grammars
cannot be freelyeusedor discarded

Throughout this thesis, unless | specifically talk aboutitalversus Linguistic Resource Sensitiv-
ity, | mean the term Resource Sensitivity to name the latibstantive hypothesis about language.

This is already enough background on substructural logiceée how they yield a useful per-
spective on phonology, syntax, and semantics. There arebiwas that | want to make about
these grammatical subsystems. They are simple pointsplesttbat are nevertheless fundamental.
The first point is that phonology, syntax, and semantics @aryo how important the order of the
elements to be combined is. Order is very important in phagobnd not important at all in seman-
tics, with syntax falling somewhere in between. The secaridtps that all of these grammatical
subsystems require tight control of their combinatorias.particular, in all three cases elements
of combination cannot be freely discarded or reused: theetigrammatical systems are equally
resource-sensitive. Let us see how these two points plafppeach grammatical subsystem, with
a little exemplification added for further clarification,daening with phonology:

(3.4) Phonology

1. Order very important:
XY # YX
2. Elements of phonological combination cannot be freedgalided or reused:

XY # X
XY # XXY
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Phonological sequences cannot be freely reordered: arsesXe of phonemes X and Y is (gen-
erally) not equivalent to a sequence YX. For example, nodagg allows a three-phoneme word to
be represented in any of the six possible orderings. Medetineay at first seem like an exception to
the generalization, but no language allows free metatloésisy two phonemes. Rather, metathesis
is a phonological rule or constraint that applies underageipecific conditions. The second point
is that no language allows free dropping or adding of just@mneme. There may be specific rules
of deletion or epenthesis, but again these will apply toipalgr phonemes in particular environ-
ments. The fundamental combinatorics of phonology is thezehighly order-sensitive and also
resource-sensitive.
The combinatorics of syntax with respect to these two paatsbe summarized as follows:

(3.5) Syntax

1. Order important in some languages, less important irrethe
WORD1 WORD2 &= WORD2 WORD1
2. Elements of syntactic combination cannot be freely ddsxh or reused:

WORD1 WORD2 # WORD1
WORD1 WORD2 # WORD1 WORD1 WORD2

Word order is less universally strict than phoneme ordemémy languages, two alternative word

orders may be equivalently allowédThis is indicated in (3.5), where it is noted that the order
WORD1 WORD?2 is possibly equivalen®(=) to the order WORD2 WORDL1. Certain languages,
such as English or French, have quite strict word order. Mlegkess, under certain circumstances
even such strictly ordered languages may allow some freedom

(3.6) a. i. Thoralooked the number up.
ii. Thoralooked up the number.
b. i. Inthe room stood a smiling baby.

ii. A smiling baby stood in the room.

2Notice that we are discussing syntactic order alone, lgesémantics aside. The alternative orders may have differen
semantic or information-theoretic content. The point & phat they both occur.
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(3.7) a. i. Cettesculptureenorme estbelle.
this enormoussculptureis beautiful
This enormous sculpture is beautiful.
ii. Cetteénorme sculptureestbelle.
this enormoussculpture is beautiful
This enormous sculpture is beautiful.

Other languages, such as German, Dutch, and Persian, alidyffee word order due to scram-
bling (for some recent work, see Karimi 2003). Still othardaages, such as Warlpiri, allow even
more free word order, with even elements of the same noursplir@ing separable and reorderable.
Yet even extremely free word order languages make certard wraer requirements. For example,
Warlpiri roughly requires that the second position in theuske is occupied by the auxiliary (Hale
1980, 1983, Austin and Bresnan 1996, Donohue and Sag 19%®puggh freedom of word order
is a major locus of variation among languages (and hence artogus of syntactic research), no
language allows free deletion or addition of syntactic makteOnce again, as in phonology, there
may be specific processes that meet this characterizateshaps pro-drop is a candidate, for ex-
ample. However, no language allows completely indiscraténaddition or deletion of syntactic
material. The fundamental combinatorics of syntax is tloeecorder-sensitive to varying degrees
across languages but is universally resource-sensitive.

Semantic combinatorics with respect to order and resowgusitivity can be characterized as
follows:

(3.8) Semantics

1. Order unimportant:

/\ /\

argument functor functor argument

2. Elements of semantic combination cannot be freely diszhor reused.

Semantic composition has long been understood in termsefduargument composition (Frege
1891/1952); indeed this is one of the fundamental insidhas énabled a formal semantics. Order
is irrelevant to this sort of composition: a functor can dhyuwell combine with an argument
to its left or to its right. There can of course be syntactiostmaints on the distribution of the
syntactic realizations of functors and arguments, butistsemantically irrelevant. For example, an
intransitive verb in English always follows the subjectthié verb is the functor and the subject is the
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argument then we have right-left functor-argument ordeweler, the subject can be type-shifted
such that it consumes the verb as an argument. In this caseweeléft-right functor-argument
order. Another way to think about it is that it is the typesto# expressions that determine functor-
argument combination, not their order. For example, inrthdée for Functional Application, Heim
and Kratzer (1998:44,95) simply state that the functoriappb the argument, regardless of order.
Semantics is resource-sensitive, though. We cannot sidiptggard contentful expressions or use
single occurrences of contentful expressions more thaa.ofkis was demonstrated by examples
(1.2) and (1.5) in chapter 1, which | repeat here:

(3.9) Kim fooled Sandy.
(3.10)  This innocent man is allegedly guilty, accordingdme.

As pointed out in chapter 1, the meanings of the wdfdw, Sandy andfooled in (3.9) can each
be used to produce the meaning in (3.11), but it is not passibtisregard the meaning 8andy
and to use the meaning &im twice to derive the meaning in (3.12).

(3.11)  fool(kim, sandy)
(3.12)  fool(kim, kim)

Similarly, we cannot use the single occurrence of the adakelyedlytwice to give (3.10) a meaning
equivalent to that of (3.13).

(3.13)  This allegedly innocent man is allegedly guilty, @cling to some.

The two sentences are truth-conditionally distinct, si(@40) entails that the man is innocent,
whereas (3.13) does not. In sum, the fundamental combioatof semantics is not order-sensitive
but is resource-sensitive.

We have seen that phonology, syntax and semantics aresedsitive to differing degrees, with
phonology being highly order-sensitive and semanticsgpemder-insensitive. All three grammati-
cal subsystems are resource-sensitive, however. Thigeiictdicates that the logical understanding
of grammar should focus on resource logics — i.e., logiceghtisfy Logical Resource Sensitivity
by lacking weakening and contraction. Order-sensitiviap then be enforced in a couple of differ-
ent ways which | will discuss further shortly, the simplesiriy the removal of the structural rule of
commutativity.

The resource logic that is of central interest in proof tlgemnd substructural logic iBnear
logic (Girard 1987, 1989). An aspect of linear logic that makesjtegially interesting to logicians
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and proof theorists in particular is its very articulated aontrolled use of logical connectives and
modalities. These aspects of the logic are not relevant teetssand indeed a surprising amount of
linguistic work can be done by the very impoverished anddaly weak multiplicative fragment
presented in appendix A. Indeed, at our current level of tstdeding, this fragment seems to be
sufficient for characterizing natural language seman@estain analyses of coordination and right-
node raising in Glue Semantics (Kehler et al. 1999, Dalrgn26l01) have used a logically stronger
fragment of linear logic with thef coursemodality (!), but these phenomena have also been suc-
cessfully analyzed using the weaker multiplicative magldliee fragment adopted here (Asudeh
and Crouch 2002a). It is crucial to the maintenance of thethgsis of Linguistic Resource Sen-
sitivity that the linear modalities are kept out of the Iagieragment, because it is precisely these
modalities that allow a controlled relaxation of resourceaanting in linear logic. A premise that
is prefixed with the of course modality, e, can be reused an unlimited number of times or not
used at all (discarded).Assuming the modality-free fragment of linear logic alloasery strict
notion of resource accounting and maintains the hypotlid&®source Sensitivity in a very strong
form.

Figures 3.2 and 3.3 contrast two well-known non-resouesssisive logics — classical logic and
intuitionistic logic — with linear logic. Figure 3.2 showhat in non-resource-sensitive logics we
can use a premise in deriving some conclusion and then reeggemise. In this case a conditional
and its antecedent yield the conditional’'s conclusion (lmdos ponens) and the antecedent is then
conjoined with the conclusion. This is not possible in linkgyic: the antecedent premise is used
up in deriving the conclusion and cannot be reused to be ir@myavith the result (recall thato is
linear implication and® is (multiplicative) linear conjunction).

Classical/Intuitionistic Logic| Linear Logic

A, A—BFB A, A—-BFB
A, A—-BFBAA A, A—-BEFB®A
PremiseA reused, PremiseA is consumed to produce conclusifh

conjoined with conclusio3 | no longer available for conjunction witB

Figure 3.2: Logical Resource Sensitivity: no reuse of peasiresources

Figure 3.3 shows the opposite situation. In classical aritiohistic logic, if we have two
premises we can ignore one and just conclude the other. §histipossible in linear logic: we
cannot just leave one premise aside. It must be used in tloé. @2tassical logic is characterizable

3This is assuming a natural deduction presentation of thie.ldfja sequent presentation is used the dual modality
why not(?) must be present to allow fully general reuse and nonuse.
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as a logic of truth and intuitionistic logic as a construetlegic of consequence or proof (Gamut
1991, van Dalen 2001). Linear logic captures the intuistiainotions of constructions, proofs and
consequence but is also a resource logic that requiressteof resources.

Classical/Intuitionistic Logi¢ Linear Logic
A BFA A Bl A
Can ignore premisé Cannot ignore premisB

Figure 3.3: Logical Resource Sensitivity: no discardingnpises/resources

We can make more precise the fit between particular substeidbgics and modules of gram-
mar by looking at a hierarchy of substructural logics chmdzed by the structural rules of weak-
ening, contraction, and commutativitySuch a hierarchy is shown in Figure 3.4 on page 80. The
top of the hierarchy is occupied by the lodig the simple non-commutative Lambek Calculus
(Lambek 1958; for recent discussion see van Benthem 1993/48d Moortgat 1997), which lacks
weakening, contraction and commutativity. We get logicglmnhierarchy below. by adding the
structural rule that labels the transition. By adding cortativity, we get the commutative Lambek
CalculusLP (van Benthem 1991/1995, Moortgat 1997), which is roughlyieent to linear logic.

A proof theorist might balk at this characterization, sitioe points of divergence betwee® and
linear logic are logically important. Nevertheless, if we &eeping things simple by sticking to a
consideration of just the three structural rules of weakgntontraction, and commutativity, adding
commutativity to the simple Lambek Calculus basically getdinear logic. The next two logics
on the hierarchy are captured by adding either contractiomeakening. If we add contraction to
linear logic we get relevance logic (Anderson and Belnapl®ead 1988). Relevance logic lacks
weakening: a premise cannot be freely added while maimiginalidity, because every premise
in the premise set must be used in reaching the conclusiores-euery premise must belevant
Contraction obtains though: multiple instances of the spramise may be discarded, since a single
occurrence is sufficient to establish relevance. Thusyaalke logic allows reuse of premises but
does not allow premises to be discarded. Each premise mustdakin reaching the conclusion,
since weakening is absent. Gregory (2001, 2002) has rgcapplied relevance logic to linguistic
analyses. BCK logic, on the other hand, lacks contractidrhba weakening. In BCK logic, the
condition of relevance does not hold: not every premise teedsed in reaching the conclusion.

“The logics discussed here additionally all share the rulisebciativity B), but this rule is not really relevant to our
considerations of order sensitivity and resource seiityitiv

>The name BCK comes from the structural rules that charaewithe logic: associativity®), commutativity C),
and weakeningK).
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However, premises cannot be reused. In other words, raleMagic allows reuse of premises but
not discarding, whereas BCK logic allows discarding of pess but not reuse. Linear logic allows
neither. each premise must be used exactly once; i.e., migganay go unused and no premise
may be reused. By adding the last of the three proof rules keeiteakening to relevance logic or
contraction to BCK logic — we arrive at intuitionistic log{Gamut 1991, van Dalen 2001). Finally,
classical logic (Gamut 1991, Shapiro 2001, Hodges 2001pearbtained by adding the Law of the
Excluded Middle, which states that either a propositiort®néegation must hold( v — ¢); this is
related toreductio ad absurdunreasoning from contradiction) amtbuble negatior{—— ¢ + ¢).
Intuitionistic logic is based on Brouwer's denial of theidély of this law, based on a constructive
notion of proof (Gamut 1991, van Dalen 2001). The relatigm&etween intuitionistic logic and
classical logic is represented with a dotted line becausd_#gw of the Excluded Middle is not a
structural rule.

Lambek Logid

Commutativity

" Linear Logic
g o
> . . D
= Contraction Weakening 2
S 0
2 <)
g Relevance Logi¢ BCK Logic %_
= o]
g Weakening Contraction 2
D
= >
Intuitionistic Logic 5

|

: Law of the Excluded Middle

|
Classical Logic

Figure 3.4: Hierarchy of logics related by structural rules

With this hierarchy of substructural logics at hand, let ushtback to our consideration of
grammatical subsystems. | argued above that phonologyaxsyand semantics are all equally
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resource-sensitive. This means that the logics that cteaize their combinatorics should be re-
source logics, which lack weakening and contraction. Imgeof the hierarchy in Figure 3.4, this
requirement picks out linear logic and the Lambek logicWith respect to the three structural
rules we have been considering, these two logics differ onlyvhether they have commutativity
or not. The logicL does not have commutativity and is therefore appropriatemfedeling rigid
order. It is therefore the logic that is appropriate for pblogy, where order is quite important.
It was noted that metathesis, deletion, and epenthesis meustken into account. These phono-
logical processes can be enriched by adding modalitids tim obtain aMultimodal Type Logic
(see discussion and references in Moortgat 1997). Forsyathere freedom of word order is
fairly variable among languages, there are two basic opti@ne option is to model syntax with
a non-commutative resource logic, which models strict wander well, and to add modalities for
controlled relaxation of order, as in Multimodal Type Logithe second option is to characterize
syntactic combination using a commutative resource loglich models free word order, and to
add controlled non-commutativity. Lastly, it was arguedttbrder is irrelevant to semantic compo-
sition. For semantics, then, a commutative resource legappropriate. The essential commutative
resource logic is linear logic.

Linear logic is an appropriate choice for modeling semactimposition for a number of rea-
sons. First, itis a logic of resources and therefore motielspparent resource sensitivity of natural
language semantics. Second, it is a pure logic of compaoditiosemantics, since it lacks commu-
tativity and we have seen that order of composition is iuahe for semantics. A different option
is to use a non-commutative resource logic with controllechmutativity, as in Multimodal Type
Logic, to simultaneously model syntax and semantic contipasi This is certainly an option, but
faces the danger of conflating properties of syntactic anthaéic combination by failing to sep-
arate syntax, where order is fairly relevant, from semantichere order is irrelevant. There may
be complexities that arise in controlling syntactic or saetitacombination, but these will not be
localized in syntax or semantics and will instead infectdfigtem as a whole. Using linear logic for
semantic combination by contrast keeps syntax and sermasjiarate, as will be discussed further
shortly, and therefore to a large extent quarantines oma the other. Finally, the use of linear
logic for semantic composition forms a bridge between listits and proof theory, a burgeoning
field at the intersection of logic, theoretical computeieace and mathematics. Linear logic was
devised largely as an investigation into properties of fg¢Girard 1987), rather than resources per
se, and has led to a productive and influential research sumoge in proof theory (see Girard 1989
for a classic presentation and Girard 1995 for a recent e@nthe journalTheoretical Computer
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Sciencds a key publication for results in linear logic and proofdhg.

There are consequences for grammatical architecture wsatmlinear logic for semantic com-
position. The main consequence is that there must be soraeasepevel of syntax, otherwise the
commutative logic will wildly overgenerate. In Glue Seniast linear logic is used for semantic
composition in concert with a theory of syntax. The bulk oti&ivork, including this dissertation,
uses Lexical Functional Grammar (Kaplan and Bresnan 198RymDple et al. 1995, Bresnan 2001,
Dalrymple 2001, Falk 2001) as the syntactic theory (Dalrgt al. 1993, Dalrymple 1999, 2001,
Andrews 2003, Asudeh 2000, 2002a, 2003a,b, Asudeh and K&0@2a,b). Glue based on LFG
syntax is implemented as part of the LFG implementation & Ré#io Research Centér.Some
recent work has also coupled Glue Semantics to Tree-AdigiGirammar (Frank and van Genabith
2001) and Head-Driven Phrase Structure Grammar (AsudelCendch 2002c).

Summary

Phonology, syntax, and semantics all seem to require tagtital of their elements of combination,
i.e. resource accounting. Their combinatorics are thusreseled with a resource logic, i.e. a
logic that satisfies Logical Resource Sensitivity. Consitien of these grammatical subsystems
in terms of resource logics naturally leads to the hypothe§iLinguistic Resource Sensitivity.
According to this hypothesis elements of combination imgraar cannot be freely discarded or
reused. To investigate this hypothesis we need to look feecavhere their is apparent reuse or
nonuse; resumptive pronouns constitute an apparent casenofe or surplus, as discussed in
chapter 1. If these cases yield to analysis in terms of fldbuece use, then the hypothesis is
maintainable. If the cases in question crucially requinetialed relaxation of resource accounting
through the use of modalitie®f(course !, andwhy not ?), then Linguistic Resource Sensitivity
cannot be maintained in a strong form. If not even contralesburce reuse or nonuse is adequate
for a satisfactory analysis and the phenomenon requireplet@relaxation of resource accounting,
then Linguistic Resource Sensitivity must be rejected.

3.2 Logical versus Linguistic Resource Sensitivity

I noted above that there are two related notions of resourceuating, Logical and Linguistic
Resource Sensitivity. The former concerns properties gitfowhereas the latter is a substantive

6Seeht t p: / / www2. parc. conml i st/ groups/nltt/;checked 17/01/2004.
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hypothesis about natural language as characterized hyidtiytheory. There has been some ex-
plicit investigation of issues of resource accounting imliterature. Van Benthem (1991/1995) and
Moortgat (1997) discuss resource sensitivity, but prialtypwith respect to properties of the logics
that they are concerned with. These works are essentiaihstigations of Logical Resource Sen-
sitivity in logics that have linguistic applications. Dgnple et al. (1993, 1999b) discuss Linguistic
Resource Sensitivity explicitly, noting that the use o&hin logic for semantic composition mirrors
the apparent resource accounting of natural language,daobdpursue the matter in any depth.
Recent in-depth investigations of both Logical and LingaiResource Sensitivity are found in the
volumes edited by Bouma et al. (1999) and Kruijff and Oeh2@0@db), which primarily address
the issues from a Categorial Grammar perspective. The lateme concentrates specifically on
resource issues raised by anaphora, which are relevanistavtik, too (see section 2.2.2 of the
previous chapter for some discussion of these issues)|dmtansiders Linguistic Resource Sen-
sitivity more broadly construed, particularly in the colmitions by Kruijff and Oehrle (2004a) and
Oehrle (2004). In sum, Linguistic Resource Sensitivity bialy recently begun to receive sustained
close attention. This dissertation aims to add to this rebeprogram by looking at resumptive
pronouns and copy raising, which are apparent cases ofroesgurplus or resource nonuse, as
sketched in chapter 1 and developed further in the rest afiisertation.

In this section | consider Logical and Linguistic Resouread$tivity in a little more detail. The

main goal is to establish a fairly simple point: the relasibip between Logical and Linguistic Re-
source Sensitivity is real but potentially more complexitbae might initially think! In particular,
I will show that properties of the resource logic, in pariuvhich connectives it contains, affect
the relationship between Logical and Linguistic Resourens8ivity. The take-home point is that
Linguistic Resource Sensitivity is based on Logical Rese8ensitivity together with constraints
derived from linguistic theory.

In order to establish this point, | need to review some furttspects of the linear logic approach
to semantic composition. The relevant aspects were intextlin the previous chapter, but | present
them here again. Note that the following observations applyally to type logical approaches to
semantic composition (van Benthem 1991/1995, Morrill 1994drpenter 1997, Moortgat 1997).
Let us first assume a fragment of linear logic which contamy the implication connectiveo).

In a natural deduction presentation, we need a rule fordoirimg the connective and one for elimi-
nating the connective. The rules are identical to the morglifar rules for implication introduction

"This section has benefited greatly from discussions with Bi@uch and Valeria de Paiva, who are nevertheless not
responsible for any errors on my part.
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and elimination in classical and intuitionistic logic (seeg., Gamut 1991:131ff.). The rule for
elimination is justmodus ponens

(3.14) Implication Elimination
A A-oB
-

B

The Curry-Howard Isomorphism (Curry and Feys 1958, How&®0} or “formulas-as-types” re-
lates proof steps to operations in the lambda calculus.itaipn elimination corresponds to func-
tional application:

(3.15) Functional Application : Implication Elimination
a:A f: A—B

f(a): B

It follows that if the premises consist of lexically spedifimeaning terms coupled with appropriate

—og

linear logic formulae then implication can do a lot of the waecesary for semantic composition
(for much more detailed exposition of this point see van Bemt 1991/1995). Suppose we have
the lexical meaningshora andlaugh from the wordsThoraandlaughs We can then perform the
following derivation for the sentencehora laughs

(3.16) thora : A laugh : A— B
laugh(thora) : B

—og

If the only connective we have is implication, we can see lattiiy between Logical Resource
Sensitivity and Linguistic Resource Sensitivity. Logiddsource Sensitivity, which is captured
formally through the absence of the structural rules of weealg and contraction, requires that
each premise is used exactly once. Consider the examplesivigked at. If we have a premise
thora : A and a premiséaugh : A — B, then the only way to use both premises given only the
implication connective is the proof shown in (3.16). Therpist no other way to use both premises.

Suppose that we have conjunction in our logical fragmemtgh. Like implication, conjunc-
tion has rules for introduction and elimination. The intwoton rule for conjunction is straightfor-
ward and corresponds to a product type via the Curry-Howsothbrphism:
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(3.17) Product : Conjunction Introduction

a A b :' B
axb: AR B
The type of the product is x 7, whereo is the type of the first conjunct andis the type of the

X7

second. Notice that this logical conjunction does not nesrély conjoin like types: we can form a
product out of any two types. The like-types restrictionnsg¢o be valid for linguistic conjunction
(e.g., Englishand), but it is not a feature of the conjunction connective inplieely logical sense.
We can now see that with the inclusion of conjunction Logarad Linguistic Resource Sensi-
tivity diverge. The following proof on the premiseékora : A andlaugh : A — B satisfies Logical
Resource Sensitivity by using each premise exactly once insance of conjunction introduction:

(3.18) thora : A laugh : A— B
thora x laugh : A® (A — B)

K1

This proof is linguistically unilluminating but logicallympeccable. Thus, conjunction drives a
wedge between Logical and Linguistic Resource Sensitlwtallowing satisfaction of the former
in a way that we intuitively feel should not satisfy the latte

Two questions naturally arise. The first is: do we need a cmtijon connective? The second
is: if we do need conjunction, how do we regain a notion of Listic Resource Sensitivity? The
answer to the first question is that there is indeed ampleauiitig motivation for a conjunction
connective. One application is in a variable-free treatneéanaphora, as discussed in section 2.2
of the last chapter. Jacobson (1999) provides extensioedtieal and empirical arguments in favour
of such a variable-free theory. Recall that an anaphor iesgmted as follows in Glue Semantics,
whereA is the antecedent resource aRds the pronominal resource:

(319) A—(A®P)

The pronoun consumes its antecedent to compute pronongifieaénce but must then replicate the
antecedent, since the antecedent is also an argument tofgoat@r. The conjunction is thus nec-

essary for the pronoun to output its own meaning togethdr avitopy of its antecedent’s meaning.
The necessity of conjunction is evident if we also look atrtieaning language side of the meaning
constructor:

(3200 Ayyxy:A—(A®P)
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The meaning of the antecedent is applied once and becontetheaneaning of the copy of the an-
tecedent and of the pronoun. The conjunction is necessarygl@r for the meaning to get distributed
properly and for proper binding.

There are yet other reasons to pick a logical fragment agintaiconjunction. Crouch and van
Genabith (1999) and van Genabith and Crouch (1999a) defirettzoohof context update for Glue
Semantics which involves contexts as linear logic res@urdenis effectively shifts the dynamics
of dynamic semantics from the Glue meaning language to tigatilogic that performs semantic
composition. With context update handled in the lineardpgbnjunction is necessary to bundle
together the sentential semantics with the updated confiéx¢ result of a Glue derivation for a
sentence is then represented as follows (Crouch and van Genabith: 1229

(3.21) AL F ¢d:s ® As

A1 is the input contextAs is the updated output context, and s is the meaning assignment for
the sentenc®.Thus, the conjunction is necessary to derive a single peethi represents the static
and dynamic aspects of sentential meaning.

A third use of conjunction that is similar in spirit to the ¢exrt update that we just looked at is
motivated by Potts’s (2003) multidimensional semantic@mventional implicature. As discussed
by Potts (2003:111-115), the logit-; that he uses to represent at-issue meanings (i.e., normal
sentential semantics) and conventional implicatures eandmslated into Glue Semantics by using
premises that consist of at-issue type resources conjevitedCI-type meanings.

There is thus plenty of motivation for conjunction. The dgi@sis how Linguistic Resource
Sensitivity can be regained. The basic method is to set smgeistically motivated goal for the
resource logic proof that models the system in question. llie Semantics, the standard goal of a
Glue derivation, which is a linear logic proof, is the follmg (see section 2.2.1 of chapter 2):

322) T F ¢:s

From a premise sét, the goal is to establish a typeonclusions that corresponds to the semantics
of the sentence, representedq¢adf the goal condition of the semantic proof is constrainedhis
manner, then proof (3.18) fdthora laughegwhich has a conclusiothora x laugh : A® (A — B),

is a valid linear logic proof but not a valid Glue proof. Altingh (3.18) satisfies Logical Resource
Sensitivity, it does not satisfy Linguistic Resource Stisy.

8 Crouch and van Genabith (1999) and van Genabith and Cro@&94) actually present a slightly more complex
picture involving sets of contexts (represented as coagbindividual contexts), but the details of their preséatatire
peripheral to the main point, which is just that at least oogunction is necessary.
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Notice that we can accommodate the innovations of Crouctvan@Genabith (1999), van Gen-
abith and Crouch (1999a) and Potts (2003) by further agtmg the goal condition. We saw above
that the goal condition for the Crouch and van Genabith’'sedrupdate work is the following:

(323) T,A1 F 6:5 © Ay

Similarly, if we are dealing with conventional implicatunsing the types discussed by Potts (2003),
then the goal condition can be definedPas:

324) T'F ¢:5% ® :s©

Here¢ : s® is an at-issue meaning and: s¢ a conventional implicature. Providing we make the
necessary adjustments so the logic can handle all the eghtypes, we can even put together
Crouch and van Genabith’s context update approach witls’Batinventional implicature approach
by having the following as a goal condition:

(3.25) T, A1 F ¢:8%" @ 9:5° @ Ay

Since the rest of the dissertation does not deal with confedtte or conventional implicature, the
simple goal condition in (3.22) is sufficient and will be atkgbhere.

In sum, Linguistic Resource Sensitivity is based on LogiRasource Sensitivity, but requires
that proofs are further constrained in a manner motivatelthgyistic theory.

3.3 Resource Sensitivity and linguistic theory

In this section | consider various implicit appeals to ReseSensitivity in the linguistics literature.
By adopting a resource logic, such as linear logic, for sé¢imaomposition and thus obtaining a
notion of Linguistic Resource Sensitivity, we point the wayelimination of the various heteroge-
neous proposals by capturing them directly in semantic asitipn. This would not only achieve
theoretical simplification by eliminating unnecessaryifidial principles, it would also provide a
bridge between the different theories in which the proobalve been made.

®Potts’s (2003) logic allows multiple conventional implicee types. This could be represented using conjoined
Cl-types, on analogy with the conjoined contexts of Croust @an Genabith (1999) (see footnote 8), but | set this
complication aside.
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3.3.1 Bounded Closure

An early appeal to resource accounting in the linguistierditure and the one which Dalrymple
et al. (1993, 1999b) mention explicitly Bounded Closurén Klein and Sag’s (1985) influential

type-driven translation. As a preliminary to defining BoaddClosure, Klein and Sag (1985:171)
note that:

Translation rules in Montague semantics have the propkdtythe translation of each
component of a complex expression occurs exactly once imahslation of the whole.

The property mentioned in this quotation just is resouraanting: the components to be trans-
lated are resources that must be used exactly once. Thecitmgéim is that natural language

semantics is resource-sensitive. It should be noted, thdhgt Klein and Sag (1985) were writing

before linear logic and other resource logics were wellanstbod.

Klein and Sag (1985:171ff.) define an operatiorfurictional realizatiorwhich is a mapping
from a set of expressions of Montogovian intensional logi@ tset of the expressions that can be
built out of the input set. They note that functional reai@ma must preserve the resource accounting
property of translation in Montague semantics that is nometil in the quote above. They write:

This property must be preserved by functional realizatidhat is to say, we do not
want the setS mentioned above to contain all meaningful expressions diriten-
sional Logic — AA] which can be built up from the elements®fa set of expressions
of IL — AA], but only those which use each element &fexactly once. For ex-
ample, suppose tha = {walk’, quickly'}, wherewalk' is of type VP andquickly’

is of type (VP, VP). ThenS’ should contain the expressiamuickly’(walk’), but
not quickly’(quickly’(walk’)), or any other of the infinite number of expressions con-
structed in this way. Consequently, we shall take the pirfiny step of defining the
bounded closure of a set under a binary operatioBy contrast to the standard notion
of the closure of a set under some operation, bounded clofenes the restriction just
discussed, namely that each element in the initial set idamp exactly once.

(Klein and Sag 1985:172)

The bounded closure of a set is thus set closure with the add&dttion that each item in the initial
set must be used and no item can be used more than once. Hrigt@gthis is a notion of resource
accounting that cashes out the hypothesis of Resourceti8igysiSince these notions were not
available to Klein and Sag (1985), the best they could do wasipulate a special kind of closure.



3.3. RESOURCE SENSITIVITY AND LINGUISTIC THEORY 89

If we adopt a resource logic such as linear logic for semamioposition, not only do we capture
the effects of bounded closure, we do so in a manner thattiwsa substantial body of work in the
neighbouring disciplines of substructural logic and pribory.

3.3.2 Completeness, coherence, and semantic forms

The principles of completeness and coherence were inteatlircsection 2.1.3.2 of chapter 2 as
well-formedness constraints on LFG’s f(unctional)-stawes. The following are more precise for-
mulations of the principles than what was offered in the ¢asipter.

(3.26) a. Completeness
An f-structure idocally completéf and only if it contains all the governable gram-
matical functions that its predicate governs. An f-struetis completeif and only
if it and all its subsidiary f-structures are locally contgle
(Kaplan and Bresnan 1982:65[211-212])

b. Coherence
An f-structure idocally coherenif and only if all the governable grammatical func-
tions that it contains are governed by a local predicate.-gindcture iscoherentf
and only if it and all its subsidiary f-structures are logalbherent.
(Kaplan and Bresnan 1982:65[211-212])

Completeness demands that every grammatical functiorireegby a predicate is found in the f-
structure and coherence demands that every grammatiadidanhat is found in the f-structure is
required by some predicate. Completeness and coherercpdHorm analogous roles to the Theta
Criterion, the Projection Principle, and Full Interpréatin Principles and Parameters Theory (see
below). A key difference between completeness and coherand these other principles is that
completeness and coherence are defined recursively andabhedoth a local and global sense.

It is easy to see how Resource Sensitivity can take over tleeofocompleteness and coher-
ence. If an f-structure does not satisfy completeness, tiene is at least one semantic argument
whose resource is missing. This means that the consumesaégource cannot be satisfied and its
premise cannot be properly used in the proof. Similarlynif-atructure does not satisfy coherence,
then there is at least one semantic resource that has nongensirhis resource cannot be used
properly in the proof and Resource Sensitivity is not satisfin a version of LFG that is coupled
to Glue Semantics, it may be that completeness and coheagac®t necessary as separate gram-
matical statements. It is nonetheless still conveniensethem as descriptive labels, especially for
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local realization of grammatical functions.

The one potential challenge to taking over the roles of cetepless and coherence with Re-
source Sensitivity comes from expletives. If expletives semantically contentless, then their
presence will not be ensured by the resource sensitivith@fsemantics. There are a number of
potential replies to this challenge. First, it might be tbgpletives are not semantically empty after
all (Bolinger 1977). Second, semantics is not the only camepb of grammar that is resource-
sensitive. | argued in section 3.1 that syntax is also resesensitive. It is therefore possible that a
resource-sensitive perspective on syntactic combinaibohd capture the expletive cases. Catego-
rial Grammar would constitute a good starting point for saglinvestigation, since its syntax can be
characterized by a resource logic (at least in the typestdgipproach). The Resource-based LFG
(R-LFG) approach of Johnson (1999a,b) — which treats LFGasyas directly resource-sensitive
rather than derivatively resource-sensitive off the sdfosmas in the present theory — is another
potential avenue. Third, we could still assign a resourantexpletive despite a lack of semantics.
One possible meaning constructor would be the following:

(3.27)  Ap.p: (GF 1)y — (GF 1)»

In this case the expletive is a maodifier on the clause headeits ljpyredicate. For example, the
resource above would be instantiated-te~ r for the sentencét rained (based on the mnemonic
convention). The lack of semantics is maintained by usimgidentity function. The use of the
identity function is not unusual in semantic theory. It iedisn Partee’s (1987) treatment ke and
in Jacobson’s (1999) treatment of pronouns.

LFG’s semantic forms, i.ePRED features, are another instance of an implicit appeal to Re-
source Sensitivity. Kuhn (2001) points out that in the cotrrtate of LFG the only function that
PREDfeatures seem to play that is not redundant with other aspéthe grammar (see Dalrymple
2001:220) is unique instantiation. This is the propertyt fr@vents distinct f-structures with the
samePRED from unifying. This property can be reduced to Resource iBehgson the assumption
that in the general case if multiple compatible predicateheontribute resources that are looking
for the same arguments there will not be enough arguments twa@und. Kuhn (2001) observes
that there are several benefits to taking over the uniquanésof PRED features with Resource
Sensitivity. First, since this role is the last remaininterfor PRED features in the syntax, they can
be eliminated entirely. Second, it would remove the disiimcbetween unifiable and ununifiable
features from the theory. It must be said that this benefih@ercut by the introduction afstanti-
ated symbolby Kaplan and Maxwell (1996). Instantiated symbols are eotantic forms but have
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the uniqueness property: identical instantiated symtaisiat be unified. Third, Kuhn (2001) notes
that this results in an architecture where all resource g is performed by the semantics and
the syntax is free to engage in acts of multiple exponende fi@ely. Fourth, he notes that there are
empirical reasons to suppose that there can be multiplenexpe ofPRED, just like other features.
The case he looks at is split NPs in German, as shown in tr@violy example:

(3.28) BlichesiehtAnnadrei.
books sees Anna three
As for books, Anna can see three.

(Kuhn 2001:(1.1))

Despite the apparent elliptical nature of the second NRwbeNPs behave as complete NPs with
respect to marking of declension class and determinertg@iedt seems that this constitutes a case
where two NPs with independent but compatibkeDfeatures need to map to the same f-structure.
Although reduction of completeness, coherence, and tlo@ires accounting aspect of semantic
forms to Resource Sensitivity is appealing, | do not pressppsuch a reduction in the rest of this
work. Instead, | assume an LFG syntax that has the usualnsotibcompleteness, coherence, and
semantic forms. | leave the reduction of these mechanisiResource Sensitivity for future work.

3.3.3 The Theta Criterion

Another early implicit appeal to Resource Sensitivity wias Theta Criterionof Principles and
Parameters (P&P), as first adopted in the Government andrgintheory of Chomsky (1981)
and also in early versions of its successor, the Minimalisgfam (Chomsky 1995). A standard
formulation of the Theta Criterion >

(3.29)  Theta Criterion
Each argument bears one and only érele and eacti-role is assigned to one and only
one argument. (Chomsky 1981:36)

Once again we see that a notion of resource accounting iayatthleta roles are resources that must
be assigned exactly once and each arguments must beayexaetheta role.

%Chomsky (1986) subsequently refines the Theta Criterioaring of movement chains (e.gwho;, t;)). He writes:

Each argumentv appears in a chain containing a unique visiposition P, and each-position P is
visible in a chain containing a unique argument{Chomsky 1986:97)

This is then further refined:
A CHAIN has at most oné-position; af-position is visible in its maximal CHAIN. (Chomsky 19863)3
A CHAIN is either a movement chain or a an expletive-assequair (e.g.{there;, a book;) in There is a book herg.
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A serious shortcoming of the Theta Criterion is that it aliyueonflicts with the larger theory
of theta roles in which it is couched. Theta roles were o&lijjnproposed to make generaliza-
tions about event participants in related sentence typash@s 1965, Jackendoff 1972). Chomsky
(1981:139, fn.14) notes that this original motivation foeta roles is at odds with the Theta Crite-
rion. For exampleJohnin the following sentence is both agent and theme (Jackéddap):

(3.30)  John deliberately rolled down the hill.

This sentence violates the Theta Criterion because there asgumentJohn that bears two theta
roles. The problem here is that the notion of theta role ingpeiverloaded. Chomsky’s (1981:139)
proposal is to reformulate theta role assigment to deal sutth problems. But why should theta
role assignment be complicated rather than just abanddhen@heta Criterion? In fact, a decade
later this was exactly the move that was made, as we will sheete in our discussion of Full
Interpretation.

If we reduce the Theta Criterion to Resource Sensitivitytte problem does not arise in the
first place. Resource Sensitivity achieves the goals of lieetlve theta criterion with respect to
arguments and predicates (ensuring a one-to-one matckg allowing theta roles as originally
motivated. In the specific case of (3.30), for example, ttisitive version ofolled requires one
resource, which is contributed kphn!! The fact thatJohnhas two theta roles does not impinge
on the fact that the lexical item provides a single resource.

A related problem has to do with coordination. In a VP-cooation like the following, each of
the verbs has a subject theta-role to assign, but thereysoel recipient:

(3.31) Kim sang and danced.

The subjecKim receives two theta-roles and this should therefore be atiool of the theta cri-
terion. By contrast, it has been demonstrated that thetit&dpropose resource-sensitive analyses
of coordination, such as Categorial Grammar and Glue Sécsaictin handle such cases without
giving up Resource Sensitivity (Steedman 1985, Emms 1990¢déh and Crouch 2002a).

3.3.4 The Projection Principle

The Projection Principle(Chomsky 1981, 1982, 1986) requires that lexical propriest be pre-
served throughout the derivation. In particular, the Ratige Principle requires that “th&marking

M| am assuming for the sake of argument thatvn the hillis an adjunct, not an argument. The point | am making is
not affected if it is in fact analyzed as an argument agitbd therefore takes two resources. It is properties of the stibje
that are at issue.
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properties of each lexical item must be represented casdigoat each syntactic level” (Chomsky
1982:8). The Projection Principle is thus deeply relatethteoTheta Criterion and essentially en-
sures that the actions of the latter are syntactically zedli Although the Projection Principle is
not as clearly an appeal to Resource Sensitivity as the eashave looked at so far, it inherits Re-
source Sensitivity from the Theta Criterion. In any caserghs a resource accounting perspective
we can take on the Projection Principle independently offimeta Criterion.

The Projection Principle has not been well-defined formaituitive definitions like the fol-
lowing are typical:

In general, the phrase structure rules expressing heagleorant structure can be
eliminated apart from order by recourse to a projectiongiple, which requires that
lexical properties be represented by categorial strugtuigyntactic representations.
(Chomsky 1986:82)

The projection principle requires that complements of Beaist be represented at
each syntactic level (D-structure, S-structure, LF), s, thn particular, objects must
be represented, but it says nothing about subjects. (Choh®86:116)

If the complement is thought of as a resource, then it mustdyegply licensed (i.e., consumed) and
cannot be freely discarded or inserted in the course of theadien. Another way to think about
this is that the lexical properties in question are resaitbat must be accounted for. Thus, the
Projection Principle reduces to Resource Sensitivityeqajiart from its relationship to the Theta
Criterion.

As indicated by the second quote above, the Projection iphkinis the requirement that comple-
ments to heads must be present at all levels of structurengpatficular does not apply to subjects.
Chomsky (1982:10) notes thaimarked subjects cannot be required by the Projection B cit-
ing as evidence nominalizations lacking subjects, passiith suppressed subjects, and expletive

subjects:

(3.32) a. |donotfind the claim that the earth is flat compgllin
b. That passive is NP-movement has been questioned.
c. ltisvirtually conceptually necessary that the earttoisd.

The nominalization and passive sentences indicate thatwaad be the subject’s theta role in the
corresponding active declarative need not be realized.eXpketive sentence indicates that even in
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the absence of a subject theta role there must be a synthctaalized subject. There is thus some
separate subject condition that cannot be reduced to thed®om Principle.

The Projection Principle and this subject condition togettonstitute the Extended Projection
Principle (Chomsky 1982, 1986), which has been a centralareb topic in the Minimalist Pro-
gram under the guise of the EPP feature (see Svenonius 2008cknt results and references).
Resource Sensitivity gives a new perspective on the ExteRdaection Principle and the EPP fea-
ture, particularly with respect to expletives. If expletivhave no semantic content, they presumably
contribute no resources for semantic composition. Thisn®¢at semantic resource accounting
will not guarantee their presence. This leaves the optitswidsed in section 3.3.2. The first is to
argue that expletives are not semantically contentless alft (Bolinger 1977) and therefore con-
tribute resources. The second option is to treat the regeiné for expletive subjects as purely
syntactic. This is the perspective that has stimulated mwartk in the Minimalist Program, since
if everything is motivated by considerations at the integg&to meaning and form, then any purely
syntactic phenomenon is instantly suspect. The third opsifor expletives to contribute a resource
that is associated with the identity function.

3.3.5 No Vacuous Quantification

There have been appeals in the linguistic literature to &syic principle that bans vacuous quan-
tification (Chomsky 1982, 1995, Kratzer 1995, Kennedy 1983im and Kratzer 1998, Fox 2000).
A recent review and critical discussion is provided by P¢@@02b). The ban on vacuous quan-
tification, which | will henceforth refer to as No Vacuous Qtification (NVQ), following Potts
(2002b), has been used to account for the ungrammaticdlilynmmber of examples. Chomsky
(1982:11, (6-7)) uses it to bar double quantification overdame restriction, as in (3.33), and to
bar relative clauses and matrix and embedded questionssatitinated scopes, as in (3.34).

(3.33) *all some men

(3.34) a. *the man who John saw Bill
b. *Who did John see Bill?
c. *l wonder who John saw Bill.

Kratzer (1995:129ff.) uses NVQ to block certain exampleslving adverbial quantification, such
as (3.35), which contrasts with (3.36).
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(3.35) *When Mary knows French, she knows it well.
(Kratzer 1995:129, (15a))

(3.36) When a Moroccan knows French, she knows it well.
(Kratzer 1995:129, (15b))

Kennedy (1997) assumes that NVQ governs extraction of tHeoparator OP. Potts (2002b:(2a—
b)) notes that NVQ should presumably similarly govern Jagebinding by OP, explaining the
following contrast:

(3.37)  the soug)P; Martha prepared;t
(3.38) *the soupOP; Martha prepared dinner

Fox (2000) builds his account of the Coordinate Structuras@raint (Ross 1967, Grosu 1973) on
NVQ.
Kratzer (1995:131) offers the following formulation of N@aduous Quantification (NVQ):

(3.39) Prohibition against Vacuous Quantification
For every quantifier Q, there must be a variable x such than@san occurrence of x in
both its restrictive clause and its nuclear scope.

Potts (2002b) points out that the requirement that the dfiertinds a variable in both its restriction
and its scope fails to extend to empty operat@P] cases like (3.38), because the empty operator
has no restriction. He offers an alternative formulatioN®Q in terms of lambda abstraction. The
following formulation from Heim and Kratzer (1998:126, §1&imilarly captures all of the intended
cases:

(3.40) Each variable binder must bind at least one variable.

The main points are that NVQ bans vacuous quantification hatdit has been appealed to as a
condition on syntactic well-formedness. The last pointas mecessarily obvious, given the for-
mulations we have looked at, but it follows since variabled their binders are represented at LF
(see, e.g., Heim and Kratzer 1998) and LF is a level of syntathe-only level of syntax in the
Minimalist Program.

Potts (2002b) argues that NVQ should not be adopted as actigntastraint in the grammar
based on both theoretical and empirical considerations.argaes following Marsh and Partee
(1984) that the complexity of NVQ is such that it probably uiegs a grammar more powerful
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than an indexed grammar. The complexity of NVQ is thus quétd. d-urthermore, Potts (2002b)

shows that data that has been thought to motivate NVQ candoalgezed in a simple Generalized
Phrase Structure Grammar (GPSG; Gazdar et al. 1985). ltéstablished result that GPSGs are
context-free and therefore cannot represent phenomenainggindexed grammars. By providing

analyses of NVQ phenomena in GPSG, Potts (2002b) thus déramssthat these phenomena
cannot require NVQ as a syntactic constraint, since GPS@ auat capture such a constraint.

Lastly, Potts presents several attested examples thaiteidlVQ as a condition on syntax and
also provides contexts for examples like Kratzer’s (3.3Bjclw render them well-formed. Potts

concludes that NVQ should not a statement of the grammdmuwdh it could be theorem (i.e.,

consequence) of the grammar.

NVQ is in fact a consequence of Resource Sensitivity. It figent to just look at the types
of the expressions involved to establish this. Recall frection 3.2 that Linguistic Resource Sen-
sitivity requires Logical Resource Sensitivity plus sonmgliistically motivated goal condition for
the proof. Let us assume the goal condition is of typket us also assume that operators are gen-
eralized quantifiers of typ€le, t) , ((e, t) , t)). The empty operator lacks a restriction and is just of
type ((e, t), t). Thus, the restriction and scope of operators(are) types. Making the standard
move of representing functional types by implication (veanBiem 1991/1995), which we know is
valid due to the Curry-Howard isomorphism, a succesful sgimaerivation involving an operator
looks like this:

3.41) (e—ot)—((e—t)—t) (e—t)
(e—t)—ot (e—t)
t

If the variable in the restriction is missing, this meangd tha restriction is not &e, ¢) type. Repre-
senting the restriction’s type dsand keeping e — t) for the scope (annotated for clarity), we get
the following proof, which does not satisfy Resource Seritit1?

(342) (et)~(e—t)—t) S:(e—ot)
(e—ot)—ot ‘R
((e—t)—t)®R

The proof does not terminate in a typand is therefore not well-formed.

12Notice that | have used implication introduction in this gicsee section 2.2 of the previous chapter and appendix A
for details.

13Given the possibility of contextual update and conventiomalicature discussed in section 3.2, we might want to
generalize the stopping condition to a product tfpes, but the above proof would still be ill-formed.
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Similarly, if the variable in the scope is missing, we get thiéowing invalid proof, whereS
represents the type of the scope and the restriction hasutd (¢ — t) type:

3.43) (e—~t)—((e—ot)—t) R:(e—ot)

—og

(e—ot)—t S
((e—t)—t)®S
The proof once again fails to terminate in a typnd therefore does not satisfy Resource Sensitivity.

&Kz

A concrete example of this kind of proof failure is given byddisky’s example in (3.33) above,
which | repeat here with a scope:

(3.44) *All some men laughed.

The quantifiesomewill take the restriction and scope, leaviafj without either. The proof we get
for this is:

(3.45) some men
e (e e B G B
(e—ot)—ot) (e—t) . al
; (e~ 1) o (¢ —1)—o1)
t @ ((e—t)—((e—t)—t))

We can see that this proof does not satisfy Resource Setysgivice it does not terminate in a type
t, but rather in the monstrous type x ((e, t), ((e, t), t))).

In sum, if we have Resource Sensitivity there is no requirdrfoe NVQ as a separate statement
of the grammar. It is instead a consequence of the grammawaraloid the pitfalls that Potts
(2002b) outlines while still capturing the effect of NVQ.

3.3.6 Full Interpretation
Chomsky (1986) describes the Principle of Full InterpietafFI) as follows:

We might express many of these ideas by saying that there imeige of full in-
terpretation (FI) that requires that every element of PFoftic Form — AA] and LF
[Logical Form — AA], taken to be the interface of syntax (irthroad sense) with sys-
tems of language use, must receive an appropriate intatipret— must be licensed in
the sense indicated. None can simple be disregarded. (Gld86:98)

This is unfortunately rather vague and open to interp@tatand this is indeed a problem with FI
that we return to below.
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Chomsky (1986) gives the following as examples of the kindesftences that FI blocks due to
improper LF licensing:

(3.46) | was in England last year [the man]

a.
b.  John was here yesterday [walked]
c. [who] John saw Bill

d. [every] everyone was here

The postulation of a Principle of Full Interpretation is lpgps compelling but is in fact completely
redundant with other principles that were active in the thabthe time. The Theta Criterion blocks
the first two sentences. In the firgte mans not assigned a theta role. In the secamadlkedcannot
properly assign its one theta role (assuming this is inttimaswalk). The only potential recipient
of the theta role islohn but if it were to receivavalk’s theta role than the subject would bear two
theta roles, violating the Theta Criterion. The last tworegkes are blocked by the ban on vacuous
guantification, NVQ: thevh-operatorwho and the quantifieeverydo not have variables that they
can bind. There was thus a point of considerable redundaetyelen various principles in the
theory.

This redundancy was subsequently addressed by early wahke iMinimalist Program. It was
realized from quite early on in the Minimalist Program thatl Fnterpretation could subsume and
eliminate both the Theta Criterion and the Projection Rpiec

Let us now look more closely at the economy principles. Tlaggsy to both represen-
tations and derivations. With regard to the former, we még the economy principle
to be nothing other than FI: every symbol must receive aretea” interpretation by
language-independent rules. There is no need for the Royjderinciple org-criterion
at LF. A convergent derivation might violate them, but inttbase it would receive a
defective interpretation. (Chomsky 1993:32, Chomsky 120®)

Although all the Full Interpretation examples in (3.46)dtwe extra material, if Full Interpretation
is to subsume the Theta Criterion and the Projection Ptieiciben FI must be understood in a
completely resource-sensitive manner: it must not onlglblextra, unrequired material, but also
enforce lexical requirements that certain material isgaibrily present.

(Chomsky 1995:151) also reduces no vacuous quantificatidiult Interpretation:

One consequence [of Fl at LF — AA] is that vacuous quantificashould be forbid-
den.
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All of the P&P / Minimalist principles that | have reviewedugaultimately been reduced to Fl.

Full Interpretation is obviously just a formulation of Resce Sensitivity. Proponents of FI may
then feel that its reduction to Resource Sensitivity is umarged or trivial. | do not think this is
so and here are several reasons why. First, Full Interpyet& vague, unformalized, and hence
open to interpretation. It can lead to many potentially whdtand misguided debates based on
its lack of precision. Resource Sensitivity is by contrdeirgly formalized in terms of resource
logics, proof theory, and type theory. Second, if Full Iptetation is such a robust and pervasive
property of language, there is no sense in leaving it as aaeparinciple, arguably a kind of theo-
retical appendage. Resource Sensitivity by contrast igeebinto the formal system that performs
composition. It is embedded as an integral part of the theldnrd, as an economy condition, Full
Interpretation is inherently transderivational (Pott®240). Resource Sensitivity is not transderiva-
tional: it is a condition on a single structure (a proof). &ivthe worrying complexity properties
of transderivational constraints and the theoretical anpigcal arguments against them (Jacobson
1998, Johnson and Lappin 1997, 1999, Potts 2001, 2002anPathd Scholz 2001), if FI and Re-
source Sensitivity are equivalent but the latter is notddanivational, this is reason enough to adopt
it instead of FI. Fourth, to the extent that its precise contan be divined, FI seems to be a claim
about contentful elements in semantics. By contrast, Resdbensitivity is a claim about semantic
composition, whatever the meanings being composed ars. méans that Full Interpretation has
nothing to say about the necessity of words that seem to hawemantic content, such as do-
supportdo, the complementizethat, expletive pronouns, and certain subcategorized préposit
such af (Potts 2002b). However, as sketched in section 3.3.2, tssiple for semantically con-
tentless elements to contribute bleached identity funstiogether with resources for composition.
In that case, Resource Sensitivity covers these cases kihdlees not.

3.3.7 Numerations and the Inclusiveness Condition

The Minimalist Program introduces the notionmefmerationfor the multi-set of lexical items from
which a syntactic derivation is computed. Chomsky (1998)2ibtes that a “perfect language”
should meet the “condition of inclusiveness”:

Any structure formed by the computation (in particularand )) is constituted of ele-
ments already present in the lexical items selected for Njave objects are added in
the course of the computation apart from rearrangemenexmfdl properties ...

1The inclusiveness condition is also discussed in relabdRetsource Sensitivity by Potts (2003:112).
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Chomsky (1995:228) goes on to note that the inclusivenasditbon is not fully met.

Itis clear that Resource Sensitivity entails the inclusess condition. The multi-set of lexically
obtained premises (the “numeration”) must be exhaustiued up. Furthermore, Resource Sen-
sitivity is a stronger condition than the inclusivenessditton. Not only can no items be entered
into computation during derivation, the existing itemsmaibe reused and all existing items must
be used up. Lastly, Resource Sensitivity entails a versitimeanclusiveness condition that is fully
met. If it holds, then there is no room for even slight depadurom the condition. If such depar-
tures from the inclusiveness condition are strictly ne@gss Minimalist terms, then they can still
potentially be understood using the linear logic moddaitié recent issue of the journBlesearch
on Language and Computatipadited by Christian Retoré and Ed Stabler, focuses onrataual-
ing the Minimalist Program in resource logic terms (see Fetmd Stabler 2004). It remains to be
seen if this will prove influential on Minimalism at large.

Conclusion

This chapter concludes the presentation of the formal yhieehind the guiding hypothesis of this
dissertation, Resource Sensitivity:

(3.47) Natural language is universatigsource-sensitive

I more narrowly called this hypothesis Linguistic Resousemsitivity and explored its relationship
to the Logical Resource Sensitivity of resource logics.guad that Logical Resource Sensitivity
alone is insufficient to capture the intuitions behind Liisgic Resource Sensitivity, although the
latter is based on the former.

| explored several proposals in the linguistic literatunel showed how they can be construed
as implicit appeals to Resource Sensitivity. However, ihiso reason to conclude that Resource
Sensitivity is an established aspect of linguistic thearyld hat in some way. In every case, |
showed that Resource Sensitivity leads to a new undersigquudithe principles in question, offers
new avenues of research, yields new interpretations oblesiad results, or addresses theoretical
or empirical problems with the principle in question.
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Chapter 4

A descriptive overview

Introduction

Before turning to the resource logical analysis of resuweptironouns in the next chapter, | will
review the major characteristics of resumptives that haxenbidentified in the literature (sec-
tion 4.1, A-G). Explaining these characteristics shouldstitute one of the principal goals of
any theory of resumptive pronouns. The discussion will bet keformal and theory-neutral to
the greatest extent possible, not just for exposition ke & an attempt to really untangle the
empirical properties of resumptive pronouns from the tbgcal thicket.

Any such overview must necessarily be limited in scope. Iceotrate principally on lIrish,
Swedish, and Hebrew, touching on other languages along dlge These three languages, particu-
larly Irish, are also the ones that will be examined in deétathe subsequent theoretically oriented
chapters. | treat Irish as a benchmark for the analysis afmgsive pronouns for a number of
reasons. First, its complementizer system morphologigafiects distinctions between gaps and
resumptives (McCloskey 1979), meaning that Irish is paldidy well-suited to the study of re-
sumptive pronouns. Second, as a result Irish has receivedralieled sustained analysis of its
resumptive system through the work of various authors, batipally through that of McCloskey,
the latest installment of which is not only theoretically-tgpdate, but also empirically rich (Mc-
Closkey 2002). Third, the aforementioned recent artictiifies a series of complex resumptive
phenomena in Irish that offer a particularly strong chajkerio theories of resumptive pronouns,
which the present analysis meets. Swedish and Hebrew aresded partly because, aside from
Irish, they have received the most in-depth theoreticalyaisof their resumptive pronoun systems
and therefore offer another good general yardstick forrdtamal analyses of resumptive pronouns.

103
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Much more importantly though, the resumptive pronoun sysbé Swedish exhibits superficially
different properties from those of Irish and Hebrew (SeB84, 1987), such that it seems inap-
propriate for one overarching theory of resumptive promsoiencover all three languages (see also
McCloskey 1990). At the same time, there are certain coreackexistics of resumptive pronouns
that extend across the three languages, so it would be akmisidreat the resumptive pronouns
in Scandinavian in a radically different fashion. | will iadt show that by careful separation of
grammaticized resumptives from other apparent resungptihe resumptive system of Swedish
can be unified with those of Irish and Hebrew to an extent thatrtot proved possible before, while
allowing relevant distinctions to be made.

4.1 Characteristics of resumptive pronouns

The core characteristics of resumptive pronouns, claddifjfegrammatical subsystem, are as fol-
lows:

A. Resumptive pronouns occur in unbounded dependencies.
(SYNTAX)

B. Resumptive pronouns are interpreted as bound pronouns.
(SEMANTICS)

C. Resumptive pronouns are the ordinary pronouns of theibgw
(MORPHOLOGY/ LEXICON)

D. Resumptive pronouns and gaps have distinct syntactichdisons.
(SYNTAX)

E. Resumptive pronouns display restrictions on their pregation which gaps do not and which
correlate with restrictions on the interpretation of nesumptive pronouns.
(SEMANTICS)

F. Resumptive pronouns do not display certain key chaiatitar of gaps.
(SYNTAX)

G. Resumptive pronouns resemble gaps in their interactittnogrtain grammatical phenomena.
(SYNTAX, SEMANTICS)
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Property A was discussed in the introduction. It was arghetl A cannot constitute a satisfactory
theoretical definition of the term resumptive pronoun, lbutdes serve well as a descriptive char-
acterization. Properties A and B together constitute tHaitienal characteristics of resumptive

pronouns, as argued extensively by Sells (1984).

A: Unbounded dependencies

The first definitional property of resumptive pronouns ceonse key aspect of their syntactic dis-
tribution:

A. Resumptive pronouns occur in unbounded dependencies.

In Irish there are no restrictions on which unbounded depecids host resumptives. McCloskey
(1990:208, (25)) notes that “resumptive pronouns appeawvany WH-construction” and gives a
comprehensive appendix of the distribution of Irish restiveppronouns (McCloskey 1990:238—
242). A subset of relevant examples is given here; the nahisontaining the resumptive pronomi-
nal information is underlined:

(4.2) Restrictive relative clauses

a. anghirseacha-r ghoidna siogai i
thegirl COMP-PAST stole thefairies her
the girl that the fairies stole away
(McCloskey 2002:189, (9b))

b. anfeara dtabharanni an tairgeaddd
themancowmp give youthemoney to.him
the man to whom you give the money
(McCloskey 1979:6, (3))

(4.2) Nonrestrictive relative clauses
a. Thainigan saighdidireile, nach bhfacaméroimheg, anioschugainn.
came thesoldier otherNec.coMmpsaw | before him,up to.us

The other soldier, whom | hadn’t seen before, came up to us.
(McCloskey 1990:238, (97a))
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(4.3) Questions

a. Ceacweanma bhfuil dtil agat anr?
which one compis liking at.youin.it
Which one do you like?

(McCloskey 2002:189, (10b))

b. d'inissiadcén turas a raibh siadair
told theywhatjourneycomp bepPASTtheyon.35G.MASC
they told what journey they were on (it)
(McCloskey 1990:238, (98a))

(4.4) Clefts

a. s th a bhfuil an deallramhmaithort.
COPPRESYOU COMP is theappearancgood on.2sG
It is you that looks well.
(McCloskey 1990:239, (99a))

(4.5) “Reduced” Clefts

a. Teaclbeagseascaia-r mhairmuid ann
houselittle snug comp-PASTIlived we in.it
It was a snug little house that we lived in.
(McCloskey 2002:189, (11b))

(4.6) Comparatives

a. Dofuair séleabachbmathagusa-r  lui sériamhuirthi.
getPAsThebed as goodas coMmpPlie.PASTheever 0n.35G.FEM
He got a bed as good as he ever lay on (it).

(McCloskey 1990:239, (100b))

Note that in all of these examples but (4.1a) and (4.2a) thegminal is incorporated as an argu-
ment to an inflected preposition. It is generally agreed alilerature that these prepositions are
best analyzed as contributing full pronominal informatigrst as if the pronoun were a preposi-
tional object (McCloskey 1979:47, fn.2, McCloskey and HE&4:506ff., McCloskey 1986:252ff.,
Sells 1984:111-112). For further examples of Irish unbedrependencies containing resumptive
pronouns see McCloskey (1979, 1985, 2002) and especialyidékey (1990).
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In other resumptive pronoun languages, the unbounded depeies which allow resumptive
pronouns may be further restricted. For example, it wamlhitclaimed of Hebrew that resumptives
are ungrammatical in questions (Borer 1981:114) and tlsgpported by the following data:

(4.7) *mi rariti oto?
who l.saw him?
(Sells 1984:63, (58b))

(4.8) * mi nifgaStaito
who you.met with.him
(Sharvit 1999:591, (8h))

However, the claim that Hebrew disallows resumptives instjaas is overly simplistic. First,
Sells (1984:64) shows that resumptive pronouns are pessilblebrew questions if the resumptive
follows a complementizer:

(4.9) eyze xeSbonkol maskialo zoxer im hunotenribit  tova?
which accounteveryinvestornotremember# it gives interestgood
Which account does every investor not remember if (it) givoesl interest?
(Sells 1984:64, (61))

Thus, a resumptive can be used ithattrace (ECP) environmenit.
Second, Sharvit (1999:591) writes thahich-questions in dialectal Hebrew do allow resump-
tives:

(4.10) eyze studentifgastaito?
which studentyou.emtwith.him
Which student did you meet with?
(Sharvit 1999:591, (9))

Sharvit (1999:591) attributes the grammaticality of reptimes inwhich-questions to the fact that
which-phrases are “almost” D(iscourse)-linked (Pesetsky 188d)tentatively concludes that “re-
sumptive pronouns are sensitive to D-linking in a way thatés are not”. However, it is not true
that traces arensensitiveto D-linking, which was after all initially proposed as paftan explana-
tion of wh-superiority effects (Pesetsky 1987:107ff.). The D-limkiexplanation is thus somewhat
tenuous.

Swedish similarly disallows resumptive pronouns in singplestions:

1Shlonsky (1992:448, fn.3) disputes this data. | return ®rhatter in chapter 7, section 7.2.1.
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(4.11) * Vemsag du honom?
who seePASTyou him

Like Hebrew, Swedish allows resumptives in questions whgubgect gap is not licensed:

(4.12) Vilketkonto vet intevarjeinvesteraremdetger bra ranta?
which accounknowsnot everyinvestor if it givesgoodinterest
Which account does every investor not remember if (it) givesl interest?

However, unlike Hebrew, resumptives in relative clausesadso restricted to this kind ahattrace
environment:

(4.13) Detvar denfangen somlakarna inte kundeavgoraom hanverkligenvar sjuk.
it wasthat prisonerthat doctorsber not could decide if he really wasill
This is the prisoner that the doctors couldn’t determindnd)(really was ill.
(Engdahl 1985:7,-(8))

(4.14) * JagkannermannensomMariatraffadehonom
I know manbDEFthat M. met him

The difference between (4.11) and (4.12) is a reflection efattoader generalization that Swedish
resumptives are only licensed following material at the jpefriphery of CP (Engdahl 1982:156,
Sells 1984, 1987:267, McCloskey 1990:235).

Further evidence for the generalization comes from thetfedt again unlike Hebrew, resump-
tives in simple SwedisWwhich-questions are ungrammatical:

(4.15) * Vilkenelev hadedu motte medhenné
which studenthad you meetingwith her

(4.16) * Vilkenelev traffadedu hononf
which studentmet you him

Thus, Swedish does not really distinguish between resuswptn relative clauses and questions,
whereas Hebrew allows resumptives more freely in relativas in questions.

In summary, a definitional characteristic of resumptivenprmns is that they occur in unbounded
dependencies, but languages can differ as to which unbdudependencies allow resumptives
and under what circumstances. lIrish allows resumptiveseényekind of unbounded dependency.
Hebrew allows resumptives in relatives, but their distiifiu in questions is more limited. Swedish
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allows resumptives in only a very specific circumstance — adiately following lexical material
in the left periphery of CP — but does not distinguish betweebounded dependencies that meet
the requisite requirement.

B: Bound pronouns

The second definitional property of resumptive pronounseors their semantic interpretation.
B. Resumptive pronouns are interpreted as bound pronouns.

Chao and Sells (1983) argue that this criterion distingsistiue resumptive pronouns from pro-
nouns used to ameliorate island violations (Ross 1967432 which Sells (1984:17) calistru-
sive pronouns Intrusive pronouns cannot receive bound interpretatidbsapter 8 discusses the
interpretation of intrusive pronouns, which I include i ttroader class gfrocessing-resumptives
Chao and Sells (1983) present three tests based on propémngt Bistinguish resumptive pro-
nouns from intrusive pronouns. Each test shows that ansirtrypronoun does not support the
bound reading that a gap in the same position supports. Tdiadibinding of the pronoun by a
quantifier that does not license a coreferential or E-typdirgy (Evans 1980), such asgery, each
or no.? The only available reading for a pronoun that takes a quant its antecedent is a bound
reading. A sentence with a quantifier-bound pronoun in arountied dependency should there-
fore be grammatical if the pronoun is a resumptive pronouhwargrammatical if it is an intrusive
pronoun. The ungrammaticality of the following English &arte indicates that the pronoun is an
intrusive pronoun and not a true resumptive pronoun:

(4.17) *Id like to review every book that Mary couldn’t remmder if she’d read ibefore.
(Chao and Sells 1983:48,(5¢))

The other two tests that Chao and Sells (1983) present qoacswers tavh-questions. The first
wh-test shows that an English intrusive pronoun does not stigplist answer to avh-question,
which should be possible for a bound pronoun:

(4.18) a.  Which of the linguists do you think that if Mary ter@im then everyone will be

happy?
(Sells 1984:13,~(10b))

2E-type readings are discussed further in chapter 8. It isadlgtonly true that singular positive universals (egach
every) resist singular E-type pronouns. They surprisingly pephirals (Evans 1980), as also discussed in chapter 8.
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The answer to this question can only be an individual, su¢fthss”, not a list of individuals, such
as “Chris, Daniel, or Bill". The secondh-test concerns functional answers to questions (Engdahl
1986), which a bound pronoun supports, as shown in (4.19):

(4.19)  Which exam question does no professor believe wilbbgh enough?

a. The one her students aced last year (functional)

b. Question 2A (individual)
(Chao and Sells 1983:56,(8a))

The pronounherin the functional answer is bound and covaries with the @sies in the domain
of discourse. The individual answer specifies a particulsestion that no professor believes will
be tough enough. An analogous question with a pronoun intbeunded dependency, as shown
in (4.20), disallows the bound, functional reading andvedi@nly the individual reading:

(4.20)  Which exam question does no professor even wondewiflibe tough enough?

a. #The one her students aced last year (functional)

b. Question 2A (individual)
(Chao and Sells 1983:544(10a))

The three Chao and Sells tests show that pronouns in Engligfiot be resumptive, although En-
glish does have a resumptive-like strategy of repairingnidlviolations and processing difficulties
with the insertion of intrusive pronouns.

By contrast, Chao and Sells (1983) and Sells (1984) showldhgtiages with true resumptive
pronouns do pass the tests. Thus, supporting a bound ietatipn is a definitional characteristic
of resumptive pronouns, which are like gaps in supportinghsaterpretations. Properties A and
B indicate that, speaking broadly and pretheoreticallsunaptives occur where gaps occur (in un-
bounded dependencies) and are interpreted like gaps (as lvadables). We will see shortly that
neither of these claims can be strictly maintained, but #reyadequate as rough generalizations.
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C: Ordinary pronouns

McCloskey (2002) identifies a crucial yet rarely discusseaatghological property of resumptive
pronouns:

C. Resumptive pronouns are the ordinary pronouns of theibgey ORPHOLOGY/LEXICON)
McCloskey (2002:192) writes:

A remarkable but little commented on property of resumppivenouns is that they
simply are pronouns. | know of no report of a language that uses a maogheallly or
lexically distinct series of pronouns in the resumptivection. (emphasis in original)

This observation has a morphological consequence abotbtimeof resumptive pronouns and a
consequence for their lexical specifications.
The morphological consequences are as follows:

(4.21) 1. Resumptive pronoun languages do not have resesrggiecific morphological para-
digms.

2. Resumptive pronoun languages do not have certain prertbahare only resump-
tive or have a resumptive-specific usage to the exclusiothargpronouns.

The second of these points is best understood in contragptetize pronouns. It is quite usual for

a language to allow only certain pronominals to serve aseéixpk. For example, in English the
only expletives are the pronomindtsandthere These pronouns are not solely expletives, but they
have expeletive-specific usages to the exclusion of ottmergoms.

Irish provides a particularly telling demonstration of pesty C. The Irish resumptive pronouns
are just the normal forms of the pronouns that would occuhengame positions. Compare the
pronouns in the resumptive examples in (4.22—-4.24a) wadbkehn the non-resumptive examples in
(4.22—4.24b):

(4.22) a. anfearar dhlirtmégo dtiocfadh sé
themancompsaid | compwould.comehe
the man that | said (he) would come
(McCloskey 1990:214, (41))

b. duirtmégo dtiocfadh sé
said | compPwould.comehe
| said he would come
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(4.23)

(4.24)

In each case the resumptive pronoun is identical to the sporeding non-resumptive.

The most significant evidence comes from pronominal infaimnaborne by Irish inflection,
which is discussed at length by McCloskey and Hale (1984)CMskey (1986), and Andrews
(1990). Irish verbal paradigms consist of forms that arditi@ally calledsyntheticandanalytic
(McCloskey and Hale 1984:489). The analytic form does nbtlaksubject agreement and is the
form used with non-pronominal lexical subjects, with sebjgaps, and with pronominal subjects
under certain circumstances that will be specified shofthe synthetic form bears subject person

a.
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anscribhneoira molannna mic léinné
thewriter comppraise thestudents him
the writer whom the students praise (him)

(McCloskey 1979:6, (5))

molannna mic léinné
praise thestudents him
the students praise him

anfeara bhfuila mhathairsan otharlann
themancompis his mother in.thehospital
the man whose mother is in the hospital
(McCloskey 1979:6, (4))

taa mhathairsan otharlann
is hismother in.thehospital
his mother is in the hospital

and number information. The crucial facts are:

1. The synthetic form cannot be used in conjunction with {hy@rapriate pronominal.

(McCloskey and Hale 1984:489-490)

(4.25)

chuirfinn (Ulster) (4.26)
pPUt.CONDITIONAL.1SG
I would put

* chuirfinn
PUt.CONDITIONAL.1SG 1SG



4.1. CHARACTERISTICS OF RESUMPTIVE PRONOUNS 113

2. The analytic form generaffycannot be used in conjunction with the appropriate pronamin
if a synthetic form with the relevant person-number infofioraexists.
(McCloskey and Hale 1984:491-492)

(4.27) chuirfinn (4.28) * chuirfeadh mé
pPUt.CONDITIONAL.1SG put.CONDITIONAL 1SG
I would put

(4.29) — (4.30) chuirfeadh siad
put.CONDITIONAL.3PL puUt.CONDITIONAL 3PL

they would put

McCloskey and Hale (1984), working in Principles and PartanseTheory, analyze the synthetic
form as contributing a null pronominal argument (ijgr9). Andrews (1990), working in Lexical
Functional Grammar, analyzes the synthetic form as caing thePRED of its argument at func-
tional structure. In both cases, the impossibility of usihg synthetic form with an independent
pronoun follows from the fact that the synthetic form itéseintributes pronominal information.

What is crucial for present purposes is that the pronomirfakination contributed by the syn-
thetic form can function as a resumptive pronoun:

(4.31) nadaoineaN raibhméag dlil goN gcuirfidis isteachar an phost sin
thepeoplecompwas | expextPROGCOMP putCOND.3PL Iin onthatjob
the people that | expected (that they) would apply for thht jo

(McCloskey and Hale 1984:498, (23))

There are two reasons to conclude that the subject agreemeauirfidis is functioning as a re-
sumptive. First, the relative clause exhibits the clag#t resumptive complementizer pattern (Mc-
Closkey 1979, 1990, 2002), which consists of a resumptvisiive complementizeaN (identified

by the nasalization mutation it triggers on the followingrdpimmediately following the relative
head and neutral complementizegs introducing each clause until the clause containing the re-
sumptive pronoun:

(4.32) NR[cpaN...[cpgo...[cpgo...Rprg...]]]
(McCloskey and Hale 1984:498,(22))

If the subject of the synthetic form were a gap, there would déferent pattern of complementiz-
ers. Second, McCloskey and Hale establish independerattystibject gaps occur with tliemalytic

3Except in certain paradigm slots in certain dialects; e.gnr@cht third person plural conditional (McCloskey and
Hale 1984:491).
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verb form, “even in those cases where the binder of the tm@e pronoun with person-number
features for which the verb in question has a synthetic faicCloskey and Hale 1984:490):

(4.33) Chan misea chuirfeadhtisteachar an phost sin.
COPNEGMe COMPPUtCOND in onthatjob
It's not me that would apply for that job.
(McCloskey and Hale 1984:490, (5))

Taken together, the complementizer pattern in (4.31) aadatt that subject gaps occur with the
analytic form constitute strong evidence that the synthfetim can function resumptively.

The fact that resumptive pronouns are just ordinary pronahforms is underscored by the data
from lIrish that we have been considering. Free-standingmesives just have the form that one
would expect to find in the relevant position, for the relévagrson/number/gender features. Even
more strikingly, the synthetic forms reveal that pronorhinéormation contributed byany source
can function resumptively. This last point is further ursb@red by the resumptive examples in (4.1)
and (4.3—-4.6) above, where the pronominal information rdrdauted by an inflected preposition.
Resumptive pronouns in Hebrew and Swedish are similariytligsnormal pronouns.

The generalization that resumptive pronouns are completelinary pronouns faces a chal-
lenge from Vata, which seems to have a paradigm of pronowaisghused only for resumptives.
The resumptives are segmentally identical to the non-rpuenpronouns but bear different tone
marking. For example, the normal third person pronoureisd the resumptive form is(Koopman
1982:128-129). Koopman (1982) reports that unboundedndiepeies in Vata that target nominals
in subject position must terminate in a resumptive pronoweh @sumptives are barred from all
other positions (see section D, page 120 below). It shoulddserved that this is not necessarily
resumptive marking per se. That would only be true if the gaimation is that unbounded de-
pendencies terminating in subjects must leave pronoungedavith a special tone. An equally
plausible generalization is that unbounded dependenmigsrating in subjects a) mark the subject
with a special tonfeand b) must terminate in a pronoun. According to the seconeérgéization,
there is no special paradigm of resumptive pronouns. Tharapp paradigm arises through in-
dependent workings of the grammar. This generalizationvéits into the overwhelming pattern
described in this section rather than revealing it as a uangolate.

Suppose the first generalization were shown to be corramigth The question is how a theory
that treats resumptive pronouns as ordinary pronouns woaidile such a case. The ordinary

4A similar phenomenon has been observed for Kikuyu (Clem&®it® as cited by Zaenen 1983).
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pronoun theory predicts that in the absence of any additierical information any pronoun can
be a resumptive (if the language licenses them). Howeusrpitssible for the language in question
to add additional lexical information to a particular prandhat distinguishes it as a resumptive and
to add lexical information to other pronouns that distirsipgis them as non-resumptives (Koopman
and Sportiche 1982). | do not think that this actually undeas an ordinary pronoun theory. The
alternative theory is that resumptives are always speomiquns that are marked with some feature
that distinguishes them as resumptives. Such a theory cmildeal well with a language that has
uniform pronouns, like Irish and most other languages. Tdst b could say is that the resumptive
pronouns of Irish happen to be massively homophonous véthdh-resumptive pronouns. This is
clearly not satisfactory. An ordinary pronoun theory tha@al-cases Vata and gets Irish for free
is therefore preferable to a special pronoun theory thatigpeases Irish but gets Vata for free.

D: Distribution

Resumptive pronouns and gaps generally have overlappingdodidentical distribution with re-
spect to syntactic positions / grammatical functions thaytcan fill. Initial examination of Irish,
Welsh and Hebrew points to the possibility of a rough char@dtion in terms of the accessibil-
ity / obliqueness hierarchy of Keenan and Comrie (1977) pgeschby both McCloskey (1979:5) and
Sells (1984:20-21), such that resumptives become obfigatanore oblique positions. However,
the distribution of resumptives in Swedish and Vata showasahy hierarchical generalization is un-
tenable, unless one is willing to claim that in some langesag@y theleastoblique arguments can
be resumptives (Swedish, Vata), while in others onlyrfwstoblique arguments can be resump-
tives (Irish, Welsh, Hebrew), in which case the utility okthierarchy in a theory of resumptive
pronouns is quite questionable. It is unsurprising thatjfgamade the initial tentative connection
to the hierarchy, neither McCloskey nor Sells incorpor#tego his actual theory; they derive what
effects it accounts for in other ways. Furthermore, everrigh)] Welsh and Hebrew the descrip-
tive generalization offered by the hierarchy is quite weskce it only only holds in one direction:
grammatical functions at the top of the hierarchy can alsodmipied by resumptive pronouns,
except in certain specific circumstances to be discusseatlyshibhe distributional characteristic of
resumptive pronouns forms the cornerstone of Last Reseotitgs of resumptives (Shlonsky 1992,
Aoun et al. 2001). In section 7.1.3 of chapter 7, we will ses thialect data from Swedish casts
serious doubt on the empirical validity of Last Resort actswf resumptive pronouns.
McCloskey (1990:209) notes that, in Irish, “within each Vblastruction, resumptive pronouns
can appear in every clausal position but one.” The one digassition in which they cannot appear
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is the subject position immediately following the relativead (the “highest” subject):

(4.34) a. * anfeara raibh sébreoite
themancomp bePAST heiill
the man that (he) wasiill
(McCloskey 1990:210, (29a))

b. * na daoinea rabhadar breoite
the people comp bepPAST.3PLIll
the people that (they) were ill
(McCloskey 1990:210, (29b))

McCloskey (1990:210) dubs this restriction tHeghest Subject RestrictidiiSR). He stresses that
the restriction applies only to the highest subject; redivep are licensed in the embedded subjects
of both finite and nonfinite clauses:

(4.35) a. ant-6rsear chreid corr-dhuinego raibhséann
thisgold coMmp believeda few peoplecompwas it there
this gold that a few people believed (it) was there
(McCloskey 1990:210, (30a))

b. clplamuireara bhféadfaiara go rabhadar bocht
a.few families comp one.couldsayINF COMP be PAST.3PL poor
a few families that one could say (they) were poor
(McCloskey 1990:210, (30b))

Resumptive pronouns are obligatory when a possessor oositiepal object is extracted (Mc-
Closkey 1979:6, McCloskey 1990:209), as demonstrated foerde object of the prepositiofe
(‘with’):

(4.36) a. anfeara raibhméag caint leis
themancompwas | talk.PROGWiIth.3SG.MASC
the man that | was talking to him
(McCloskey 1990:209, (28a))

b. *anfeara bhi méag caint le __
themancompwasl talk.PROGtO
the man that | was talking to
(McCloskey 1990:209, (28b))
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The usual account of Irish is that resumptives can appeavtzang except in the highest subject po-
sition. The HSR is typically accounted for by an anti-logaliequirement between the resumptive-
binder and the resumptive, defined in such a way that it appbesubjects, but not objects or
other arguments (Borer 1984, McCloskey 1990:212—22&he apparent obligatoriness of certain
resumptives stems from gaps not being licensed in the mg@@sitions due to conditions on ex-
traction. For example, extraction of a possessor is a sebg@cviolation and it is assumed that
extraction of a prepositional object is an Empty Categomdisle (ECP) violation due to preposi-
tions in Irish not being proper governors (Sells 1984, Chamg McCloskey 1987).

Welsh is similar to Irish with respect to the HSR, except thalVelsh the highesbbjectis also
inaccessible to resumptive pronouns, as shown by the flipaxample$:

(4.37) a. y cara werthoddGareth
the car comp sold Gareth
the car that Gareth sold

(Willis 2000:533, (4))

b. *y liyfry darllenaisi ef
thebookcomp read I it
the book that | read

(Sells 1984:133, (27))

In Welsh, an unbounded dependency terminating in a highesttabject gap is grammatical, but
one terminating in a highest direct object resumptive is not

Sells (1984:143ff.) identifies a further difference betw&delsh and Irish: filler-gap dependen-
cies into embedded clauses are grammatical in Irish butanmgratical in Welsh. The empirical
claim is that resumptive pronouns are obligatory in embdddauses in Welsh, but not in Irish.
However, recent work by Willis (2000) argues that filler-gigpendencies in Welsh can also access
embedded positions. This issue clearly requires furthgririral and theoretical investigation, but

_ SMcCloskey’s work on this anti-locality condition, essetiy an extension of Principle B of the binding theory to
A-binding, dates to the early eighties but was first publighdtie article cited.
Willis (2000:534, (5b)) offers the following example as aninial pair for (4.37a):

0] *y cara (ig-) werthodd Gareth ef
thecarcomMp 3sG.Acc sold.35G Garethit

the car that Gareth sold (it)

There is unfortunately a mitigating factor in this examgimce the ‘direct relative’ particla is introducing a relative
clause containing a resumptive pronoun. Such ‘indireettireds’ must be introduced by a different partiggr) (Sells
1984:132, Willis 2000:540) . The use afis sufficient for ungrammaticality and the example therefdoes not address
the issue at hand.
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| will follow Willis (2000) in assuming that embedded clagsa Welsh can host gaps (and resump-
tives). The key difference between Irish and Welsh is thatfdmmer allows highest objects to be
resumptives, while the latter does not.

Shlonsky (1992:445-446) reports that Hebrew and PalastiArabic are like Irish in disal-
lowing a resumptive as the highest subject, as shown regplgdn (4.38) and (4.39):

(4.38) ha?is Se _ /*3Se-hu ?et Rina
the-manthat __ / * that-helovesacc Rina
the man who loves Rina
(Shlonsky 1992:445, (6))

(4.39) I-bint ?illi __ /* hiy raayrafal beet
the-girlthat _ /* she going to house
the girl that is going home
(Shlonsky 1992:446, (12))

The distribution of gaps and resumptives in Hebrew and Raias Arabic is otherwise quite dis-
tinct (Shlonsky 1992:444-446). In Palestinian Arabictieéaclauses, gaps and resumptives are in
complementary distribution: gaps are only licensed in tighdst subject, where resumptives may
not occur, and pronouns are obligatory in every other pmsitShlonsky 1992:444). By contrast, in
Hebrew the distribution of gaps and resumptives overlagsnbedded subject and all direct object
positions. Resumptives are blocked only in highest sulgjesition and are obligatory in possessor
and oblique positions. The HSR in Hebrew is also accountethffan anti-locality condition on
A-binding (Borer 1984:251ff.). Both the proposals of Bor&9§4) and McCloskey (1990) essen-
tially extend Principle B of binding theory tA-binding of pronouns, such that pronouns must be
both A-free andA-free in their governing categories.

Table 4.1 summarizes the distribution of gaps and resuewiiv Irish, Welsh, Hebrew, and
Palestinian Arabic. Overlapping distribution is identifiby bold and the HSR column further
highlights the fact that all four languages obey this restn (with Welsh further disallowing re-
sumptives in highest object position). The informationhie table is compiled from McCloskey
(2979, 1990), Sells (1984), Shlonsky (1992), and WillisQ@0

Table 4.1 reveals that there is no position that is categlyiznavailable to resumptive pro-
nouns in these languages. The highest subject and objectbmayavailable, but none of the

"The varieties of Arabic spoken in Palestine and Egypt areectmough that authors often refer to both as Levantine
Arabic.
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| Gap Resumptive HSR?
Irish Highest subject Y
Embedded subject Embedded subject
Direct object Direct object
Possessor
Oblique
Hebrew Highest subject Y
Embedded subject Embedded subject
Direct object Direct object
Possessor
Oblique
Welsh Highest subject Y
Highest object
Embedded subject Embedded subject
Embedded object Embedded object
Possessor
Oblique
Palestinian|| Highest subject Y
Arabic Embedded subject
Direct object
Possessor
Oblique

Table 4.1: Distribution of gaps and resumptives in IrishJaNeHebrew, and Palestinian Arabic

languages block resumptives from subject and object pasiti general. There is therefore no cat-
egorical statement that one can make in terms of a hierachsacnmatical functions or syntactic
positions to the effect that grammatical functions thatracee oblique than X must be realized as a
resumptive pronoun. Any such statement would in additioretta minimally refer to level of em-
bedding. Furthermore, although it is true that resumptbhesome “more obligatory” as one moves
down the obliqueness hierarchy, the converse does not litolsl:not the case that gaps become
obligatory if the hierarchy is traversed in the other dii@tt In fact, all of the languages except
Palestinian Arabic show some overlap in the distributiogagfs and pronouns. A simpler general-
ization about the distribution of resumptive pronouns ishy Welsh, Hebrew, and Palestinian is that
they can appear anywhere, except where independent datstiock them (McCloskey 1990). In
this case, the independent constraint is the HSR (extenpjewriately for Welsh), however it is
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implemented. Similarly, extending the observation of Muskiey (1990:209) about Irish, the basic
generalization about the distribution of gaps in the fouglaages is that they are permitted every-
where, except where they are blocked by independent carisirauch as subjacency and the ECP
or whatever handles their work in other theories. This walpoking at things is in contrast to Last
Resort theories of resumptive pronouns which hold thatrmgsives are only inserted in order to
rescue derivations that would fail due to ungrammaticarfijap dependencies.

The HSR (and the modified version for Welsh) is potentiallpak has to say about the distribu-
tion of resumptive pronouns in Irish, Welsh, Hebrew, ancBtatian Arabic with respect to syntac-
tic position / grammatical function. If the grammars of thésnguages freely generate resumptive
pronouns and the HSR further blocks them from the highegestufand object, for Welsh), then
the correct distribution is generated. Of course, therdantp to say about resumptives in these
languages in other respects. For example, other constreduid block resumptives altogether in
certain environments. We saw one such case in section A abdwere it was shown that Hebrew
resists resumptives in questions, except in certain spagiiumstances.

However, the distribution of resumptive pronouns in Vatatigkingly different from that of
Irish, Welsh, Hebrew and Palestinian Arabic. Resumptivenpuns in Vata are obligatorgnly
in subjects, highest or embedded. The resumptive systenataf i¥ described in work by Hilda
Koopman and Dominique Sportiche (among others, Koopmag, @ pman and Sportiche 1982,
1986). Vata makes very limited use of resumptive pronourey &re obligatory in subject extraction
and prohibited elsewhere, as shown in (4.40).

(4.40) a. Highest subject
ab 3/*  l'e sakala
whohe/* _ eatrice wh

Who is eating rice?
(Koopman 1982:128, (1a))

b. Embedded subject
ab n gugwmas/* _yi la
whoyouthink thathe /* _ arrivewh
Who do you think arrived?
(Koopman 1982:128, (4a))
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c. Highest object
y1 kofilée _ /*mila
whatKofi eat _ /*it wh
What is Kofi eating?
(Koopman 1982:128, (1b))

d. Embedded object
ab n gugmawa yt _ /*mdyé la
who youthink thattheysee _ /him PART wh
Who do you think they saw?
(Koopman 1982:128, (4b))

Koopman and Sportiche (1986:154) note that resumptivequnos are also barred for indirect ob-
jects and subcategorized PPs. Unbounded dependencigaating) in these positions are gram-
matical, but must terminate in gaps. Koopman (1982:128stiat all unbounded dependencies
in Vata —wh-questions, focus constructions (roughly clefts), andtied clauses — fall under the
same generalization: resumptives are obligatory in suipjesition and prohibited elsewhere (see
Koopman 1982:128, (2-3) for additional data). The Vatasfaudicate that the HSR should not be
treated as a general linguistic principle, although it dqotentially be parameterized.

E: Restricted, pronominal interpretation

Doron (1982) observed that an opaque verb such as the eszptivdlseekin Hebrew allows a non-
specific /de dictoreading for its object if the object is a gap, but not if itseatijis a resumptive
pronoun (Doron 1982:26, (49-50)):

(4.41) daniyimca et haiSa Se humexapes
Daniwill-find Acc the.womarthathe seeks
Dani will find the.woman that he seeks.

(4.42) daniyimca et hariSaSe hu mexapeota
Daniwill-find accthe  womanthathe seeks her
Dani will find the woman that he seeks (her).

The second sentence only allows a reading that can be passghas “There is a woman that Dani
seeks and Dani will find this woman”.

The observation that pronouns block non-speciftle /dictoreadings is in fact quite old and
was observed at the inception of formal semantics (Parté6, Iontague 1973:32). The contrast
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above would therefore follow naturally if a resumptive poan just is a pronoun. Given a proper
analysis of the pronominal behaviour, nothing further wiouted to be said to capture the resump-
tive pronoun’s behaviour. This line of reasoning is pursbgdells (1984, 1987) who relates the
impossibility of the non-specific reading to the general asgibility of pronominal reference to con-
cepts. He therefore calls the non-specifae/dictoreading theconceptreading. Following Doron
(1982) he assumes that the resumptive pronoun, like prenmugeneral, forces its antecedent to
be extensional. The inability to take a concept as an angetdtien follows, since concepts are
intensional.

Support for this line of reasoning comes from the followimgptrasting sentences. The one with
the gap allows three readings, represented below, whdreasé with the resumptive pronoun does
not have the third, concept reading (Sells 1984, 1987):

(4.43) kol geveryimca ?et halisa 3e humexapes
everyman will-find Acc the.womarthathe seeks

Every man will find the woman that he seeks.
(Sells 1987:288, (48a))

a. Thereis a particular individual woman (e.g., Lauren Batizat every man is look-
ing for and will find.

b. Each man is looking for a woman particular to that man (&gm is looking for
Susie and Jay is looking for his mother and Will for Anne ...).

c. (CONCEPT) Each man is looking for a woman with certain praps, but does
not know who such a woman might be (e.g., Sam is looking for mamthe same
size as his wife, Jay needs a woman who can milk goats, andisNdbking for
someone to act in his movie.

(4.44) kol geveryimca ?et hatiSa Se humexape®ta
everyman will-find Acc the.womarthathe seeks  her
Every man will find the woman that he seeks (her).
(Sells 1987:288, (48b))

a.

v
b. v
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Sells (1984, 1987) argues that the inability to take conoegudings follows if resumptive pronouns
are treated as ordinary pronouns, since pronouns in getienabt take concept readings. This is
illustrated by the contrast between the following sentence

(4.45) Dani owns a unicorn. Itis tall.
(Sells 1987:290,-(52a))

(4.46) Dani seeks a unicorn. # Itis tall.
(Sells 1987:290,-(52b))

Sells (1984, 1987) goes on to show that apparent countep@earthat seem to show pronouns tak-
ing concept antecedents actually involve them taking iddizi kinds (Carlson 1977) as antecedents
and furthermore, that pronouns cannot take concept kindatasedents (Sells 1987:290-292).
Sharvit (1999) provides further evidence and argumematigpporting the claim that resump-
tive pronouns are interpreted like ordinary pronouns. Hgument is two-fold. The first part
centers on showing that both resumptive pronouns and rsumgtive pronouns generally do not
allow pair-list answers tavh-questions that contain a quantifier (Engdahl 1980). Thésr&ghtfor-
wardly shown for resumptive pronouns by the inability tova@sa question containing a resumptive
with a pair-list answer, although a pair-list answer is @e for the corresponding question with

a gap:

(4.47) ezyoiSa kol geverhizmin
whichwomaneveryman invited
Which woman did every man invite?
(Sharvit 1999:594, (16))

a. et Gila
Acc Gila
Gila

b. et im-0
Acc mother-his
His mother

c. Yosiet Gila;Ramiet Rina
Yosi Acc Gila; Rami Acc Rina
Yosi, Gila; Rami, Rina
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(4.48) ezyoisa kol geverhizminota
whichwomaneveryman invited her

Which woman did every man invite (her)?
(Sharvit 1999:594, (17))

a. et Gila
Acc Gila
Gila

b. et im-o
Acc mother-his
His mother

c. *Yosiet Gila;Ramiet Rina
Yosi Acc Gila; Rami Acc Rina
Yosi, Gila; Rami, Rina

The pair-list answer is not possible if the question is faméth a resumptive. Sharvit goes on to
show that both the individual answer (4.47a) and the natunation answer (4.47b) can provide the
antecedent for a non-resumptive pronoun, but that theligaireading cannot. Thus, only (4.47a)
and (4.47b) can be followed by a sentence like:

(4.49) hi gamha-iSa  Se kol geverbaxar
shealso the-womarthateveryman chose
She is also the woman that every man chose

There is once again a correlation between non-resumptomopminal interpretation and resumptive
pronominal interpretation. The second part of Sharvitgiarent brings the correlation out further
by showing that pair-list readings are possible for prosaarspecificational (equative) clauses and
that these readings appear for resumptive pronouns in the savironment (Sharvit 1999:596).

There is thus quite a strong correlation between resumptiweoun interpretation and the interpre-
tation of non-resumptive pronouns.

F: Evidence against resumptives as gaps

One of the two definitional characteristics of resumptivenmuns, discussed above as characteris-
tic A, is that they occur in unbounded dependencies. Thetigues whether the binder-resumptive
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dependency can be reduced to a filler-gap dependency orevhatiyuages have resumptive strate-
gies that are distinct from filler-gap dependencies. Bothitimms have been taken in the litera-
ture. McCloskey (1990, 2002), Sells (1984, 1987), and Mamtl(2001) all take the position that
binder-resumptive dependencies cannot be reduced teddlerdependencies and that resumptive
pronouns cannot be gaps in the syntax. | think it is fair totbay this is the prevailing view. The
theory that | propose also takes this position. The posttiah binder-resumptive dependencies are
reducible to filler-gap dependencies, or at least arise frensame mechanism, and that resumptive
pronouns are essentially gaps in the syntax has been helanoyg others, Kayne (1994), Noonan
(1997), and Boeckx (2001, 2003). Related to this positianthe positions that resumptives are
either spelled out gaps (Zaenen et al. 1981, Engdahl 198Bpbthey are inserted to rescue illicit
filler-gap derivations as a last resort (Shlonsky 1992, Aetual. 2001).

The central piece of evidence against reducing the birelrmptive dependency to a filler-gap
dependency is that resumptive pronouns freely occur indslaor alternatively:

(4.50) The dependency between a resumptive pronoun anichdtsriis not island-sensitive.

It seems clear that islands are not a monolithic phenomendrtteat in addition to syntactic fac-
tors there are semantic, pragmatic, and processing fackwlved (Cinque 1990, Rizzi 1990, the
papers in Goodluck and Rochemont 1992). However, all thdtensais that filler-gap dependen-
cies are blocked in certain environments, for whateveromahd however the environments are
characterized, but that binder-resumptive dependenogegeamitted in the same environments.

McCloskey (1979) discusses two island constraints (Ro83)13he Complex NP Constraint
and an Irish correlate of thevh-Island Constraint, the latter of which is descriptivelyacdcter-
ized by the statement that “no item can be extracted from adpedded question” (McCloskey
1979:31, (81)). A filler-gap dependency, as signalled byafsihe direct relative markeal, is
ungrammatical in either case. This is shown for both redatilause formation ana@/h-question
formation in the following examples:

(451) a. *anfearaL phdbg méanbheanalL phés
themancompkissedl thewomancomp married

the man who | kissed the woman who married
(McCloskey 1979:30, (78))
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b. *Cén fearaL phogtlt anbheanalL phods?
which mancomp kissedyou thewomancomp married
Which man did you kiss the woman who married?

(McCloskey 1979:30, (80))

(4.52) a. *fear nachN bhfuil fhios agamcén cineal mna aL  phosfadh
a manCOMPNEG | know whatsort of a womarcomp would marry
a man who | don’'t know what woman would marry

(McCloskey 1979:32, (87))
b. * Cén sagarthachN  bhfuil fhios agatcaideal  ddirt?

which priest COMP.NEG you know what comp said
Which priest don't you know what said?
(McCloskey 1979:32, (88))

c. *Cén sagartaL d'fhiafraigh Seandiot arL  bhuail t4?
which priest comp asked John of you QUEST
Which priest did John ask you if you hit?
(McCloskey 1979:32, (89))

By contrast, a binder-resumptive dependency, signallethbyindirect relative markealN, can
freely cross these islands, as shown for a complex NP ista(1%3) and for an embedded question
island in (4.54):

(4.53) Sinteanga aN mbeadhmeas agamar duine ar bithal.  taabaltai a labhairt
thata.languageomp would berespectit meonperson any comMpis able it to speak
That's a language that | would respect anyone who could sfieak
(McCloskey 1979:34, (95))

(4.54) Sinfear nachN  bhfuil fhios agancén cinealmna alL phosfadh é
thata mancoMP.NEG | know whatsort of a womarcomp would marryhim

That's a man who | don't know what kind of woman would marry.him
(McCloskey 1979:33, (91))

Thus, Irish filler-gap dependencies are island-sensitiviebinder-resumptive dependencies are not.
This is strong evidence that the two kinds of dependenciesdestinct and that the resumptive
dependency cannot be reduced to the filler-gap dependency.

Borer (1984:221,(3-4)) shows that Hebrew binder-resuratependencies are similarly island-
insensitive. Such dependencies can reach into complexlatRisand coordinate structure islands:
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(4.55) r&iti 2et ha-yeledshe- / ashedalyamakira?et ha-<isha she-?ohevet?oto
saw-l Acc the-boy that Dalyaknows Acc the-womarthat loves  him

| saw the boy that Dalya knows the woman who loves him.
(Borer 1984:221, (3))

(4.56) r&iti ?et ha-yeledshe- / ashedalyamakira?et ha?isha she-xashv&alav
saw-l Acc the-boy that Dalyaknows Acc the-womarthat-thoughtibout-him
| saw the boy that Dalya knows the woman who thought about him.

(Borer 1984:221, (3))

(4.57) r&iti ?et ha-yeledshe-Pashermina ?0hevet?otove- ?et ha-xaverashelo
saw-l Acc the-boy that Rinaloves him and-Acc the-friend of.his
| saw the boy that Rina loves him and his girlfriend.

(Borer 1984:221, (4))

If the resumptive were a gap, then the second example would \aelation of the Coordinate
Structure Constraint (CSC; Ross 1967); the sentence weutdjbivalent td saw the boy that Rina
loves [ and his girlfriend]

Swedish is less revealing with respect to islands than aigth Hebrew, since it allows island
violations quite freely in any case (Engdahl 1982). The aslgnds it seems to partially respect
are left-branch islands and subject islands. However, &mgd 982:163—-165) shows that in certain
circumstances even these islands can be extracted fromdaBh¢1985:10) points out that island
violations that are judged ungrammatical (for whatevesoeg are not improved by insertion of a
resumptive:

(4.58) ?* Vilkenbil; &t du lunchmed[yp nagon [y somt; kbrdet; /* den?
which car ateyoulunch with someone that drove _ /*it
Which car did you have lunch with someone who drove it?
(Engdahl 1985:10, (16))

It is a little unclear what this example indicates aboutridland resumptives, since its unaccept-
ability likely has to do with processing difficulty. In adih to a complex NP island violation, it is
a garden path sentence that makes no sense on the firstfdaish (car did you have lunch with?
The cautious conclusion about Swedish is that it is faiflgrid-insensitive to begin with and that it
does not distinguish between filler-gap and binder-resivapiependencies with respect to islands.
A second argument against the reduction of binder-resympggpendencies to filler-gap depen-
dencies comes from weak crossover (McCloskey 1990:236--231s argument inevitably sinks
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into the usual crossover morass, but at least for Irish tisedtata that indicates that — just as in the
island case — no matter what the account of weak crossouvei® is a plain contrast between the
two kinds of dependencies. McCloskey (1990:237) showswviealk crossover effects hold in Irish
in filler-gap dependencies:

(459) a. *feam d'fhaga bhean__
mancoMmP left his wife
a man that his wife left

b. * anfear s@m mhairbha bhearféin
this man cowmpkilled his own wife

this man that his own wife killed
(McCloskey 1990:237, (95a—b))

The corresponding examples with the gap replaced by a résungoonoun are grammatical:

(4.60) a. feaar fhaga bhearé
mancomp left hiswife him
a man that his wife left

b. anfearsar mhairbha bhearféin &
thisman cowmpkilled  his own wife him
this man that his own wife killed
(McCloskey 1990:236-7, (94a—b))

Thus, whatever the analysis of weak crossover, Irish fjkgr-dependencies and binder-resumptive
dependencies behave differently with respect to the phenomand it therefore constitutes evi-
dence that the two kinds of dependency are distinct. Dor68J)L, Sells (1984, 1987), and Shlon-
sky (1992) show that resumptive pronouns do not result irkveeassover in Hebrew either. The
situation for Swedish is a little more subtle and | will ratdo it in chapter 7. | will argue that weak
crossover for Swedish resumptives has in part been missethBnd that it in fact patterns like Irish
and Hebrew in allowing resumptive pronouns in what would laeeak crossover configuration for
a gap. Showing this involves first establishing certaindattout Swedish resumptives.

Merchant (2001:128-146) identifies a third argument agamsflating the two kinds of depen-
dency. He notes that a filler and its gap show form-identifgat$, whereas a resumptive binder
and its resumptive do not. The particular form-identityeetfin question is case marking. Merchant
(2001:132) writes:



4.1. CHARACTERISTICS OF RESUMPTIVE PRONOUNS 129

The basic point of the argument is simple: while moved whaphs always take their
case from their base position, wh-phrases linked to resuaspheed not do so, and in
general cannot, appearing instead in some default casssiipe.

This observation extends to English intrusive pronounsaaadunts for the following pattern:

(4.61) a. Who did the police say that finding his car took alfmiray?

b. *Whose did the police say that finding his car took all mogh
(Merchant 2001:133, (65a—b))

Merchant (2001:146, (99)) offers the following generahpiple:

(4.62) Case and resumptive-binding operator generalization
No resumptive-binding operator can be case-marked.

Merchant (2001:146) notes that “this follows directly ifstenptive-binding operators are base-
generated in SpecCP and can never check their Case featuredre theory-neutral formulation
is that a resumptive binder never occupies the argumentigrosif the resumptive, where case is
assigned, and therefore cannot receive the case. A filleramripy the position of its gap, whether
by originating there and moving away or via simultaneousupation of two grammatical func-
tions / positions (i.e., structure-sharing). The fillerrdfere receives the case of the gap position.
If the binder-resumptive dependency were to be reduced tteadap dependency, this contrast
would be unexplained, since the resumptive-binder sholgld @ccur in the resumptive position
(e.g., ifitis a spelled out trace).

It is not possible to test Irish with respect to this, becatgerelevant case marking does not
exist (although this means that Irish vacuously satisfieg#neralization). However, both Hebrew
and Swedish behave exactly as predicted. Hebrew allows@stes in topicalization, as shown in
(4.63a), but the topicalized element cannot bear case ffuamptive is used. If the topic bears case,
only a gap is grammatical (Itamar Francez, p.c.):

(4.63) a. DaniMiriam ra?ata?oto.
Dani Miriam saw him
Dani, Miriam saw.

b. * ?et Dani, Miriam ra?ata?oto.
Acc Dani Miriam saw him
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c. et Dani,Miriam ra?ata _.
Acc Dani Miriam saw
Dani, Miriam saw.

If the topicalized element is case-marked, then the resuenptonoun cannot be case-marked.
Swedish offers further strong evidence for Merchant's gaimation. Swedish has distinct

forms for the interrogative pronoumhose which isvems and the relative pronourhose which is

vars. Neither of these can occur as the top of an unbounded depentigminating in a resumptive:

(4.64) * Vemsundrardu omnagonminns  vemsomfinansierahansfiim?
Whosewonderyouif anyoneremembersvho that financed his film
(Whose do you wonder if anyone remembers who financed hi$ film?

(4.65) *lgar sagjagregissorervars jagundrarvemsomfinansierahansfilm.
Yesterdaysaw!l the.directomwhosel wonderwho that financed his film
(Yesterday | saw the director whose | wonder who financedlhig fi

Like in English, the corresponding examples with a gap agrammatical, whether therh-word
bears genitive or default case (recall that Swedish in géers left-branch islands). Again like
in English, the corresponding examples with a default cagg«edwh-word or neutral relative
pronoun and a resumptive pronoun are grammatical:

(4.66)  Vemundrardu omnagonminns  vemsomfinensierahansfiim?
Who wonderyouif anyoneremembersvho that financed his film
Who do you wonder if anyone remembers who financed his film?

(4.67) lgar sagjagregissorersomjagundrarvemsomfinensierahansfilm.
Yesterdaysaw! the.directothat | wonderwho that financed his film
Yesterday | saw the director that | wonder who financed his film

Merchant’s form-identity generalization holds up for bétebrew and Swedish and shows that the
resumptive pronoun cannot be a gap and the binder-resuegdpendency cannot be reduced to a
filler-gap dependency.

In summary, evidence from islands, weak crossover, and-fdemtity effects indicate that re-
sumptive pronouns are not syntactically gaps and that biredaimptive dependencies cannot be
reduced to filler-gap dependencies — at least not in Iristorélg, or Swedish.
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G: Evidence for resumptives as gaps

There seems to be no evidence for a gap-like status for rasugmronouns in Irish (McCloskey
2002). The literature on Swedish has revealed three phamoithat provide prima facie evidence
for resumptive pronouns being gaps in the syntax: recoctsdry across-the-board extraction, and
parasitic gaps. The latter has also been discussed inghatlite on Hebrew.

Zaenen et al. (1981) show that Swedish resumptive pronollms @hat is now commonly
calledreconstructionLebeaux 1988, Chomsky 1993) of a phrase containing a refléxiplace of
the resumptive pronoun. They first show that reflexive passesn Swedish must be in the proper
subordinate configuration to their antecedents and thgtrthest take a local antecedent within the
sentence. They note that the following sentence is gramalatven though the reflexive is in a
fronted constituent:

(4.68)  Vilkenavsing flickvannertror du att Kalle; inte langretraffar _ ?
which of his girlfriends think youthatKalle no longer sees
Which of his girlfriends do you think that Kalle no longer see
(Zaenen et al. 1981:680, (5))

The grammaticality of the sentence follows automaticalijtifout reconstruction) on structure-
sharing accounts of filler-gap dependencies (the kind adojot much LFG work, including here,
and in many HPSG accounts, such as that of Bouma et al. 2004 franted material is simulta-
neously in object position of the clause containing the ettbpinder. The grammaticality of the
sentence follows in movement theories if the fronted malésireconstructed in its base position.

If a resumptive pronoun is a pronoun in the syntax, recoostmu should be blocked by the

presence of a resumptive pronoun. Surprisingly, it is not:

(4.69)  Vilkenavsing flickvannerundrade du omdetatt Kalle; inte langrefick traffa henne
which of his girlfriends wonderedyouif it thatKalle no longer sees her

kundeligga bakomhansdaligahumor?
could lie behindhis bad mood
Which of his girlfriends do you think the fact that Kalle noger gets to see (her) could

be behind his bad mood?
(Zaenen et al. 1981:680, (5))

Zaenen et al. (1981:679) conclude based on this and evidemeATB extraction, which | turn to
shortly, that Swedish resumptives are “syntactically ltjuwhich essentially means they are gaps

in the syntax.
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A noticeable property of this example is that the resumpti@oun is not the kind of resump-
tive that Engdahl (1982) identifies as the only real reswapih Swedish, which occurs only in
embedded subject position after material in the left penplof CP. The resumptive is therefore

optional:

(4.70) Vilken av sing flickvannerundrade du om detatt Kalle; inte langrefick traffa _ ;
which of his girlfriends wonderedyou if it thatKalle no longer sees

kundeligga bakomhansdaligahumor?
could lie behindhis bad mood
Which of his girlfriends do you think the fact that Kalle noder gets to see could be

behind his bad mood?
(Zaenen et al. 1981:680, (5))

Speakers vary as to whether they consider this sentenceletegpvell-formed or somewhat ill-
formed, but none of my informants rejected it outright. Therun arguably makes the sentence
easier to process, and this will in fact form the basis of nylaxation for this aspect of Swedish in
the chapters to come.

Furthermore, the Swedish reconstruction facts are far frl@ar-cut. Reconstruction in relative
clauses seems to be impossible, according to my informants,of whom is a co-author of the

original Zaenen et al. (1981) paper:

(4.71) * Jagkanneren /den avsing flickvannersomdu undrade om detatt Kalle; inte
I know one/ the.oneof his girlfriends that youwonderedf it thatKalle no
langrefick traffa hennekundeligga bakomhansdaligahumor.
longer sees her could lie behind his bad mood
I know one of / (the one of) his girlfriends that you wonderethé fact that Kalle no

longer gets to see (her) could be behind his bad mood.

If the explanation for thevh-question’s grammaticality is that the resumptive pron@usyntacti-
cally a gap, then this sentence would be expected to be jgsicak since it is structurally equivalent
in the relevant respect. In fact, speakers in this case nethe reflexive possessive pronoun to be
replaced by the non-reflexive possessitar(9, in which case the sentence is grammatical:
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(4.72) Jagkanneren / den av hans flickvannersomdu undrade om detatt Kalle; inte
I  know one/ the.oneof his girlfriends that you wonderedif it thatKalle no

langrefick traffa hennekundeligga bakomhansdaligahumor.
longer sees her could lie behindhis bad mood

I know one of / (the one of) his girlfriends that you wonderethé fact that Kalle no
longer gets to see (her) could be behind his bad mood.

This would seem to indicate that the relative head or itsatperis not being reconstructed. More
work needs to be done to reveal the true generalization,btitd meantime accounting for the
wh-question in (4.69) would seem to necessitate treatinggb@mptive as a gap.

The second Swedish phenomenon that has indicated a gap &iatesumptive pronouns is
across-the-board extraction from a coordinate structdeifen et al. 1981, Sells 1984, Engdahl
1985). Swedish normally respects the condition that etitnadrom a coordinate structure must be
across-the-board (Williams 1978), i.e. must extract fréhe@njuncts, but apparent extraction out
of a single conjunct is allowed if the other conjunct conda@resumptive pronoun:

(4.73) Dar bortagar enmansomjag ofta traffar _ meninteminns  vad hanheter.
There goesa manthat | oftenmeet _ but not remembewhathe is called
There goes a man that | often meet but don’t remember whatdslél.

(Zaenen et al. 1981:681, (9))

The fact that the resumptive pronoun in question occursessuthject of a clause with left-peripheral
material in CP is important, because this is the one positiahEngdahl (1982) identifies as obli-
gatorily requiring a resumptive pronoun in (standard) SeledlIf the pronoun in this sentence is
meant to refer freely, the sentence is ungrammatical.

The third and final phenomenon that shows a gap-like statuSviedish resumptive pronouns
is that they license parasitic gaps. This property potiytéxtends to Hebrew, as well. Engdahl
(1985) presents examples like the following for Swedish:

(4.74) Detvar denfangen somlakarna inte kundeavgoraomhan verkligenvar sjuk utan
it wasthat prisonerthat the.doctorsiot could decide if he really wasill  without
atttalamed p ; personligen.
to talk with j in person
(This is the prisoner that the doctors couldn’t detemineeitéally was ill without talking
to in person.)
(Engdahl 1985:7, (8))
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Notice that the English translation is ill-formed, evenubh a weak island is a position where En-
glish allows intrusive pronouns (Sells 1984). Note oncearthat the resumptive pronoun is a true
resumptive, sine it occurs immediately following a compdsitizer. The fact that the resumptive
licenses a parasitic gap and the ATB evidence discussea dads Engdahl (1985) to propose that
Swedish resumptive pronouns are variables at S-strucgtargthey are spelled out gaps.

The status of parasitic gaps in Hebrew is more controve{Sills 1984, Shlonsky 1992, Ouhalla
2001). Sells (1984:79ff.) and Shlonsky (1992:462-463)imaragreement that parasitic gaps in
adjuncts — the kind shown for Swedish above — cannot be lexby a resumptive pronoun, even
though they can at least marginally be licensed by a gap ifi.is. not the case that Hebrew lacks
parasitic gaps entirely):

(4.75) ??elu ha-sfarim Se-Dan tiyek __; bli likro  p;.
thesethe-books that-Danfiled __ withoutreading__

These are the books that Dan filed without reading.
(Shlonsky 1992:462, (32b))

(4.76) * ?elu ha-sfarim Se-Dan tiyek otam bli likro p;.
thesethe-books that-Danfiled them without readingj
These are the books that Dan filed without reading.
(Shlonsky 1992:462, (32c))

Sells (1984:82) notes that the grammaticality of a reswagironoun-licensed parasitic gap is im-
proved if there is a further level of embedding, in particaldensed clause, between the resumptive-
binder and the resumptive. Shlonsky (1992:462, fn.19)tp@nt that distance in general improves
the acceptability of otherwise ungrammatical resumptranpuns (Erteschik-Shir 1992). We will
pick this up again in chapter 8. For the moment we can conchateHebrew resumptive pronouns
in base position do not license the classic adjunct pacagips. The fact that Hebrew resumptives
do not robustly license parasitic gaps has been related &ftadss Condition by, among others,
Sells (1984) and Demirdache (1991).

Shlonsky (1992:463) observes that if the resumptive prorieuronted and cliticized to the
relative pronoun then a parastic gap is permitted in an atliclause:

(4.77)  ?elu ha-sfarim Se-otam Dantiyek bli likro  p;.
thesethe-books that-themDan filed withoutreading__
These are the books that Dan filed without reading.
(Shlonsky 1992:463, (33))
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Borer (1984) argues that this process involves movemeisttHerefore not surprising that pronoun-
fronting licenses a parasitic gap, since there is a nonsfiEragap in object position. Shlonsky
(1992:463) reaches a similar conclusion.

Subject parasitic gaps however seem to be licensed by rdisenmwonouns in Hebrew even
without pronoun-fronting (Sells 1984).

(4.78) zo-hiha-isa e ha-anaSinse Sixnati levaker p ; te?aru  otg
this-isthe-womarthatthe-peoplethatl-convincedto-visit __ describecher
This is the woman who the people who | convinced to visit dusati(her).
(Sells 1984:79, (86a))

Shlonsky (1992:462, fn.19) observes that it is not obvitias subject parasitic gaps are licensed in
the same manner as adjunct parasitic gaps. However, Nesen2000) is a recent instance of a
theory that unifies the two, although it is true that subjestpitic gaps do not follow from the sim-
plest possible analysis of adjunct parasitic gaps on hmyhé the sense that certain adjustments
must be made to the initial, satisfactory treatment of adijparasitic gaps in order to accommodate
subject parasitic gaps.

In sum, the behaviour of resumptive-pronouns in reconstnuc across-the-board extracton,
and parasitic gaps in Swedish seems to indicate that thegyatactically gaps, unlike ordinary
pronouns. The status of resumptive-licensed parasitis gapss clear in Hebrew than in Swedish.

Conclusion

In this chapter | reviewed the following core charactecsiof resumptive pronouns:
A. Resumptive pronouns occur in unbounded dependencies.
B. Resumptive pronouns are interpreted as bound pronouns.
C. Resumptive pronouns are the ordinary pronouns of theubge
D. Resumptive pronouns and gaps have distinct syntactichdisons.

E. Resumptive pronouns display restrictions on their pritation which gaps do not and which
correlate with restrictions on the interpretation of nesumptive pronouns.

F. Resumptive pronouns do not display certain key charatiter of gaps.
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G. Resumptive pronouns resemble gaps in their interactittnogrtain grammatical phenomena.

Explaining these characteristics should constitute orleeoimajor goals of any theory of resumptive

pronouns. The generalization C that resumptive pronoumminary pronouns receives tremen-
dous cross-linguistic support but is apparently challdnggdata from Vata. | argued that the Vata
data could receive a plausible interpretation that is @bast with C and that an ordinary pronoun

theory of resumptives is to be preferred even if Vata can be/stio have special resumptive pro-

nouns. Characteristic G is also potentially challenginth&osort of theory that | propose. | show in

chapter 7, section 7.1.5.1 that careful analysis of the diataussed in section G above reveals it to
be consistent with the theory developed here.

Except for G, all of these characteristics empirically suppheories that treat resumptive pro-
nouns as ordinary pronouns over theories that treat theimeasas pronouns of some kind. There is
also a theoretical reason to adopt an ordinary pronounyttedeesumption. If resumptive pronouns
are just ordinary pronouns, then the temsumptive pronouis just a descriptive cover term and
there is no such thing as a resumptive pronoun per se in tloeyth&n ordinary pronoun theory
thus eliminates resumptive pronouns as theoretical agcistrBy contrast, unless a special pronoun
theory can show that the special pronouns in question have &nd of independent justification
outside of a theory of resumption, then the special pronbeory is admittingresumptive pro-
nounas a theoretical construct. Theoretical parsimony woudd tilictate that the ordinary pronoun
theory is to be preferred.



Chapter 5

Resumptive pronouns as resource
surplus

Introduction

In the last chapter | laid out a number of characteristicsesimptive pronouns that have been
identified in the literature. | concluded the chapter by arguhat, despite occasional evidence to
the contrary, the overwhelming majority of evidence weighbainst treating resumptive pronouns
as special pronouns (e.g., “spelled out” gaps or strandedopins with moved complements) and
instead supports treating them as ordinary pronouns. $rctiapter | will show how the hypothesis
of Resource Sensitivity and formalization of the syntaxaaetics interface in terms of a resource
logic pinpoints the essential problem posed by resumptigaquns as a problem of semantic com-
position. Specifically, it is a problem of a surplus resource

| first present in fairly abstract terms the formal theory e§umptive pronouns in section 5.1.
In section 5.2 | show how manager resources are integratechiinLFG architecture. Section 5.3
addresses a potential alternative LFG analysis and shatd ik problematic. Section 5.4 closes
the chapter with a consideration of the theoretical impilices and empirical predictions of the
theory. The two chapters following this one apply the thdorgetailed analyses of Irish (chapter 6)
and Swedish and Hebrew (chapter 7).

5.1 The resource management theory of resumptives
The resource management theory of resumptives is basedodtetnassumptions:

137
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1. Resumptive pronouns are ordinary pronouns.
2. Resource Sensitivity: natural language is resourcsithen

The logic behind the theory is as follows. If a resumptivenaun is an ordinary pronoun, then it
constitutes a surplus resource. If Resource Sensitivity l® maintained, then there must be an
additional consumer of the pronominal resource present.

In section 5.1.1 | briefly review the variable-free Glue theaf anaphora which was presented in
chapter 2. | show in section 5.1.2 that an ordinary pronoeorihof resumptives leads to resource
surplus and therefore poses a problem for semantic congusitn section 5.1.3 | present the
concept ofmanager resourcesvhich are the heart of the resource logical analysis ofrmgives.
Manager resources constitute the additional consumer®nbminal resources that allow Resource
Sensitivity to be maintained. | give a schematic presesniatif the analysis which identifies its
core insights. Section 5.2 presents further details alimutrtechanics of integrating the resource
management theory of resumptives into a Lexical Functi@raimmar architecture.

5.1.1 A brief review of anaphora in Glue Semantics

This section is a quick review of section 2.2.2 of chapterictvdicusses anaphora in Glue Seman-
tics in more detail. Recall from chapter 2 that lexical iteczngtributemeaning constructoref the
form M : G, whereM is a term from the meaning logic ard is a term of linear logic. Semantic
composition in Glue begins by taking the lexically conttiém meaning constructors for a sentence
as premises in a linear logic proof. Composition proceedsgplication of the proof rules of linear
logic to the linear logic side of the meaning constructorishworresponding operations carried out
on the meaning side, as determined by the Curry-Howard igaimsm.

A schematic representation of a pronominal meaning caottsirus as follows, wherel is the
antecedent’s resource afdis the pronoun’s resource:

(5.1) A-—-(AxP)

The pronoun’s meaning constructor consumes its antecedesburce to produce a conjunction of
the antecedent resource and the pronoun’s resource. Theysrdnias a functional type from type
e to the product type x e. The pronoun’s type is therefoke, (e x ¢)). This theory of anaphora
is variable-free (see Jacobson 1999 and references thetteinpronoun takes its antecedent as an
argument in calculating its reference and there is theeafiorassignment function.

'Recall that— is linear implication and tha is one form of linear conjunction, multiplicative conjurant.
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The generalized form of a pronominal meaning constructoows in (5.2), uses the semantic
structure attribute NTECEDENT to fix the identity of the pronoun’s antecedent or binder. éNibiat
the variables in the meaning language are lambda-bounchanefore dispensible (Jacobson 1999;
see chapter 2, section 2.2.1).

(5.2) Az.z X z: (1, ANTECEDENT), — ((1, ANTECEDENT). ® 1s.)

On the meaning language side of the meaning constructoe thea product that pairs the indi-
vidual that is the referent of the antecedent with both thea@sdent and the pronoun. Thus, the
pronoun calculates its reference by consuming its anteteean argument and yields a product
in the meaning language which is matched pairwise with thkaated antecedent resource and the
pronominal resource in the linear logic. Although the pramoalculates its reference by consuming
its antecedent, it is important that another copy of thecadent is outputed by the pronominal func-
tion, or else the resource corresponding to the antecedihtawe been completely consumed and
could not be used elsewhere in the derivation, as it must he pdssible values @fNTECEDENT at
s-structure are constrained by syntactic factors (Daltgrepal. 1999c¢:58), including LFG’s bind-
ing theory, which is stated using f-structural relationd #me mapping from functional structure to
semantic structure (Dalrymple 1993, 2001, Bresnan 20@&lssetion 2.1.5 of chapter 2).

We can construct the proof in (5.4) for the simple examplesi)( using the mnemonic con-
vention for naming resources, whepsandicates ‘pronoun’. Recall from chapter 2, section 2.2.1
that thelet operator performs simultaneous, pairwise substitutiahthat=-zindicates3-reduction
of a lambda term.

(5.3) Bo fooled himself.

(5.4) [z:b]" Audv.fool(u,v) : b—op—f
bo:b Az.zxz:b—(b®p) Av.fool(z,v) : p—of [y : p)°
boxbo:b®p fool(z,y) : f
Re,1,2

let bo x bo be z X y in fool(z,y) : f
fool(bo, bo) : f
As mentioned above, binding-theoretic constraints applthé featureANTECEDENT and in this

=8

case would enforce proper local binding of the reflexive.e\tbat there is nothing special about the
transitive verbfool. It has not undergone a type shift or been modified in any wactommodate
the pronoun (this contrasts with the variable free semamticlacobson 1999). Note also that the
resource corresponding to the pronoun is the right memb#reotonjunction pairing and that it
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is a typee atomic resource, just like that of a name. Recall, thougéat tie proof rule for con-
junction elimination requires simultaneous substitutibthe products and does not permit separate
projection into one or the other. Finally, observe that thenpun does not correspond to a free
variable, since the corresponding variable is lambda-Boiihus, we have a variable-free analysis
of pronouns.

As mentioned above and discussed at length in chapter 200s&c®.1), operations in the mean-
ing language are determined by the Curry-Howard isomonphighich relates the linear logic terms
to the meaning terms. A consequence of the isomorphism tgrtbaning terms cannot constrain
proofs. Itis therefore sufficient to show proofs using ofiilg tinear logic, since the meaning terms
follow. The proof rules used in example (5.4) are implicataimination (), which corresponds
to functional application, and conjunction eliminatian.{, which corresponds to pairwise substi-
tution.

5.1.2 The problem of resumptives as resource surplus

In this section | will show how a resumptive pronoun constitua surplus resource and therefore
poses a problem for semantic composition. Consider theigingntence in (5.5), which contains
a resumptive pronoun in a relative clause and is therefogegammmatical, since the grammar of
English does not license resumptive pronouns.

(5.5) *Every clown who Mary knows hirtaughed.

It is sufficient to look at the linear logic resources to rdvtba problem for compaosition, since the
meaning terms follow by the Curry-Howard isomorphism.

The linear logic content of the meaning constructors thatantributed by the lexical items in
(5.5) is as shown in (5.6). All resources are named mnemlibnies per the conventions outlined

in chapter 2.

(5.6) 1. (v—or)—oVX.[(c—oX)—X] Lex.every
2. v—or Lex. clown
3. (p—ok)—o[(v—or)—o(v—or)] Lex.who
4. m Lex. Mary
5. m—op—k Lex. knows
6. c—(c®p) Lex. him
7. c—ol Lex. laughed

For further details on meaning constructors and what kifaseaning constructors are contributed
by different lexical items, refer to chapter 2. A brief ravishould be sufficient for present purposes.
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The common nourclown contributes a typ€e, ¢t) resource, an implication from its s-strucure
VARIABLE (v) to its RESTRICTION (r). The quantifierevery contributes a generalized quantifier
resource of typd(e, t), ({e, t), t)) that consumes the resource of the common noun to find its re-
striction and, in this case, consumes the resource cotadlay the matrix verb to find its scoﬁe.
The nameMary refers to an individual and contributes a typeesource. As discussed in the pre-
vious section, the pronoun consumes its antecedent’snasand reproduces it along with its own
resource. In this case, the antecedent is the DP headed byrtmaon nourclown. Recall from
chapter 2.1, section 2.1.2 that | am adopting a DP analysisminal phrases in order to be consis-
tent with Toivonen’s phrase structure theory (Toivonenl2@®D03). Nothing hinges on this: an NP
analysis would not affect any crucial aspect of the theohe erbknow contributes a resource that
needs to consume two arguments, the embedded object pranduthe embedded subject name.
The intransitive matrix verbaughedcontributes a resource that needs to consume one argument, t
matrix subject. Lastly, the relative pronoun contributessource that performs modification of the
relative head by the relative clause. The first argumentase¢lource corresponding to the relative
clause it introduces, i.e. the scope of the relative operdtus is a type(e, ¢) implication from the
relativized argument’s resource to the resource correlpgrio the head of the relative clause. In
this case, the relativized argument is the embednethnd the first argument of the modificational
resource is therefore — k, which is the resource corresponding to the embedded tireneince
it has combined with its subject. The second argument ofdladive modifier is the resource being
modified, which is that of the head noun (i.e.,— r). Note that the relative modifier resource
is not necessarily associated with a relative pronoun. rittmassociated with the c-structure rule
that forms the relative clause, in order to account for nedatclauses without relative pronouns
(Dalrymple 2001:419), whether this is optional (as in Estgthe clown Mary knowyor obligatory
(as in Irish, which lacks relative pronouns). This was dised further in chapter 2, section 2.1.6.
A Glue proof for the semantics of a sentence S succeeds if algdfdrom the premises con-
tributed by the lexical items in S there is a proof that usef gaemise exactly once and terminates
in a linear logic atom corresponding to the semantic prmacdf the sentence. For example, in
the sentenc®o chortledthe lexical itemsBo andchortled contribute premises liké andb — ¢,
where the premise contributed 8o is identified as the subject @hortledin the syntax and is
therefore consumed as the argument of the prefise c. The linear logic atont corresponds

2See section 2.2 of chapter 2 for a discussion of the use ofrtivensal quantifier in the linear logic side of meaning
constructors. Importantly, the linear universal is usedadltulating scope and has nothing to do with the denotdtiona
semantics of the scope-taking element in the meaning side#hér words, all scope-taking elements have such a uaivers
in their linear logic.
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to the semantic projection of the sente®@ chortled because it is the consequent of the premise
contributed by of the matrix verb that heads the sentencemRhese two premises, there is a
successful proof of by one instance of implication elimination érandb — c.

Given the premises in (5.6), a proof for (5.5) must thereferminate in the linear logic atom
becausd is the consequent of the premise contributed by the matrix kaeighed The attempted
proof in Figure 5.1 shows that there is no such proof from tieerses in (5.6jhat uses all of the
premises Note that the lexically contributed premises are decdratith the corresponding word
solely for added readability; this is not an integral partled proof. The pronominal resource is
identified as the culprit. There are other proofs that we @@ttempt to construct, but none of
them could get rid of the resourge It is easy to see why this is so. The only consumep @
the premisen — p —o k contributed by the vertainow in the relative clause. The resourgas
the resource corresponding to the relativized object. deiofor the body of the relative clause to
compose with the relative pronoun, this argumerkradw must not be saturated. Therefore, there is
in fact no consumer for the resourgend there is no valid proof of this sentence from the premises
in (5.6). The resumptive pronoun’s resource is a surplusures that leads to proof failure. In other
words, if the resumptive pronoun were to saturate its pwsit the relative clause, then semantic
composition of the relative clause with the rest of the sergevould be blocked.



Figure 5.1: Proof failure due to a surplus resumptive pron@source
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The resource logic perspective reveals that a resumpt@opn is ssurplus resourceAs dis-
cussed briefly in the introduction, the notion of resourcglsis allows us to give a unified theory
of resumption which encompasses resumptive pronouns gmdracsing. This will be the focus
of part lll. The theory in outline, just with respect to resutivie pronouns in the narrow sense, is
as follows. If a resumptive pronoun is surplus to the basmpmusitional requirements of its sen-
tence, then Resource Sensitivity entails that there muatdmnsumer of the resumptive pronoun’s
resource. The resumptive consumer is a further resourcectimsumes a pronominal resource.
These resources are callethnager resourcedecause they manage an otherwise unconsumable
pronominal resource. A resumptive pronoun language hds miamager resources in the portion
of its lexical inventory that concerns unbounded depenidsn@ language which does not license
resumptive pronouns in unbounded dependencies lacks marespurces in the relevant part of its
lexicon. A language may have manager resources in someoaménts without having them in
others. This is exemplified by English, which exhibits copising and therefore has a subset of
raising verbs that contribute manager resources, but waoks resumptive pronouns in unbounded
dependencies and therefore lacks manager resources amifdementizer ivh-inventory.

5.1.3 Manager resources

If resumptive pronouns are ordinary pronouns then ResoBerssitivity dictates that there must
be an extra consumer for the pronoun, or else the resourpiisyproblem shown in the previous
section will arise. The extra consumers of pronominal resgsiarananager resourcesA man-
ager resource is a lexically contributed premise that coresua pronominal resource. Manager
resources are the licensing mechanism for resumption iaergerpboth for resumptive pronouns and
for copy raising pronouns. In the specific case of resumgie@ouns, manager resources are con-
tributed through the part of a language’s lexical inventibrgt concerns unbounded dependencies.
More specifically, resumptive-licensing manager resaiece contributed by complementizers, and
perhaps also other material in the left periphery of CP, [vé&-words).

Manager resources have the following general compositgntema, wher@ is some pronoun
that the lexical contributor of the manager resource carsscand is the antecedent or binder of
P:

(5.7  (A—oA®P)—(A—oA)

The antecedent of the main implication in (5.7) has the fofia gronominal meaning constructor:
a manager resource needs to consume a pronominal resouregesiult of this consumption is a
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function on the binder. The function has the fogm— ¢ and is therefore a modifier on the binder.
The resources corresponding to the manager resource,sitvaptive pronoun and the binder

of the resumptive pronoun together yield just the bindep®se we have the following lexically

contributed premises:

(5.8) 1. A Lex. (antecedent)

2. A—~(A®P) Lex. (pronoun)
3. [A—(A®P)|—(A— A) Lex.(manager resource)

Note that theANTECEDENT is a simple types nominal in this case, such as a name. Figure 5.2
shows the simple linear logic proof that is constructed ftbese premises. The proof terminates
in the antecedent resource. The manager resource has iiettheygronoun from composition. It is
important that the consequent of the main implication imtfamager resource is itself an implication
on the pronoun’s bindetd — A), rather than just another instance of the binder’s reso(tg. In

the latter case, there would be a new copy of the resodremd this would lead to a resource
management problem, as there would be two copie$ where only one is required. This should
be intuitively clear if one bears in mind that the role of thamager resource is to consume a
pronominal resource, leaving the rest of the proof undistdr

Antecedent
Lexical contributions
Pronoun Manager resource
A—(A®P) [A—o(A®P)]—(A—A) Manager resource
y T —og remaoves pronoun

—o¢  Result of pronoun removal combines with antecedent;
A final result is just antecedent

Figure 5.2: A manager resource in action (simple antecg¢dent

The binder of the resumptive is not necessarily a typeominal, though. If the binder is a
guantifier, we would instead get the following schematic mirega constructors for the binder of the
resumptive, the resumptive pronoun, and the manager i@sour
(5.9) 1. VX.[(A—X)— X] Lex. (quantificational binder)

2. A—~(A®P) Lex. (pronoun)
3. [A—(A®P)]|—(A— A) Lex.(manager resource)

The premise markedntecedentin Figure 5.2 is replaced by an assumption of a typesource
on which the quantificational binder's scope depends. Theager resource consumes the pronoun
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and then modifies the assumption. The resulting resodrisstaken as an argument by the scope
of the quantificational binder. The assumption is then disgdd and the scope can compose with
the quantifier. This is sketched in Figure 5.3. Notice thatlbxed proof chunk in Figure 5.3 is
equivalent to Figure 5.2.

Quantificational

Lexical binder
contributions

Pronoun Manager resource
| A—(A® P) [A— (A® P)]—o (A— A) |
| —o
- [a)! A=A o
-
A l
S
- —°7,1
VX .[(A—0 X)—o X] A—oS§ 5/x]
—0g,

S

Figure 5.3: A manager resource in action (quantificatiomadldr)

The basic function of the manager resource is to remove theopn from composition. A
resumptive pronoun that is licensed by a manager resoufitavése syntactically exactly like a
non-resumptive pronoun — the resumptive is an ordinary quon— but behaves semantically
like a gap: the semantic argument position correspondintipé¢opronoun gets saturated by the
pronoun’s antecedent or bound by the pronoun’s bindererdltian being saturated by the pronoun.
The fact that a manager resource removes a pronoun from seraamposition is reflected in the
meaning side of the manager resource’s meaning constrogteacuous lambda abstraction over
the pronoun’s function. The function in the meaning langutmat corresponds to the modification
on the antecedent resource is an identity function.

(5.10) APAz.z:(A—oA®P)—o(A—A)

A manager resource is therefore a tye, (e x e)), (e, e)) function. Its role is exclusively to
remove a pronoun from semantic composition, without afffigcthe rest of the composition at all.

The proof in (5.12) shows the meaning language side of Fi§#e The proof is constructed
from the lexically contributed premises in (5.11), whicle gust the premises in (5.8) with the
meaning side of the meaning constructors added.
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(5.11) l.a: A Lex. (antecedent)
2. Mz.z2x2z: A—(ARQP) Lex. (pronoun)
3. APXz.z: [A— (A® P)]|—(A— A) Lex.(manager resource)

(5.12) A2.z2xz:A— (AR P) AP z.x : [A—o(A® P)]—o(A—A)
a:A Az.xz: (A— A)
a:A
It is worth reiterating that the effect of a manager resousde remove a pronoun from semantic

—og

&, :>,3

composition but that both in the syntax and semantics trermidifference between resumptive
and non-resumptive pronouns. The resumptive pronoun iscanasy pronoun that makes a normal
syntactic contribution and a normal resource contribution

At this stage it will be useful to look at the derivation fondl fsentence containing a resumptive
in order to see in some detail how resumptives work accorttirtis theory. | will abstract away
from language-particular details by using English wordseipository purposes. This shouhdt
be taken as an implicit claim that English has resumptivequos.

(5.13) Every clown whg., Mary knows him laughed.

Let us suppose thatho,,, is a relative pronoun that licenses a resumptive pronoun.

Making certain simplifications, we get the meaning constngcin (5.14) from the lexical items
in this example. The precise manner in which manager ressuace integrated into the larger
Glue and LFG theories is the subject of section 5.2. For nawuffices to use the usual mnemonic
convention in naming the resources.

(5.14) 1. ARMS.every(z, R(z), S(x)) : Lex. every
(v—or)—VX.[(c—X)—X]
2. cloun :v—or Lex. clown
3. APAQAz.Q(2) NP (2): (p—ok)—o[(v—or)—(v—or)] Lex.who,,
4. \PAz.z : [c —o (¢ ®@p)] —o (¢ —¢) Lex. who,,, (MR)
5. mary : m Lex. Mary
6. \zAy.know(z,y) : m—op—k Lex. knows
7. Az.zxz:c—o(c®p) Lex. him
8. laugh : ¢ —o Lex. laughed

Note in particular that the relative complementizehg,,, is contributing two meaning construc-
tors. The first is the normal meaning constructor for a retstg relative clause, a modifier on the
relativized noun’s meaning. The second meaning constrigtbe manager resource.



148 CHAPTER 5. RESUMPTIVE PRONOUNS AS RESOURCE SURPLUS

The proof in Figure 5.4 shows how the lexically-contributatkar logic resources in (5.14)
compose the meaning of the sentence. The operations in theimydanguage follow straightfor-
wardly by the Curry-Howard isomorphism, but are also showdatail in Figure 5.5 below. The
manager resource removes the pronoun from compositiorii{ghdéine of Figure 5.4), clearing the
way for the argument corresponding to the pronoun in the s&osato be bound by the pronominal
binder, every clown just as if the relative clause had been a non-resumptiaivel In sum, a
manager resource removes a pronoun from composition. Tué proceeds as if the pronoun had
been a gap.



Mary knows him whoy,, (MR)
Whoyro m m-—op—ok . c—(c®p) [c—o(c®p)l—o(c—oc) e
clown (p—k)—[(v—or)—(v—r)] pok —og laughed (c=9) Gk —og
every (v—or) (v—or)—(v—or) o c—ol c e
(v—o 1) —oVX.[(c—o X) —o X] (v—or) !
VX [(c— X) — X] e el 7
—og, [1/X]

every(z, clown(z) A know(mary, z), laugh(z)) :

Figure 5.4: Proof for expository resumptive exam@leery clown whg,, Mary knows him laughed.
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mary : AzAy.know(z, y) :
m m-—-op—ok
APAQNz.Q(2) A P(z) : Ay.know(mary, y) : A2z Xz APAz.z
(p—o k) —o[(v—o 1) —o (v—o )] p—ok c—(c®p) [c—(c@p)]—(c—c)
. AL
clown : AQAz.Q(2) A know(mary, z) : laugh : Az.z:(c—c) [y : <]
(v—or) (v—or)—(v—o7) c—ol y:c
ARMAS .every(z, R(z), S(z)) : Az.clown(z) A know(mary, z) : laugh(y) :
(v—r)—VX.[(c—X)—X] (v—or) l
AS.every(z, R(z), clown(z) A know(mary, x)) : Ay.laugh(y) : o
VX.[(c—oX)— X] c—ol
[l/X]

every(z, clown(z) A know(mary, ), laugh(z)) : 1

Figure 5.5: Proof with meanings for expository resumptixanaple Every clown whg,, Mary knows him laughed.
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5.1.4 Summary

The basic idea behind this theory of resumptive pronounkasthe problem of resumption is a
problem of resource surplus: the resumptive pronoun’surescapparently goes unconsumed. The
consumer of the resource is a manager resource and it iséserme of a manager resource that
licences a resumptive use of a pronoun. Manager resoureésxarally specified and operate at the
syntax—semantics interface. The result is a theory of resives that treats resumptive pronouns
as ordinary pronouns in the syntax and ties their exceptialnitity to occur at the base of a long
distance dependency to the presence of a manager resource.

5.2 Integrating resource managementin LFG

5.2.1 The lexical specification of manager resources

In the previous section | introduced manager resources hodesl how they dispose of a sur-
plus pronominal resource. However, the meaning constraidty manager resources were given
in only schematic form. In this section | show how manageoueses are integrated into an LFG
architecture. In particular, | show how manager resourcesexically specified using functional
descriptions and the-projection function from f-structure to s-structure. $@ldiscuss the interac-
tion of an ordinary pronoun theory of resumptives with LF@esory of unbounded dependencies,
in particular the Extended Coherence Condition. Finalifstuss how the ordinary pronoun theory
necessitates an auxiliary mechanism of dependency rilgbglven the usual method for handling
anaphora and resource mapping in Glue Semantics.

The generalized form of a manager resource’s meaning castris shown in (5.15), where |
have abbreviated the featus® TECEDENT asANT after its first occurrence.

(5.15) [((T &F"), ANTECEDENT). — [((T GF")s ANT). ® (I GF),, ]|
— [((T 6F")y ANT)e— ((T GF"), ANT)]

The meaning constructor has two constituent s(emant®)tg#ions,(( GF"), ANTECEDENT)
and(1 GF'),. The featureANTECEDENT is proper to semantic structures and therefore does not
need to ber-mapped. The featurgris short for any f-structural grammatical function and thecs
ification(T GF'), uses Kleene plus to indicate that it can be satisfied by thejection of a gram-
matical function in the f-structure of the manager resoarcentributor (designated bly) or by an
arbitrarily deeply-embedded grammatical function. Thedir logic atoms argped(see section 2.2

of chapter 2 and appendix A.1). A manager resource is therefitype((e, (e x €)), (e, e)).
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The meaning constructor in (5.15) is rather unconstrainguere is no guarantee that the in-
stances of | GF'), get instantiated to the same s-structure node. It wouldiintiple be possible
to satisfy a manager resource by constructing its anteteétddesugh the linear logic proof rules
of conjunction introduction (to get the conjuncti@) and implication introduction (to get the im-
plication into the conjunction) applied to resources thatiséy the component s-descriptions of
((1 6F"), ANTECEDENT) and(] GF'),. However, the resource sensitivity of linear logic guar-
antees that a successful proof will be found only if an acteslimptive pronoun is removed. This
is easy to prove by cases:

(5.16) Proof of Resource Logical Constraints on Manager Resources

1. There is no resumption pronoun present
The manager resource is satisfied by somehow putting tagishantecedent by
application of proof rules. It can only do this by finding imstes ofcF' that sat-
isfy the equations in the manager resource’s meaning aaretrand that contribute
resources. EacBiF resource contributed must have a consumer, or else the proof
would fail independently of the manager resource. If the agan resource con-
sumes aF that has a consumer, it cannot be a resumption pronoun byitabefiaf
the case. Removal of ther therefore results in no way to satisfy the resource needs
of the GF's consumer. The result is resource deficit. No valid proof.

2. There is a resumption pronoun present, but the manager resaemoves some
other resource
The resumption pronoun results in resource surplus. Nd yabof. (Case 1 also
applies.)

Each instance ofF" must therefore be instantiated to the same s-structure duweléo constraints
of the logic.

The instantiation of the two component s-descriptifiis GF), ANTECEDENT)and(] GF'"),
results in the following schematic meaning constructor.

(5.17) (A—-A®P)—(A—A)

This is just the schematic form of the manager resource i@niibm (5.7) above.
Although resource sensitivity is sufficient, there is anitgidal method for exercising more
control over the realization of separate instance$ofGF"),; this additional control might be
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desirable in computational applications, since it woulevent the prover from attempting certain
proofs that are known to fail. The method involves the uschl namegKaplan and Maxwell
1996), which are f-structure variables that have scope nthe lexical item or rule element in
which they occur (Dalrymple 2001:146-148). Using a locaha&RP, we would break up (5.15)
as follows:

(5.18) %RP = (] GF")
[(%RP, ANT) — ((%RP, ANT) ®@ %RP,)]
— [(%RP, ANT) — (%RP, ANT)]

The local namé&iRP is set to the f-structure of the resumptive pronoun. Evestaince of0RP in
the scope of the lexical item that contributes the manageuree refers to the same f-structure.

The specification of manager resources can be further diawpif we take into account the fact
that a manager resource is a device for eliminating reswegpand copy pronouns. Both kinds of
pronoun are bound pronouns (McCloskey 1979, Sells 1984pihai®983). The lexical contributor
of the manager resource will therefore specify anaphoridibg of the resumption pronoun that is
to be removed in terms of some locat, as follows:

(5.19) ( 6Py = ((T GF"), ANTECEDENT)

Given this equality, the expression (6F"), ANTECEDENT) in the manager resource’s meaning
constructor can be replaced by &F),,. The resulting meaning constructor is shown in (5.20). For
extra readability, theF local to the manager resource’s f-structure is underlimetithe resumption
pronominal’sGF, which is an unbounded distance away, is double underlined.

(5.20)  [(1 6F)y — ((1 GF)s ® (I GF')s)] — [(1 GF)y — (I GF)o]

Thus, if we take into account the function of a manager rasour the removal of a bound, resump-
tion pronoun — the theory allows a completely local stateneémanager resource, except for the
part that concerns anaphoric binding, which is indepemgénbwn to be a non-local process.

Local names can again be used to constrain realization ofatieus instances atF and the
instance ofGF". The lexical contributor of the manager resource would h@mtain the following
information:

(5.21) %GF = (1 GF)
%RP = (] GF")
%GF, = (%RP, ANTECEDENT)
[(%GF, — (%GFy ® %RP,)] — |[%GF, —o %GF,]
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The theory therefore allows a compact, controlled, and mngsbrtantlylocal specification of man-
ager resources. At the end of section 5.2.2, once some fuethis about binder-resumptive de-
pendencies have been taken into account, | will make a sligttter refinement to the lexical
specification of manager resources for resumptive pronouns

Summary

Manager resources can be specified in a highly general fash@wn in above. The resource logic
tightly constrains how the generalized manager resourgebmaealized: a manager resource must
remove a resumption pronoun and it can remove only a resamptbnoun, or else there is no valid
Glue proof from lexically contributed premises. The useoofll names provides further control over
the specification of manager resources. Lastly, the thdmywsspecification of manager resources
in local terms. This follows from the fact that a resumptiagommun is a bound pronoun and the
fact that the lexical contributor of the manager resourdéiwigeneral require anaphoric binding
of the resumption pronoun by a local grammatical functiam, déne that is found in the f-structure
of the lexical contributor of the manager resource. Theacunaphoric binding of the resumption
pronoun is non-local, but anaphoric binding is non-locagj@meral. A manager resource thus acts
(principally) locally, but has a non-local effect.

5.2.2 Satisfaction of the ECC and integration of the binder

Unbounded dependencies in LFG are represented by thedsaturic andFocus depending on
the kind of unbounded dependency (see chapter 2, sectidh).2lluse the grammatical function
UDF, which is mnemonic founbounded dependency functiom abstract overorPiCc or FOCUS

(5.22) uDF:={TOPIC | FOCUS}

The Extended Coherence Condition (ECC) requires an unlealidependency to be integrated
into the grammatical representation (Zaenen 1980, Bresndiichombo 1987, Fassi-Fehri 1988).
The formulation of Bresnan and Mchombo (1987:746) is regmbhatre:

(5.23) Extended Coherence Condition
Focus and Topic must be linked to the semantic predicate argument structuthe
sentence in which they occur, either by functionally or bg@morically binding an argu-
ment.

The ECC can be satisfied in one of two ways: functionally ophoacally.
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The functional means of satisfying the ECC is through whatited “functional binding” in
the quote above. | prefer the terfunctional equality because it gets to the heart of the matter
better. Functional binding / equality occurs when there faretional equation that equates the
UDF (TOPIC or FOCcUu9 with someGF, resulting in two grammatical functions with a single, sithr
f-structure as their value. This is sketched in (5.24):

(5.24) PRED ...’
UDF [PRED ]

GF

Some lexical entry or rule element must provide the funeti@guation that integrates th®F into
the f-structure (Kaplan and Zaenen 1989, Dalrymple 2001).

Functional integration of thebrF must also involve specification offRED feature. The gram-
matical function that is equated with t®F is a gap that is not lexically realized. In order for this
GF to satisfy the completeness condition (see section 2.Mp#t have @RED3 The GF gets its
PRED from the uDF with which it is equated. TheDF will get its PRED from lexical material in
many cases. For examplewdn-phrase in SpecCP will contribute thidF's PRED.

Alternatively, thePRED of the uDF may be added by a c-structure rule. For example, the rule
for constructing an English relative that lacks a relativenpun, as in (5.25), would include the
information in (5.26):

(5.25) a guy | know

(5.26) CP— € c
(T TOPIC PRED = ‘pro’ T=1

This rule is a simplification of the rule proposed by Dalrym(2001:419¥. The rule has the effect
of addingPRED ‘pro’ to the f-structure of theopric. The empty string is by definition not realized

in c-structure. Rather, the empty string is a means to inttedunctional constraints in the absence
of an overt word or phrase (see Dalrymple 2001:175-176)s iBhiistinct from an empty category,
which actually does occupy a position in the tree, is assigngyntactic category, etc. For example,

3Completeness requires that all arguments that are selbgtedpredicate must be realized in the predicate’s f-
structure and furthermore, that all semantic argumengs, (on-expletives) must have their owreD (Kaplan and
Bresnan 1982:65[211-212], Bresnan 2001:63). See sectio® 2 of chapter 2.

“The rule that Dalrymple gives integrates thepic through functional equality. In addition, the rule contriies the
meaning constructor for modification of the relative headh®yrelative clause, since in the absence of a relative prono
there is no contributor of this resource. See the discusHitime equivalent Irish rule in (6.21) below.
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Bresnan (1995) uses empty categories to explain certamdhout weak crossover in German (also
see Bresnan 2001). A traceless alternative is offered bgybgle et al. (2001). There is no sense
in which the empty category in Bresnan’s analysis could piaoed by are. The version of LFG |
adopt here does not countenance empty categories, howeskesuld also be noted that rather than
adopting the: analysis we could postulate a null relative pronoun. At glost it is not obvious
that one approach is superior to the other, although futwm would decide the matter. For further
discussion ot, see chapter 2, section 2.1.

The assumption that the value of thRED introduced in this manner is ‘pro’ — the value for
pronominals — is justified for English on the grounds thatlatie clause is otherwise introduced
by a relative pronoun. In general though, it does not matteatihePRED of the UDF is, just that
it has one. The least speciffRED value in LFG is ‘pro’ and this is the value that is typicallyeals
when no specific value seems appropriate. There is also wdheitransformational literature that
indicates that null operators are a kindpod (Browning 1987).

The second way to satisfy the ECC is through anaphoric bipnaihich involves the s-structure
featureANTECEDENT. This is sketched in (5.27):

(5.27) PRED ‘...’
/’——O- _______
UDF [PRED ‘...’]/ Tt
o -~ |ANTECEDENT [ }
GF [PRED ] -7

TheuDF is integrated into the grammatical representation by amégdily binding an argument.
Independent aspects of the theory | have presented togeitelthat a resumptive binder must
satisfy the ECC through the anaphoric binding option. Tlseimgotive pronoun itself contributes a
PRED, on the assumption that it is an ordinary pronoun. The top®iinbounded dependency, i.e.
the binder in the binder-resumptive dependency, will almutrtbute aPRED feature. The value of
the featurePREDIis asemantic forn{Kaplan and Bresnan 1982:32—-35[177-180]). Each instahce o
a semantic form is unique (Kaplan and Bresnan 1982:124272%). This means that even two se-
mantic forms that bear the same information, e.g. ‘pro’ hcaibe equated. If two different sources
attempt to specify an f-structureisReD value, there is therefore a violation of the Uniqueness
Condition (also known as Consistency; Kaplan and Bresn&2:58[204], Dalrymple 2001:39).
Uniqueness requires that each f-structure may only havevale for a particular attribute, but
since semantic forms cannot be merged there would be twewvdar the attributePRED. If a
resumptive pronoun is an ordinary pronoun which contribw@eRrED attribute and the top of the
unbounded dependency (e.gwh-phrase or SpecCP itself) also contributesr&D attribute, then
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there cannot be functional equality between the resumptiveoun’s f-structure and the f-structure
of the UDF, since this would result in a Unigueness violation. Thisadsitthat the only way to
integrate the binder in a binder-resumptive dependendyaaigh anaphoric binding.

We can use the fact that a resumptive pronoun’s binder is boumded dependency function
to further refine the lexical specification of manager resesir The binding equation in (5.19) can
therefore be rewritten as:

(5.28) (" UDF), = ((T GF"), ANTECEDENT)
We can then replace the manager resource (5.20) with thenomensn (5.29).
(5.29) [(T UDF)y —o ((T UDF), @ (T GF+)0)] —o [(T UDF), —o (T UDF),]

We thus get a version of the manager resource that is spetfiatly to theuDF that binds the
resumptive pronoup. The local name specification in (5.21) is essentially uriéfe, except that
we replac€/GF = (T GF) with %GF = (] UDF).

5.2.3 Dependency mismatch and relabeling

There is a final complication that must be dealt with to fulijegrate manager resources into Glue
Semantics for LFG. The issue is best highlighted if we cagrsahother expository “resumptive”
sentence, this time withwah-phrase binder:

(5.30)  Who did Thora see hitn

| reiterate that | am using English words only for expositeomd am not claiming that English is
a resumptive pronoun language. The theory constructs tlemminically labelled f-structure and
s-structure in (5.31) for (5.30).

SWe can in fact take advantage of the projection architecinc use inside-out functional uncertainty at semantic
structure to define a completely local version of the managmwurce. Observe that the locabF is theANTECEDENT
of GFT at s-structure, given the binding equation in (5.19). Thiefdng equality therefore holds:

0] (T 6FY)s = (ANTECEDENT (] UDF),)

The right hand side of the equation picks out the node at seerstructure that has a featus@ TECEDENTWhOSe value
is the s-structure node corresponding to the lagaf. We know by (5.19) that theDF is the ANTECEDENT of the
resumptive pronoun, which is tie" in question. Given this equality we can replace (5.20) wiijh (

(i) [(T UDF)s —o ((1 UDF)s ® (ANTECEDENT(] UDF),))] — [(T UDF)s —o (1 UDF),]

This is a completely local specification of the manager recmu However, its specification depends on the binding
equation (5.19), which is non-local, since anaphoric igds unbounded. As the inside-out functional uncertainty i
(i) may be a little bit hard to keep track of for some readédg not use (ii) and instead specify manager resources as in
(5.20) and (5.29). Itis nonetheless useful to know thaigig possible specification for manager resources.
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(5.31) PRED ‘see€’
PRED ‘pro’
FOCUS W 1-==~<4
S PRONTYPE Wwh S~
SUBJ t[PRED ‘Thora’} =
_ o -~ |ANTECEDENT [ ]
OBJ D[PRED ‘pro']——/

The manager resource will remove the pronominal resounstibated by the resumptive pronoun
him, clearing the way for the dependency on the resumptives s, to serve as the scope of the
wh-phrase.

However, there is a slight hitch that has to do with how thewese mapping and naming works.
The binder in the binder resumptive dependency is a scopaieit that needs to find its scope.
The generalized meaning constructor for tWe-word who is shown in (5.32) and the instantiated
version in terms of node labels from the f-structure abowh@wvn in (5.33):

(5.32)  VX.[(T, —oX)] —oX]
(5.33) VX.[(w—oX)—oX]

The scope of the binder is specified in terms of its local diegtrre label, which isv. But the
dependency which it actually needs to consume, the oneyleéirhoval of the resumptive pronoun,
is not a dependency om. It is a dependency op, the resumptive pronoun’s label. That is, the
dependency available 8 — s, but thewh-word needs something of the formm — X. Putting
things another way, the predicate that locally selects lierresumptive does not “know” that it
is in a resumptive environment and the binder does not “knthat it is in a binder-resumptive
dependency. The top and the bottom of the binder-resumgépendency are completely locally
specified and blind to what is happening elsewhere in thetsire.

This local / blind specification holds for filler-gap dependies too, but the crucial difference
is that these are integrated through functional equalitye Situation is sketched in the following
f-structure:

(5.34) PRED ‘...’
s| Focus W[PRED }

GF
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The f-structure of the filler is the same f-structure as tliahe gap and the scope of the filler will
therefore match the dependency that is missing the gap. idrctise the scope of the filler will
be specified a¥ X .[(w — X) — X] and the dependency on the functionally bowwwill be
w —o S§.

The problem of dependency mismatch exemplified by (5.31yalextends to other kinds of
binder-resumptive dependencies. For example, the relelawse predicate that modifies a common
noun is named locally in terms of the attributepic. If the relative clause is a resumptive relative,
the ToPIC f-structure anaphorically binds the f-structure of theaureptive pronoun. However, the
two f-structures are distinct. The relative clause modgiéirst argument will be named in terms
of the f-structure of the unbounded dependency functionic, but the predicate that contains the
resumptive pronoun is named in terms of the resumptivetsuzgire. Again there is a mismatch
between the dependencies.

This dependency mismatch problem does not have the saras atathe resource surplus prob-
lem that manager resource solve. The latter problem stemrsdn assumption that resumptives are
ordinary pronouns and the hypothesis of Resource Semgitihe resource surplus problem con-
cerns the whole enterprise of using a resource logic at thiexsysemantics interface. By contrast,
the dependency mismatch problem is essentially a bookkggpoblem. It concerns how resources
arelabelledbased on the regular mapping from the syntax to the lineae logofs. A valid linear
logic proof could easily be constructed from the relevamingises so long as the resource labels
could be made to match. There are various ways one could dfidbing this. One way would
be to have pronouns output a multiplicative conjunctiort ties as conjuncts two instances of the
antecedent-labeled resource, rather than an antecedmhéd conjunct and a pronominal-labeled
conjunct. Another option would be to state that unboundgebddency functions that are integrated
into the grammatical representation by anaphorically ibiméin argument bear the resource identi-
fier of the argument. Either option would effectively meaatth pronominal resource has the form
b — (b ® b). The dependency mismatch would not arise, then, becausgeff@ndency on the
resumptive pronoun would be stated in terms of the bindegsurce identifier.

A simpler option than modifying the basic resource-mappogventions is available, though.
The licensers of resumptive pronouns not only contributeagar resources, they also perfamen
sumptive dependency relabelibg contributing an additional meaning constructor of tHifeing
general form:

(5.35) AP.P:((1 GF")y — 15) — ((T UDF)y — 1,)
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This meaning constructor takes a dependency on a resungptveun and returns a dependency
on the unbounded dependency function that binds it, withffetting the semantics (the meaning
language is just an identity function). This meaning carggbr can be further controlled by using
local names, as was shown above:

(5.36) AP.P:(%RP, — 1,) — (%GF, —oT,)

With this meaning constructor, the problematic resumptigpendency — s for (5.31) is con-
sumed and the dependeney— s is produced. This dependency can serve as the scope for the
wh-phrase that is the resumptive’s binder. The same depeyndelabeling will properly adjust a
relative clause predicate. Dependency relabeling is argklexical mechanism for renaming de-
pendencies at the top and bottom of binder-resumptive digmefes that are mismatched due to the
normal resource naming conventions.

5.3 A problematic alternative analysis

There is an alternative LFG analysis of resumptive prondbasseems initially plausible. Since it
is an analysis that might seem tempting to LFG theoreticilwant to quickly sketch it and explain
why it is untenable.

It is common in LFG analyses of pro-drop and incorporatedignainals to specify a pronoun
with an optionalPRED feature and a verb or predicator that optionally providesrap ‘pro’ for
the null grammatical function (Grimshaw 1982, Andrews 198fesnan 2001). This means that
the verb can provide the grammatical function informatifireay., its subject at f-structure through
its morphological inflection. The null pronoun is complgtabsent at c-structure and does not
correspond to a silemtro. If the verb does not provide the pronominal informationtbetpronoun’s
PREDfeature is optional, then we get a system in which pronounsauneur as purely grammatical
markers in addition to other overt grammatical functiors,raclitic doubling (Grimshaw 1982,
Bresnan 2001). Finally, if pronouns do not have optioPRED features but certain verb forms
also providePRED ‘pro’ to a grammatical function, we get a situation in whigfnthetic verb
forms containing pronominal information cannot occur vatlert pronouns, which is the basis for
Andrews’s (1990) analysis of the Irish synthetic and analgrbs that were discussed in section C
of chapter 4.

None of these proposals were concerned with semanticshbutecessary move would be to
state that whatever providess®RED PROfeature also provides a pronominal meaning constructor.
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For example, in a subject pro-drop language, the finite vptiooally provides a pronominal mean-
ing constructor for a missing pronominal subject. | havevimgsly sketched this sort of analysis
for Serbo-Croatian pro-drop (Asudeh 2000, 2003b). Theratdy tempting LFG analysis is to
simply treat resumptive pronouns as lackingReD ‘pro’ and a pronominal meaning constructor.
In that case, there would be no resource surplus, since ihaceextra pronominal resource.

There are a number of objections to such a proposal. Firgheifresumptive pronouns can
simply lackPRED features and meaning constructors, this predicts thavoitldibe independently
possible to use them as grammatical markers or doubledsclitihis is not the case in many resump-
tive pronouns languages, including the ones examined fidere are certain resumptive pronouns
in languages like Greek that may be candidates for this kirehalysis, though (Alexopoulou 2003
provides an excellent recent overview of resumption in &re&econd, in many languages the
strong pronouns are used in resumption (Aoun and Li 2003)wbak pronouns are used for mark-
ing and/or clitic doubling. The proposal would thereforeke&vo wrong empirical predictions:
that strong pronouns could be used for marking and clitidbting and that weak pronouns could
be used as resumptives. These predictions are in genal iird, as alluded to by the mention of
strong and weak pronouns, many languages distinguish pnsnweith optionaPREDfeatures mor-
phologically and phonologically. The prediction is themef that resumptive pronouns could have a
special form. However, this is overwhelmingly false, asuadin chapter 4. Fourth, in general re-
sumptive pronouns in many languages would be predictedvio imaich freer distribution than they
in fact do. RED features, or alternatively meaning constructors (seéose8t3.2 of chapter 3), are
the principal methods in LFG for ensuring that extra lexivadterial surfaces in a controlled man-
ner. Since elements of c-structure rules are typically ghoto be optional, c-structure realization
does not provide tight enough control.

In sum, itis not tenable within LFG to simply assume that nestive pronouns have no meaning
constructor. Such a theory would make several wrong plieditand would have a hard time
explaining the realization and distribution of resumpiive

5.4 Theoretical implications

The resource management theory of resumptives treats pséiserpronouns as ordinary pronouns
that constitute surplus resources. The licensing mechmaftis resumption is a manager resource.
A manager resource consumes the surplus resumptive proasouarce, allowing the composition

of the unbounded dependency to proceed as if the resumivdéen absent. The fact that the
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pronoun is treated as an ordinary pronoun means that theymois syntactically and lexically
distinct from a gap, which in this theory is literally nothginThat is, a gap is not a trace or a special
gap object (e.qg., theap-synsem of Bouma et al. 2001), but rather an unrealized syntacticraemnt
that is integrated into the grammatical representationitiieebeing functionally equated with or
anaphorically bound by an unbounded dependency function.

The manager resources that license resumptives are lgxdcaitributed meaning constructors
and are therefore specified in particular lexical entridse theory makes the following prediction:

(5.37) Resumption must be licensed through the presenexiclly-specified licensers in lex-
ical inventories.

This theory is thus solidly lexicalist. Theories as othevidisparate as Lexical Functional Gram-
mar, Head-driven Phrase Structure Grammar, PrinciplesPamndmeters Theory (specifically, the
Minimalist Program), and Categorial Grammar have conwkethe desirability of locating lan-
guage variation in the lexicon.

Given the uncontroversial premise that lexical specifica@ffects morphological exponence,
the theory makes the following further prediction:

(5.38) Resumptive licensers may be distinguished by mdoglycor lexical class.

This prediction is borne out by the complementizer systermisi, as we will see in detail in the
next chapter. The prediction will be further discussed im@br 9, after the theory of resumption
has been extended to copy raising.

Finally, the theory offers an answer to what must be one otémral questions about resump-
tion:

(5.39)  Why are only pronouns used for resumption?
Pronouns are the only items used for resumption becausdatieinherent meaning.

The Glue specification of the linear logic term for a pronoud ¢he way in which pronouns take
their antecedents are such that pronouns are the only léeices that can be consumed by manager
resources. Thus, the first answer to this question is thatooims are the only things that can be
used in resumption because they are the only things that thaveorrect form in the resource
logic to be consumed by manager resources. The questiorbdwmmes why pronouns have the
form that they do. They have this form because on a variabketheory of anaphora, such as the
one presented here, a pronoun is a function on its antecedtowever, the pronoun must also
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replicate the antecedent resource. The answer thus bedbatggonouns are used in resumption
because of how they receive their meanings. The questionliheomes why pronouns receive
their meanings in this manner. The answer is that pronoweve their meanings in the specific
manner that they do because they lack inherent meaning asttake on the meaning of their
antecedent, through saturation, coreference, or bindingother words, pronouns are the only
items used for resumption because they lack inherent mgantns therefore unsurprising that
pronominal elements can be consumed by manager resoueceside it is precisely these elements
whose removal is recoverable from elsewhere in the sensantic

5.4.1 Explaining the descriptive characteristics of resurptives

In the previous chapter | presented a descriptive overvieresumptive pronouns and identified
seven characteristics of resumptives. The two definitiochatacteristics are the following:

A. Resumptive pronouns occur in unbounded dependencies.
B. Resumptive pronouns are interpreted as bound pronouns.

These properties follow from the manager resources ttetdie resumptives. The manager resource
identifies the resumptive in terms of an unbounded depegdanction and binds the resumptive to
the upF. The manager resource then removes the pronoun from catioposivell-formedness of
the result depends on something else consuming the depsndeithe resumptive pronoun, since
that dependency can no longer consume the pronoun whichnes dgditimately, it is the top of the
unbounded dependency that in one way or another consumesadhted dependency. The result
is that the resumptive is licensed only in an unbounded dépay and is interpreted as a bound
pronoun. In fact, in terms of semantic composition (i.eg fioofs) and semantic representation
(i.e., the meaning language side of the Glue logic) the r@sium pronoun is just like a gap: a
bound argument.

Resumptive pronouns are syntactically and lexically judir@ary pronouns, though, as per the
third characteristic:

C. Resumptive pronouns are the ordinary pronouns of theubge

On this theory resumptives are not gaps that somehow sunfiliea pronominal form. The only

way in which resumptives resemble gaps is at the level of seBmaomposition, as mentioned
above. But this has nothing to do with information that iscsfped for the resumptive pronoun and
is rather the effect of a manager resource. There is no $pexiaal specification or resumptive
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“feature” that is borne by a pronoun or required by a managgyurce: resumptive pronouns are just
ordinary pronouns. The analysis therefore predicts thatmgtive pronouns are morphologically
identical to non-resumptive pronouns with the same casegrement features. For example, if the
third person object pronoun in some languag®dsand the language has resumptives, then the third
person object pronoun will also leo in its resumptive usage. In fact, manager resources consume
components of pronominaheaning(resources for composition) and are completely insemsttv
the form of the pronoun. This means that a manager resoweasks all instances of pronominal
information, whether instantiated by a free-standing ptomor incorporated into a head (such as
Irish verbs and prepositions).

The fourth characteristic of resumptive pronouns conctres syntactic distribution:

D. Resumptive pronouns and gaps have distinct syntactidhiisons.

While it is true that resumptives and gaps often overlap @irttlistribution, their distributions are
not identical. In each resumptive language, there are riyr@ideast some positions or grammati-
cal functions that resumptives can fill but not gaps, and vagsa. The theory presented here does
not specify specific positions in which resumptives may mpgear or in which they must appeatr.
Rather, like the theory of McCloskey (1990), resumptivesesp obligatory where gaps are blocked
by independent aspects of the theory and similarly reswempiian be blocked from certain posi-
tions or grammatical functions for independent reasons. willesee an example of this kind of
interplay for Irish in the next chapter. Resumptives aragalbbry as objects of prepositions. This
is not hardwired into the lexical entry for the manager reses, the complementize&N or any
other aspect of the analysis. The obligatoriness arisesusecthe complementizer that licenses
gaps @L) cannot reach prepositional objects, since these are ss@dgsembedded in anBL or
other appropriate grammatical function.

The fifth descriptive characteristic concerned the in&airon of resumptives:

E. Resumptive pronouns display restrictions on their pregation which gaps do not.

The fact that resumptive pronouns are bound argumentdikegiaps, does not mean that they can-
not place further restrictions on interpretation. Gappejgats of intensional verbs likeeekallow
bothde re/ specific andde dicto/ non-specific readings, whereas corresponding resunsyail@y
only specific readings (Doron 1982, Sells 1984, 1987). Zimna:n (1993) has argued against
the classic quantifier scope analysis of the specific / neciip difference for certain intensional
verbs, includingseek He has shown that properties of the quantified DP are reldvanhether
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the ambiguity arises, as are properties of the particulds. viEle notes in particular that the class
of quantifiers that induce de dicto readings in opaque vembshese that can be characterized as
existential (Zimmermann 1993:163). The opaque verb takemaobject the relativizing property
of the quantifier (Zimmermann 1993:164-165). Sells (19887) has shown that the relevant kind
of non-specific reading, which he callscanceptreading, is similarly unavailable for pronouns in
general. For example, the mini-discourse in (5.40) can orégn that Dani is looking for a partic-
ular unicorn that is tall. It cannot mean that Dani is lookfogsomething or other that is a unicorn
and is tall.

(5.40) Dani seeks a unicorn. It is tall
(Sells 1987:290,-(52b))

The general conclusion that Sells (1984, 1987) comes toaistlie restriction on interpretation
for resumptives hold for non-resumptive pronouns too arekjgained if resumptive pronouns are
ordinary pronouns.

Even though manager resources remove pronouns from caioppshese pronouns can still
place conditions on their antecedents. | have been assumingple extensional semantics, but
an intensional semantics would have to be assumed to hamdilédiual concepts (for intensional
semantics in Glue, see Dalrymple et al. 1999c), which is \Bledls (1984) argues the objectsdeks
denotes. Zimmermann's (1993) treatment is more sophieticand complex, but it is not at base
incompatible with this. If a pronoun takes only a typantecedent, following Sells (1984, 1987),
then it can only be of typée, (e x ¢)). Since an individual concept has type ¢), a pronoun
cannot take it as an antecedent. Since resumptive pronautigsotheory are ordinary pronouns.
This means that a manager resource can only consume anrgrgnoamoun, which cannot take a
concept antecedent. It thus follows without further add teaumptive pronouns have the same
restriction on interpretation as ordinary pronouns: rgsiive pronouns just are ordinary pronouns.

The sixth characteristic of resumptives concerns themiffee between resumptive unbounded
dependencies and those involving gaps:

F. Resumptive pronouns do not display certain key chaiatiter of gaps.

Two particular hallmarks that were identified were islands#évity and form-identity effects.

The lack of island sensitivity follows directly from the Extded Coherence Condition and the
fact that the theory presented here treats resumptivedamsoy pronouns. The ECC requires that
an unbounded dependency function be integrated into tmergedical representation either through
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functional equality or anaphoric binding. The ordinarympran theory means that the pronoun con-
tributes full syntactic information to f-structure, indimg aPREDfeature. The top of the unbounded
dependency will also contributerRRED feature. It is impossible to functionally equate two gram-
matical functions that each haver&eD feature, because the value ®RRED is a unique semantic
form and the result of the attempted functional equality mécessarily violate Uniqueness. The
only option available is anaphoric binding. Now, anaphduiieding is in general not sensitive to
islands. It therefore follows that binder-resumptive defancies are not island sensitive, because
the mechanism that integrates them — anaphoric binding -etistand sensitive.

Form-identity effects concern features borne by the undedrdependency function that could
only be assigned at its terminus, such as case (MerchantIZ®1146). The observation is that
such form-identity effects routinely arise for filler-gappendencies but not for binder-resumptive
dependencies. This is predicted by the theory. The ordipesyioun theory of resumptives and
the ECC requires that the grammatical function of the resiwe@and the unbounded dependency
function of the binder have distinct f-structures as valu€herefore, whatever features occur in
the f-structure of the resumptive will not be transmittedhe f-structure of the binder, since it is
a distinct f-structure. By contrast, filler-gap dependesare realized via functional equality. The
filler and the gap share the very same f-structure. Thergfdratever features are added at the gap
site will necessarily be borne by the filler.

The seventh and final characteristic that | presented isrbdhat is potentially most problem-
atic for an ordinary pronoun theory of resumption, such &sdhe:

G. Resumptive pronouns resemble gaps in their interactittnogrtain grammatical phenomena.

If resumptives are ordinary pronouns then it may be surggighat they behave like gaps in certain
respects. This characteristic is obviously not surprisfrrgsumptives are not ordinary pronouns
and are furthermore like gaps at some underlying level. &hawo replies to this, both of which are
explored in detail in chapter 7. The first reply is that thi$yarounts against the theory presented
here if the phenomena in question — reconstruction, adfes$oard extraction, and parasitic gaps
— are irreduciblysyntacti¢ since resumptives in this theory are not like gaps at alhegyntax.
However, as mentioned above, once manager resources aenitbrnthem, resumptives are like
gaps in semantic composition and representation. Thusg ipbhenomena in question are not syn-
tactic but rather governed either at the proof level or inrieaning language, the theory in fact
predicts the possibility of resumptives being like gapswiispect to these phenomena. It turns out
that none of the phenomena are uncontroversially syntactic
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The second and more decisive reply concerns the interjonetaf resumptives and constitutes
an argument that an ordinary pronoun theory of resumptisds be preferred despite these po-
tentially problems. The form of the argument is simple. Bumptive pronouns are just “spelled
out” gaps, then their morphological form is perhaps pretilet given certain modern assumptions
about morphological realization. The language that hastiated the best case for an analysis of
resumptives as spelled out gaps is Swedish. | present daBavedish that shows that the puta-
tively spelled out gaps are alsnterpretedlike pronouns and not like gaps. In particular, the same
lack of non-specific reading that Doron (1982) identifies Habrew holds robustly for Swedish.
This would be completely unpredicted if resumptives areeulyihgly gaps. They should then be
intepreted like gaps, whatever their surface form.






Chapter 6

Resumptives in Irish

Introduction

This chapter applies the resource management theory ahmsin to a detailed empirical con-
sideration of data from Irish. | first present the basic cdussructure of Irish that | am adopting
(section 6.1), based on work by McCloskey (1979, 1996), @Qramd McCloskey (1987), and Sells
(1984). | adapt these proposals to LFG using Toivonen's32@eory of phrase structure. | then
present in some detail the data that | aim to account fori(ge6t2). In section 6.3 | present detailed
analyses of core Irish filler-gap and binder-resumptiveedépncies. In section 6.4 | extend these
analyses to deal with the difficult “mixed chain” cases reélgediscussed by McCloskey (2002). |
conclude the chapter with a discussion of the further ergdipredictions of the analysis of Irish,
some directions for future work, and an extended compatisdghe recent Minimalist analysis of
McCloskey (2002). Appendix B is a fragment of Irish, whergegent some of the analyses in this
chapter in more detail.

6.1 Basic clausal structure of Irish

The clausal structure of Irish has been described in ddtgéaerative terms in work by McCloskey
(see in particular McCloskey 1979, 1990, Chung and McClp4le87), and others (e.g., Sells 1984,
1987, Duffield 1995). In this section | will present the bastrmicture that | assume for Irish clauses,
basically adapting the proposals of Chung and McCloske8{Lf® LFG. | also want to review the
syntax of complementizers that | have previously presealseivhere (Asudeh 2002b). The upshot
of the analysis is that it reconciles two seemingly incornig@tanalyses of Irish complementizers,

169
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one by Sells in his dissertation (Sells 1984) and the othéld&@loskey in various publications, but
principally McCloskey (1979) and McCloskey (1996).

The basic clausal structure of Irish is VSO in finite matrixi@ubordinate clauses (McCloskey
1979, 1990, Chung and McCloskey 1987). The order in norefididuses is subject-initial and
generally SOV, although SVO order occurs in certain diglectder certain conditions (Chung and
McCloskey 1987:211-212,230-232). Chung and McCloskeg{Largue that the complement of
Infl in both finite and non-finite clauses is a small clauseldig a structure like the following:

(6.1) s

PN
Infl S,
PN
NP VP

This structure accounts for the word order facts as followshe Chung and McCloskey analysis.
The finite verb moves from V to Infl (see also McCloskey 1996@)hwhe subject in the NP position
of the small clause and the object in the VP. This derives V&i@ro The non-finite verb does
not occupy Infl. It occupies V in the VP. This derives SV ord&ase-generation of the object
in a preverbal position would derive the correct word oraeboth finite and non-finite clauses:
in finite clauses the verb moves to Infl, leaving the subject alnject in place, and in non-finite
clauses nothing moves and the correct SOV order is derivenlveker, Chung and McCloskey
(1987:230) argue against this sort of analysis based onatttettiat Irish is “an overwhelmingly
regular head-initial language” (Chung and McCloskey 128@) and the fact that there are other
kinds of VPs that have VO order. They instead propose an sigatyn which the object moves and
left-adjoins to the VP dominating the non-finite V. The finahgral aspect of Irish clause structure
that bears mentioning is that pronominal direct objectd teroccur at the right edge of their clause
(Chung and McCloskey 1987:195). That is, even though fydats immediately follow the subject
and precede obliques and adverbials, pronominal objelitsvfobliques and adverbials and occur
clause-finally.

I will adopt the structures that Chung and McCloskey propiaseboth finite and non-finite
clauses, but since | am working in a non-transformatiorenfrwork there will be no head move-
ment from V to finite Infl, no leftward movement for adjunctiohan object to the VP that contains
non-finite V, and no rightward movement in postposing of anpto. Everything will instead be
base-generated by c-structure rules and controlled byopgpte functional descriptions on these
rules, as is standard in LFG. A small fragment of Irish is give appendix B. Following King
(1995) and Bresnan (2001:127-131), | derive the effect aflmovement of V to | through lexical
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category specification. Finite verbs in Irish will have ttaegory ? and non-finite verbs will have
the category V. | will adopt Chung and McCloskey’s small clause structunethe complement of
19, 1 assume that full clauses in Irish have the category CPIEis& structures generated for finite
and non-finite clauses are as follows:

(6.2) CP
I
T=1
IP
/\
T=1 T=1
10 S
[ —
verb (T suBy) =] T=1
(T FINITE) = + DP VP
I
(ToB)=|
DP
(6.3) cp
I
1=
IP
/\
T=1 T=1
10 S
/\
(Tsu) =] T=1
DP \

/\
(Tos)=| T=1
DP VP

I

1=

VO

I
verb

(T FINITE) = —

These c-structures presuppose the theory of phrase stuttweloped by (Bresnan 2001) and
(Toivonen 2001, 2003). Note that Infl in (6.2) counts as ammced head for the VP, satisfying

the LFG version of endocentricity (Zaenen and Kaplan 1985:Bresnan (2001:132-134); see
section 2.1). Note also that the equatidn §INITE) = — on the verb in (6.3) will introduce this
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specification into the f-structure for the whole CP. Therefafinite verb could not appear elsewhere
in the c-structure material contributing to the matrix CPructure.

The broad structure of Irish clauses is now in place. It iscbmplementizer system that is of
key interest, though, since it is the complementizatsand aN that register filler-gap and binder-
resumptive dependencies. There is strong evidence thdtisheparticles of particular interest
here —aL, aN, andgo — are indeed complementizers and mgt-words or relative pronouns
(McCloskey 1979, 2001). First, they occur left-periphdcethe clause they introduce. Second, they
co-occur withwh-words in questions, which indicates that they themselvegeobably notwh-
words. Third, they bear no inflection for case, animacy, neinds gender, despite the fact that the
pronouns of Irish normally inflect for one or more of thesedeas (McCloskey 1979:11). Fourth,
the complementizers do inflect for properties of the clabsy tntroduce, in particular tense and
mood, as summarized in Table 6.1 from McCloskey (1979:18)) (Based on this sort of evidence,
McCloskey has consistently treated these particles as leonemtizers, right up to his most recent
work (McCloskey 2001, 2002). McCloskey (2001) gives a thigito overview of arguments for the
complementizer status of the particles.

Non-past Past

go
Affirmative | goN gurL
Negative nachN narl

aN
Affirmative | aN arL
Negative nachN narL

alL
Affirmative | aL aL
Negative nachN narL

Table 6.1: Irish complementizers

However, Sells (1984:127-131) has explicitly argued thattarticles are not complementizers
and that they are actually head-adjoined to the verb. Iriqudat, he proposes that the preverbal
particles are base-generated as adjuncts to the verbal head

(6.4) V
/\
particle V

As adjuncts to V, the preverbal particles are still withie trerbal domain. In fact, they are part of
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the core verbal domain, rather than the extended functiaorakin of the verb that complementizers
appear in. The evidence that McCloskey gives for the comglaizer status of the preverbal par-
ticles (that they are left-peripheral, register extratfhenomena, and register tense and negation
information) is therefore compatible with Sells’s pogitithat they are head-adjoined to the verb.

Two pieces of evidence that Sells (1984) presents for higiposre that no material can sep-
arate the particle from the verb, and that in VP-coordimagtructures the particle must occur in
each conjunct, as shown here:

(6.5) a. anfearal cheannaionmgusal dhiolanntithe
themanal buys and al sells houses
the man that buys and sells houses
(Sells 1984:131, (25a))

b. *an fearalL cheannaionmagusd(h)iolanntithe

themanal buys and sells houses
(Sells 1984:131, (25hb))

If the particles occurred in C (COMP in Sells’s terms), thie@ dbligatory repetition of the particle
in VP-coordination would be unexplained.

The claim that the particles are head-adjuncts to the vemic@mpatible with the claim that
they are complementizers if the complementizers projebaXstructure. For independent reasons
having to do with adjunction, McCloskey (1996) proposes thare is complementizer lowering in
Irish. He effectively ends up with a similar structure to4(6 but by lowering of the complemenizer
from CP to adjoin to Infl:

6.6) cp

The @ does project a CP, but it is lowered and head-adjoinedl.tdte lowered € under current
transformational assumptions would leave a deleted cojty axtraction site.

In Asudeh (2002b) | present a base-generated LFG analydisetonciles the head-adjunction
analysis of Sells (1984) with the complementizer analyMaCloskey (1996). Rather than lower-
ing a complementizer, | built on Toivonen’s theory of nomjpcting words (Toivonen 2001, 2003).
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Toivonen argues for a revised X-bar theory which accomnezdaéads that do not project any X-
bar structure. These are non-projecting words, repredexsi (“X-roof’). Projecting heads are
annotated X. In Toivonen’s X-bar theory, non-projecting heads are kadidined to an X (see
chapter 2, section 2.1.2). | proposed that the Irish cometdirers are base-generated as non-
projecting adjuncts td’t

(67) 10

A~

c 19
This structure is generated by the following c-structute:ru

(6.8) 0 — C 10

T=1 T=1
Part of the motivation for McCloskey’s (1996) complemeatifowering analysis was the explana-
tion of certain facts about adjunction in Irish which motagéhe presence of a CP node above IP. In
Asudeh (2002b) | show how the base-generated non-prajeatord analysis can ensure presence
of such a CP node even though it is not projected by the nojeginog C. Here | will make the
simplifying assumption that all selectexbmps in Irish are CPs (which is descriptively true) and
that the c-structure rules generate CP nodes appropriakély LFG theory of endocentricity and
extended heads will again ensure that the CP has a headqicatbe th€ and P are co-heads of
both IP and CP).

6.1.1 Summary

The resulting structure for finite and non-finite clausesaaréollows:

(6.9) cP
I
=1
1P
/\
T= =1
10 S
/\ /\
T=1\ T=1 (TsuB)=| T=1
C 1 DP VP
I I
verb (ToBy)=|

(T FINITE) = + DP
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(6.10) cp
|
T=
P
/\
1= T=1
10 S
T T /\
T=I T=1 (TsuB)=| T=1
C 10 DP VP

/\
(ToB)=| T=1
DP VP

I

T:

VO

I
verb

(T FINITE) = —
These structures are based on the structures motivatedung@md McCloskey (1987) and the the-
ory of non-projecting heads developed by Toivonen (2000320T he structure of thé ladjunction
structure and the theory of non-projecting Irish completizens is further developed in Asudeh
(2002b). The LFG theory of Endocentricity and Extended ldg@enen and Kaplan 1995, Bres-
nan 2001) is also instrumental to the analysis.

6.2 Irish unbounded dependencies: the data

We have already seen a lot of data on Irish in chapter 4. Irst#dton, | want to present in one place
the commonly occurring core patterns for unbounded depemele as well as three patterns that
are much less frequent, but which nevertheless do occurtindmontaneous speech and text and
must therefore be accounted for by the theory. The lattéeipet are what McCloskey (2002) calls
“mixed chains”. | will continue to use this terminology fdre sake of continuity with McCloskey's
work, but the term “chain” is purely a descriptive one in thiglysis and has no theoretical status.
I will present both the core and peripheral patterns schieailyt with relevant exemplification.
Analyses follow in the next sections.

We have seen that unbounded dependencies in Irish may tdarima gap or a resumptive
pronoun, subject to relevant restrictions reviewed in trap. The complementizers of Irish are
sensitive to the two kinds of unbounded dependency: the gntizeral registers gaps and the
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complementizeaN registers resumptive pronouns. The complementizers arphaooologically
identical in the non-past form (see Table 6.1) but triggéedint mutations on following words. The
complementizealL triggers a lenition mutation and the complementiadttriggers a nasalization
mutation. The corresponding suffixesandN are therefore commonly used to differentiate the two
complementizers. The neutral complementigeis used when there is no unbounded dependency,
in a sense to be made more precise shortly.

The basic patterns for one-clause cases are shown in (d1pe2) (McCloskey 1979, 1990,
2002).

6.11) [cpal...  ...]

a. anscribhneoim mholannna mic leéinn _
thewriter alL praise thestudents __
the writer whom the students praise
(McCloskey 1979:6, (6))

b. Ceéacweanma dhiolth  ?
which one aLsold you __
Which one did you sell?
(McCloskey 2002:189, (10a))

(6.12) [cpaN...Rpro...]

a. anscribhneoim molannna mic léinné
thewriter aN praise thestudents him
the writer whom the students praise (him)
(McCloskey 1979:6, (5))

b. Ceéacweanna bhfuil diil agat anrf?
which one aNis liking at.youin.it
Which one do you like?

(McCloskey 2002:189, (10b))

The resumptive pronoun need not be a free-standing pronthum pronominal information can be
contributed by inflection on a head, as shown in (6.12b) (setomn C of chapter 4).

The core multi-clausal patterns show an interesting desgcg between the two unbounded de-
pendency types. The filler-gap dependency is marked by tamice ofal. on every clause from the
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filler to the gap. This is strong evidence for some kind of sgstve-cyclicity in the filler-gap depen-
dency (McCloskey 1990, 2002), although it is not necessatildence of successive-cyclimove-
ment as demonstrated by Zaenen (1983) and Bouma et al. (200t)offidr non-transformational
accounts of successive-cyclic unbounded dependency mgarBy contrast, the common pattern
for the binder-resumptive dependency marks only the top@fdependency (e.g., the first clause
modifying arelative head). Intervening complementizesippons are marked by the neutral comple-
mentizergo. Thus, there is no evidence of successive cyclicity in himdsumptive dependencies.
The two patterns are shown here:

(6.13) [cpal ...[cpal ...[cpaL ... _ ...

a. ant-ainma hinnseadrdlinna bhi _ ar an ait
thename alL was-told to-us aL was _ theplace
the name that we were told was on the place
(McCloskey 2002:190, (13a))

(6.14) [cpaN...[cpgo...[cpgo...Rpro...]]]

a. fir ar shil Aturnaean Staitgorabhsiaddileasdo’n Ri
menaN thoughtAttorneythe Statego werethey loyal to-theKing
men that the Attorney General thought were loyal to the King
(McCloskey 2002:190, (16))

These two patterns are the ones that any analysis of Irisbuntled dependencies must minimally
explain.

However, McCloskey (2002) identifies three further multitssal patterns, which he calls “mixed
chains”. These are somehow peripheral but nevertheles®folre grammar of Irish, as clarified
by the following quote from McCloskey (2002:195):

Examples of both [core multi-clause] patterns turn up witted frequency in published
texts and in speech, formal and informal. But many other gtasiturn up as well in
written and oral usage. Many of these examples seem to ezyresly “noise” — er-
rors of production, the consequence of ill-informed cogitirg, or nonce productions
which aren’t replicable. Others, however, represent pagte’hich recur and which can
be investigated in a systematic way with native speakeruitargs ... Although these
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constructions turn up in speech and writing, they are rdran the two [core multi-
clause patterns]. The patterns are real, but are limin#s pathe language, lying at the
edge of people’s competence and at the edge of their experien

It is clear, then, that a fully explanatory account of Irishbounded dependencies must extend
to mixed chains, because they are real parts of the gramrtlaough peripheral. McCloskey
(2002:195) goes on to note that:

What the patterns have in common is that they all involve amgdive pronoun, but
they also have a “successive-cyclic” character in the stvadhey involve distinctive
morphosyntactic marking of intermediate positions.

I will follow McCloskey’s (2002) usage and simply refer tcetthree mixed chain patterns as Pat-
terns 1, 2, and 3.

Pattern 1 concerns the Complex NP Constraint. The key torataheling the pattern lies in
the fact that complex NPs, unlike other islands, have amnatelause that can host an unbounded
dependency. McCloskey (2002:195-196) notes that the “comest way to realize” complex NPs
is the core resumptive pattern (6.14):

(6.15) achamud a rabhdochasaca godtiocfadh sé
every thingaN was hope at-themgo comecoND it
everything that they hoped (that it) would come
(McCloskey 2002:196, (26a))

Pattern 1 is an alternative way to realize complex NPs, aithmarking the NP-internal com-
plementizer, rather thago. This gives rise to the mixed chain shown in (6.16).

(6.16) [cpaN...[N\pN[cpaL ... _ .. ]Il

a. rud a raibhcoinne aige a choimhlionfadh__ an aimsir
thingaN was expectatiorat-himal fulfill. COND __ thetime
something that he expected time would confirm

(McCloskey 2002:196, (28))

b. biseach... a raibhslil agama bhéarfa
recovery aNwas hopeat-meal getCOND.2SG __
a recovery that | hoped you would stage
(McCloskey 2002:196, (29))

1These examples and others that McCloskey (2002:196) giesstisted examples.
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McCloskey (2002:196—-197) notes that a filler-gap dependerernal to the complex NP, signalled
by aL, is unsurprising. It arises through the normal filler-gapchamism, since there is a filler
position free within the embedded clause (SpecCP on botthémy and this theory) and there is
no island constraint violation in relating a gap to a fillertliis position. However, given thaN
normally signals the presence of a resumptive pronoun, tiestmpn is: where is the resumptive
pronoun (McCloskey 2002:197)?

Pattern 2 is the inverse of Pattern 1. In Pattern 2, a resuenptionoun in the lower clause
occurs in a position that is inaccessible to a filler-gap ddpacy (for independent reasons) and
is signalled by the resumptive complementia#f. The complementizer in the higher clause is the
complementizeaL, which signals a filler-gap dependency:

(6.17) [cpal ...[cpaN... Rpro...]]

a. aonduine a cheap séa raibhruainnetobac aige
any personal thoughtheaN was scrap tobaccoﬁim
anyone that he thought had a scrap of tobacco
(McCloskey 2002:198, (34))

b. Ceéis doighleat a bhfuil an t-airgeadaige?
who al.corPRrEslikely with-youaN is themoney ;him
Who do you think has the money?

(McCloskey 2002:198, (35))

c. angalar a chualaméar cailleadhbunadhan oileain leis
thediseasal heard | aN died people theisland [GEN] by-it
the disease that | heard that the people of the island died)of (
(McCloskey 2002:198, (36))

McCloskey (2002:198) notes that this pattern is explaifiethg transformational terms he is work-
ing in) if there is binding of the resumptive by an operatothie lower SpecCP, with subsequent
movement of the operator to the higher SpecCP, as suggestaddy (1997) for similar Selayarese
data. The lower dependency in the chain is a binder-resuengttpendency, while the higher de-
pendency is a filler-gap dependency.

Pattern 3 is a mix of Patterns 1 and 2. Like in Pattern 2, a rpuenpronoun in the lower
clause occurs in a position that is inaccessible to a fikgr-dependency and is signalled by the
resumptive complementizexN. But, like in Pattern 1, the higher clause is also introdubgdhe
resumptive-sensitive complementizer:
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(6.18) [cpaN...[cpaN...Rpro...]]

a. anbheana raibhméagstil a bhfaighinn uaithi &
thewomanaNwas | hopepPrRoOGaN getCOND.1sGfrom-herit
the woman that | was hoping that | would get it from (her)
(McCloskey 2002:199, (41))

b. san ait ar daradh leis a bhfaigheadtséJim ann
in-the placeaN was-toldwith-him aN find.coND  he in-it
in the place where he was told that he would find Jim
(McCloskey 2002:199, (43))

C. nacuasairthiormaar shil séa mbeadhcontdirtar bithuirthi tuitim sios
theholes dry aN thoughtheaN would-bedanger any  on-herfall.[ —FIN] down

ionnta

into-them

the dry holes that he thought there might be any danger of &lénd down into
them

(McCloskey 2002:199, (44))

It appears that there are two binders for the single resumptionoun. This is problematic for the
resource logic account, since there is apparently only omegoninal resource and two consumers
for it, but it is also problematic on an operator-binding aq@eh such as McCloskey's (2002), for
reasons that will be clarified in section 5.4 below. The bgsiestion for both kinds of theory boils
down to the same question that Pattern 1 raises: where'sther] resumptive pronoun?

In the following two sections (6.3 and 6.4) | will show how tteory of resumptive pronouns
presented in chapter 5 accounts for the data that we haveirsdleis section. The strategy is to
start with the simple core patterns, extend to the core roldtisal patterns, and then extend further
to the mixed chains. The analysis accounts for all the dgdastypresented here, as well as the
descriptive characteristics presented in chapter 4. @ersions of the theoretical implications of
the analysis, its further empirical predictions, and hoacitounts for the descriptive characteristics
of resumptive pronouns were presented in section 5.4 ofteh&p Readers may wish to refer back
to that section occasionally. The analysis of Irish is figltonstrained on the one hand by the
dictates of the theory, in particular the hypothesis of Res® Sensitivity, and on the other hand
by empirical observations and generalizations about thguage. As befits a lexicalist theory, the
heart of the analysis is in the lexical specifications for ¢benplementizers. As the data that is
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accounted for becomes increasingly complex, the lexicatifipations of the complementizers are

increasingly fine-tuned.

6.3 Analysis: the core patterns

6.3.1 Filler-gap dependencies
Let us first consider a simple filler-gap dependency sigddiieal :
(6.19) [cpal ... _ ...]

(6.20)  anscribhneoilm mholannna mic leéinn __
the writer alL praise thestudents __
the writer whom the students praise
(McCloskey 1979:6, (6))

The crucial c-structure rules for the analysis of unboundieplendencies are the rules for CP and
relative clause modifiers of nominals in (6.21) and (6.22):

(6.21) CP— { XP | € } (o4
(1 FOocug = | (1 TOPIC PRED = ‘pro’ T=1

(ADJ € 1)
REL,
(6.22) NP— NP CP*

T=1 1l € (1T ADJUNCT)

The NP rule adjoins zero or more CPs to NP, as indicated byni€lestar on CP, and specifies
that they are members of the nominakeJUNCT set. This treats relative clause modification as
flat, multiple-branching in c-structure. Nothing much hesgon this though. A more articulated
structure can be introduced by removing the Kleene stars Wauld generate binary branching
NPs instead.

The CP rule realizes SpecCP as one of two optfoffsCP is awh-question or cleft, SpecCP
is realized as the left option, an XP that serves astheusof the clause. This XP will dominate

2This follows from the fact that all c-structure material istional, which means that all c-structure rule elements
are optional (Kroeger 1993, King 1995, Bresnan 2001, Dahgn2001; see section 2.1). An NP with no CP sister is
generated by leaving out the CP, and each NP can only havePséster, yielding binary branching.

3Since all c-structure nodes are optional, it follows thatRr@ed not have a specifier at all. It is only when the
specifier is present at all that it must be realized as oneesktiwo options.
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the wh-constituent or clefted material, which will add furthefarmation to the clause’s functional
structure through lexical specifications. If CP is a relatilause, SpecCP is not phonetically re-
alized, signified by the empty string’, since Irish systematically lacks relative pronouns. The
rule specifies that the relative clause haso@ic with a PRED. This is analogous to the situation
described for an English relative clause that lacks a weaironoun in section 5.2.2 of chapter 5.
The proposal is thus similar to McCloskey’s (2002) propdisat the relative operator is itselfpso.
However, there is no null constituent proposed, sinisby definition not realized in c-structure. In
addition, when the CP is a relative clause (i.e., it isaauNcCT) the rule contributes a meaning con-
structor, abbreviated aRFL,. This meaning constructor performs the modification of #lative
head, integrating the relative clause semantics (Dalrgr@PpD1:417-419). This semantic function
would be performed by relative pronouns in languages whesg &ére obligatory (see Dalrymple
2001 for an analysis of English, where the relative pronamlze optionalf.

The last ingredient for the analysis of simple filler-gap elegiencies is the lexical entry fal
in (6.23):

(6.23) aL: C (] ubF)=(] GF)

The lexical entry assigns the categ(@ya non-projecting complementizer, &b (see section 6.1
above). The grammatical functiasbr is mnemonic forunbounded dependency functiand un-
packs as eitheroric or Focus(see page 154). The only f-structural information thhtspecifies
(so far) is that either theopic or FOocusof its clause is identified with some grammatical function
in its clause.

The c-structure in (6.24) is constructed for the relatiarise example (6.20). | have abbreviated
irrelevant parts of the c-structure; see section 6.1 anftdéigenent in appendix B for further details.

40One could equivalently propose a null relative pronoun ¢oatributes theRED‘pro’ and REL. (see the discussion
in chapter 5, section 5.2.2).
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(6.24) DP
/\
(T sPEQ = | T=1
DO NP
| /\
an T=1 L € (1 ADJ)
the NP CP
|
scribhneoir T=1
writer IP
T=1 T=1
|0 S
/\
f El f i)l na mic leinn
| | the students
aL mholann
(T UDF) = (T GP) praise

InstantiatinguDF and GF in the lexical entry foral to TOPIC and OBJ constructs the following
f-structure:

(6.25) PRED ‘writer’

SPEC [PRED ‘the’]

PRED ‘praise’

TOPIC [PRED ‘pro’}
ADJ

SUBJ [“the students}

OBJ

Notice the interplay between the CP rule (6.21) and the &aotry foral. The CP rule provides
thePRED of the relative clause’sopPiC and the complementizer ensures thatitbeicis integrated
with the rest of the f-structure. The contribution of the @ementizer ensures that the f-structure
satisfies the Extended Coherence Condition (i.e., integraf theuDF at f-structure by functional
equality). | will refer to this role of the complementizat. asfiller grounding because it grounds
the bottom of a filler-gap dependency by integrating it irlte grammatical representation. The
CP rule ensures that resulting shambic / oBJECThas aPRED value. If this were not the case,
the f-structure of ‘praise’ would not meet the condition ofmpleteness. Completeness requires
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that all arguments that are selected by a predicate musabea in the predicate’s f-structure and
furthermore, that all semantic arguments (i.e., non-ex@g) must have their owARED. In sum,
the relative clause formation rule and the entry for the dempntizerjointly ensure the proper
construction of the relative clause.

The role of filler grounding thaaL performs directly explains the ungrammaticality of magkin
a filler-gap clause witlgo:

(6.26) *[cpgo..._ ...]

The neutral complementizego only contributes information about mood (negation) andséen
(past / non-past) to its clause. Without the contributiomlofthe relative clause is not well-formed,
since thetoPicC is not integrated into the f-structure. This results in aneBded Coherence vi-
olation by the unintegratetloric and a completeness violations by thBJECT, since it must be
identified with theToPIC to receive ePRED.

A question might arise about ensuring that cleft arfdquestion CPs cannot be substituted for
the relative clause CP, resulting in an ungrammatical DRisting of a relative head followed by a
non-relative CP:

(6.27) * anscribhneoiteachbeaga cheannaighmuid
thewriter housédlittle al bought we
* the writer it was a little house that we bought

In fact, nothing more needs to be said to block such ill-fameminals. Their ungrammaticality
follows from the resource logic itself. Clefts amch-questions have sentential semantics and the
linear logic proof of their semantics will terminate sucsfedly in an atomic linear logic term.
However, the resulting resource is not integrated into émeastics for the nominal and as a result
the larger proof for a sentence containing the DP above wilterminate successfully, because the
resource corresponding to the cleft or question will bedetr. In other words, sentence (6.27) is
ungrammatical because there is no successful proof ofriisustcs: it fails for reasons of semantic
composition. The syntax does not need to repeat the workeo§d¢imantics and ensure that such
sentences are blocked syntactically. The means to do sbenes but the resulting analysis would
be less elegant.

Let us now turn to the core pattern for multi-clausal fillepglependencies:

(6.28) [cpaL ...[cpaL...[cpaL ... _ ...]]]
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(6.29)  ant-Grscéalal mheasméal thuig mé _
thenovel al thoughtl alL understood
the novel that | thought | understood

(McCloskey 1979:17, (42c))

The NP and CP rules above are sufficient for multi-clausescabee embedded CP is a sentential
complement¢omp) of the verbmheas(‘thought’).

It is instructive to see how what we already have fares wiihsentence. As things stand now,
eachaL will contribute a filler-grounding equation, as shown schénally here:

(6.30) ant-Grscéaldp aL mheas mé aL thuig mé _
(T uDF) = (T GF) (T upF) = (1 GF)

With the contributions of the NP and CP rules in (6.21) an@Zband other necessary rules, the
following partial f-structure is constructed:

(6.31) PRED ‘novel’

SPEC [PRED ‘the’]

PRED ‘think’

TOPIC [PRED ‘pro']

PRED ‘pro

SUBJ PERS 1

—+

ADJ
NUM  sg

PRED ‘understand

COMP Uu|SUBJ [I

OBJ { ]

As things stand, this f-structure is ill-formed. Thepric of t is unintegrated and thesJ of u does
not have @RED.

The information contributed by the two complementizers imaisbeen added yet, but there is
in fact no way to do this. The highel attempts to identify theoric of its clause with someFr
in its clause, but the only suabFs aresuBJand comp. Both of thesesFs have their owrPRED
and, since each semantic form is unique, equatingrdmc to either of them would result in a
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Uniqueness violation (i.e., multiple specification of tla@ attribute). The loweal can satisfy its
equation by introducing @opric into thecomMp and equating it to thesJ. However, the resulting
structure would still lack @RED.

Intuitively, the problem is that the filler is not being lirdkéo its extraction site. The fact that.
marks each clause between the filler and the gap is strongainah that it is the complementizer
that performs the integration (McCloskey 1990, 2002). &xéchl entry for the complementizer is
therefore refined as follows:

6.32) aL: C {(fubF)=(1comp ubP | (1UDF)=(]GA}

The revised lexical entry foaL now performs two roles. The right hand option performs filler
grounding as before: it identifies @oPIC or FOcus with a GF in its f-structure. The left hand
option performdiller passing it identifies an unbounded dependency function in its daugh
one in its complement clause.

The general pattern for multi-clause filler-gap dependsnai Irish will be marking of the CP
containing the gap witlaL in its filler groundingcapacity and marking of each higher CP until the
filler is reached withaL in its filler passingcapacity. This is shown schematically in (6.33):

(6.33) cp aLI [cpal [cpalL

. |
———pass---! '-__pass---' L ground-
Thus, on the current analysis the complementiemnot only marks filler-gap dependencies, it is

instrumental in relating the top of the dependency to théobot
Rather than the ill-formed f-structure in (6.31), the reddexical entry foralL constructs the
following well-formed f-structure for sentence (6.29):

(6.34) _PRED ‘novel’

SPEC [PRED ‘the’]

PRED ‘think’

TOPIC [PRED ‘pro’] )

SUBJ [I]

ADJ t PRED ‘understand

TOPIC

COMP U
SUBJ [I}
OBJ
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The CP rule introduces®oPic with PRED ‘pro’ into the f-structure marked by the tggl. The top

aL equates thaoric of its f-structure {) with that of itscomp (u). The bottomalL equates the
ToPIC of its f-structure with theoBJECT corresponding to the gap. All constraints on f-structure
well-formedness are therefore satisfied.

The implications of the analysis will be discussed furtimesection 6.6, but it is already evident
that the analysis captures two key characteristics of fillr-gap dependencies. The first char-
acteristic is the successive marking of CPs from the fillehtogap with the complementized.
This was achieved without postulating empty pronouns itrueture, traces, or movement. The
spirit of the analysis is close to that of Bouma et al. (20@itJough the details are quite different.
In particular, there is no postulation of a special kind op gdject jap-synsepand no special
mechanism for passing of such objects (tiEPENDENTSIist).

The analysis also already goes a long way to accounting édsthnd facts observed in section F
of chapter 4. The Complex NP Constraint simply falls out &f &guation for filler passing. The
equation passes an unbounded dependency through asimgle A complex NP will necessarily
be embedded in at least one further grammatical functioth sssuBJor oBJ. The unbounded
dependency would therefore stall in a noomp f-structure and could not be passed further. The
result would be an f-structure that is ill-formed, for th@sens outlined in the discussion of (6.31)
above. Thewh-island constraint is also derivable from the analysis gmeed here, if reasonable
auxiliary assumptions are made. This will be discusseddtia®e6.6.

In the remaining part of this section | want to bring the diffiet threads together and show ex-
amples of relative clause amech-question formation. | will present relevant parts of thetictures
and f-structures, but will abbreviate quite freely. Morgaile can be found in appendix B. | will
also present linear logic proofs of the semantic compasitithis will be done in the usual manner:
the premises contributed by the lexical items and c-straatuies will be listed and then proof trees
will be constructed. However, to avoid unnecessary clulti@ill not present the meaning language
side of the proofs. The meaning language side of the comsgboeaning constructors are shown
in appendix B and the operations on these meanings thatspomd to proof rules follow from
the Curry-Howard isomorphism (chapter 2, section 2.2). dvibetailed examples of the syntax and
semantics of unbounded dependencies are given in chapiefrence can also be made to the
detailed presentation of relative clause formation inisads.1 of chapter 5, so long as the mean-
ing constructors contributed by resumptive pronouns andager resources are left aside and the
corresponding slight adjustments are made to the proofs.
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Example (6.29), repeated here, serves as a relative claaggpte. Its c-structure and f-structure
are shown in (6.36) and (6.37):

(6.35)  ant-GrscéalaL mheasméal thuig mé
thenovel aL thoughtl aL understood
the novel that | thought | understood
(McCloskey 1979:17, (42c))

(6.36) DP
/\
(T sPEQ =] T=1
D() NP
| T T
an T=1 L € (1 ADY)
the NP CP
|
t-Grscéal T=1
novel P
T=1 T=1
10 S
/\ /—\
1= 1=1  (Isusy=| 1=
C 0 DP VP
| | |
aL mheas mAé (T comp) = |
(T UDF) = (1 coMP UDF thought | CP
l
T=1
1P
/\
T=1 T=1
10 S
— I
T=1 T=1 (1 suB) = |
1° DP

C
I [
aL thuig A

(T UDF) = (T GF) understood
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(6.37)  [PRED ‘novel
SPEC [PRED ‘the’}
—PRED ‘think’ ]
TOPIC p[PRED ‘pro’} N
n SUBJ il[“l"]
ADJ t [PRED  ‘understand]
TOPIC
COMP U .
SUBJ |2[“I”}
OBJ

The CP rule (6.21) contributes the meaning constructordhiiposes the restrictive relative modi-
fier with the relative head, abbreviated @&L,. The full version of this meaning constructor is as
follows:

(6.38) REL, :=
APAQAz.Q(z) N P(x) :
[(T TOPIC); — o] —
[[((ADJ € 71), VAR) —o ((ADJ € 1), RESTR)] —o
[((ADJ € 1), VAR) — ((ADJ € 1), RESTR)]]

This is just the usual sort of meaning constructor for corimgpa restrictive relative clause with a
relative head (see chapter 2, section 2.1.6; for a fulleositjpn of relative clause composition in
Glue Semantics, see Dalrymple 2001).

The f-structure (6.37) instantiates the lexically conttédnl meaning constructors for (6.35) and
REL, as follows®

° assume that the first person pronoun always refers to a epealex and therefore does not have a functional type
like that of pronouns that pick up their reference from areaetient. Second person pronouns similarly pick out the
hearer index. Also, bear in mind that the dependeney r comes from the s-structure projection of the common noun
(VAR andRESTR.
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(6.39) 1. (v—or)—oVX.[(n—X)— X] Lex.an (‘the’)
2. v—or Lex. t-Grscéal (‘novel’)
3. il —ou—ot Lex. mheas (‘thought’)
4. il Lex.mé (‘)
5. i2—op—ou Lex. thuig (‘understood’)
6. i2 Lex.mé (‘1)
7. (p—ot)—[(v—or)—o(v—or)] REL,

These premises construct the following proof for the reéatlause. Notice that the proof terminates
in a nominal type, not a sentential type, since it is a proofddP containing a relative clause
modifier (i.e., the DP’s scope is yet to be provided).

12 12—op—ou
(6.40) p—ou Tk il il —u—ot
—og —og
U u-—ot
t e
—— 11
p—ot (p—t)—[(v—or)—o(v—or)
—og
(v—or)—(v—07) v—or
(v—r)—VX.[(n—oX)—X] v—or e

AS.the(z, novel(z) A think(s, understand(s, z)), S(z)) : VX.[(n — X) — X] e

The complementizeal does not play a direct role in the semantics in terms of douming a
meaning constructor. However, the filler grounding and ipgseole it fulfills is instrumental in
the well-formedness of the linear logic proof. In other wsyrthe role thagL plays in the syntax
is necessary for proper semantic composition. In partictiie TOPIC of the relative clause must
be identified with the gapped object t¢iuig (‘'understood’). The dependency théiuig forms
on the s-structure node corresponding to the shaosdc / 0BJ is satisfied by assumption of the
corresponding resource. This assumption is subsequeistthaiged to form the relative clause
predicate ormheaq(‘thought’). The dependency is then consumed by the modgifiemiseREL,,.
It is therefore vital that the resource corresponding togdyepedoBJ and theTopricC be identical.
Otherwise there would be no way to integrate the relativesda The premis& E L, would be left
over and the proof would fail, since all resources must bsgored.

Now let us look at a closely relatedh-question, shown in (6.41). Its c-structure and f-strugetur
are shown in (6.42) and (6.43):

(6.41) Ceén t-OrscéalaL mheasméal thuig mé
whichnovel  aL thoughtl aL understood
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Which novel did | think | understood?
(McCloskey 1979:54,~-(10))

(6.42) cp
(T Focug = T=1
bP IP
/\
(T sPEQ =] T=1 1=1 1=1
DO NP [0 S
Cén % T=1 T=1 (TsuB)=| T=1
which novel C 1° DP VP
I
aL mheas mAé (T comp) = |
(T UDF) = (1 coMP UDR thought | CcP
T=1
IP
/\
1= T=1
10 S
/\
T=1 T=1 (TsuB)=1|
¢ I DP
\ \
aL thuig %
(T UDF) = (1 GF) understood |
(6.43) [PRED  ‘think’ |
[PRED ‘novel’
FOCUS n .
SPEC [PRED ‘whlch’]
‘ SUBJ il[“l”]
'PRED  ‘understand]
FOCUS
COMP U Tn
SUBJ |2[ | }
OBJ

The presence of an XP in SpecCP means that the CP must besdeili#s left Focus) option.
It does not contribute anyopic information or aREL, meaning constructor. The rule is repeated

here:
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(6.44) CP— { XP | € } (o4
(1 FOocu9 = | (T TOPIC PRED = ‘pro’ T=1
(ADJ € 1)
()

The fact that the XP is theocusof its clause, as determined by the left option of the CP rule,
means thaaL must pass &ocusfrom its comp, where it is grounded. If the loweromP had a
UDF grounded byalL as aTtoPIc, then the uppeudF would also be aopic. But the rule specifies
that an XP in SpecCP isrocus The result would be an f-structure wittrapric in the comp that
is passed to the outer f-structure ai. There would also be aocusin the outer f-structure due
to material in SpecCP. Sinad. has by hypothesis performed its filler-passing role by iratgg
a TOPIC, the Focusremains unintegrated. The resulting structure is ruledbyuthe Extended
Coherence Condition. In sural does not determine whiahDF it passes, but independent aspects
of the theory — namely the interplay of the CP rule and the EC@Gave the result thatL passes
aFocusin question and cleft formation andr@pic in relative clause formation.

The wh-determiner contributes a meaning constructor that hagstigm operator in the mean-
ing language, as shown in (6.45). The question operatos thkedeterminer’s noun as its restriction

and finds its scope by consuming a dependency on the noungdiens2.2). The linear logic term
for the wh-determiner is therefore like that of a quantificationaledetiner.

(6.45) cen  ARMAS.Qu(z, R(z),S(z)) :
[((SPECT)s VAR) —o ((SPECT), RESTR)] —o
VX.[((SPECT)y —0 X ) — X]

The essential thing is that theh-phrase is a scope taking element.
The f-structure (6.43) instantiates the lexically coniténl meaning constructors for (6.41) as
follows (I have taken a shortcut by combining th-determiner with its noun):

(6.46) 1.VX.[(n— X)— X] Lex.Cén t-Urscéal (‘which novel’)
2. i1l —ou—ot Lex. mheas (‘thought’)
3. il Lex.mé (‘)
4. 2 —on—ou Lex. thuig (‘understood’)
5.2 Lex.mé (‘1)

These premises construct the following proof of te-question’s semantics:
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(6.47) 12 12—on—ou
' n—ou ‘ [n]* il il —ou—ot
—og —og
U u—ot
—og
t
—o7,1
VX.[(n—X)— X] n—ot
—og, [t/ X]

Qu(z, novel(x), think(s, understand(s, z))) : t
Again the role ofaL in linking the head of the unbounded dependency to the gajssiistrumental.

By identifying the f-structure of thevh-phrase with that of the embedde@JECT, aL allows the
wh-phrase to find its scope.

Summary The lexical entry of the filler-gap complementiza is repeated here:
(6.48) aL: C {(fubF)=(1comp ubH | (1UDF)=(]GA}

The complementizer does not contribute any premises to nbef,pbut itsfiller grounding and
filler passingroles are crucial to proper integration of the filler into irammatical representation
and hence proper semantic composition. The mechanism fbrfitler passing and grounding is
functional equality. The filler passing role accounts fog gtrongly successive cyclic nature of
filler-gap marking in Irish and derives the Complex NP Cceaistron Irish filler-gap dependencies.
Table 6.2 summarizes the contributionaf.

Role Relative to Position
Not bottom | Bottom | Method | Cyclic? |

|aL | passing | grounding | Functional equality Yes |

Table 6.2: The role of the Irish complementizdr in filler-gap dependencies

6.3.2 Binder-resumptive dependencies

The core single-clause pattern for a binder-resumptiveniggncy is marked by the complementizer
an:

(6.49) [cpaN...Rpro...]

(6.50) anscribhneoim molannna mic leéinné
thewriter aN praise thestudents him
the writer whom the students praise (him)
(McCloskey 1979:6, (5))
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The core multi-clause pattern reveals that only the higbestplementizer needs to be realized as
aN. Lower complementizers are realized as the neutral congiénergo:

(6.51) [cpaN...[cpgo...[cpgo... Rpro...]]]

(6.52) fir ar shil Aturnaean Staitgorabhsiaddileasdo’n Ri
menaN thoughtAttorneythe Statego werethey loyal to-theKing
men that the Attorney General thought were loyal to the King
(McCloskey 2002:190, (16))

This pattern of marking indicates that the binder-resumptiependency is not successive-cyclic
(McCloskey 2002). This is explained if the binder-resumgptielationship is just normal pronominal
binding, since such binding is never successive-cyclic.

The complementizeaN plays a similar role to the complementiza in integrating theropric
or Focusinto the grammatical representation. The Extended Cober@ondition allows for two
methods of doing this: functional equality or anaphoricdimg. The ordinary pronoun theory of
resumption presented here entails that the method forratiag a resumptive pronoun must be
anaphoric binding, as discussed at the end of section mZRapter 5. The complementizaN is
the licenser of the resumptive pronoun and it specifies thatran its clause is theNTECEDENT of
the resumptive at s-structure, anaphorically binding lite Texical entry foraN, which will shortly
be revised, is therefore as follows:

(6.53) aN: C (1 UDF), = ((T GF"), ANTECEDENT)

Like the entry foraL, the entry foraN depends on the introduction of tR&ED of its UDF via ma-
terial in SpecCP or via the CP rule itself. The entry statastthere is aiDF in aN's f-structure that
anaphorically binds a grammatical function, which will be resumptive pronoun. The grammati-
cal function is found by following a path of grammatical ftieas of length one or longer (indicated
by Kleene plus). Thus, theoric or Focusof aN's clause binds (is theNTECEDENT of) a gram-
matical function that is an unlimited distance away. Thallrig is accomplished in one step (it is
not successive-cyclic) and is unbounded. The binder-rpuendependency is an unbounded de-
pendency, but the mechanism of integrating the head of fheraiency with the foot is a) anaphoric,
and b) distinct from the filler-gap mechanism. Simfé¢integrates aDF without passing it steadily
through successive intervening clauses, any clausesrougiretween theN-marked clause and
the resumptive can be marked by the neutral complemergzer

I will refer to the integration of theyDF that aN performs via anaphoric binding dsnder
grounding Thus, bothaL andaN have a role in grounding an unbounded dependeAtygrounds
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the filler in a filler-gap dependency through functional diyaAN grounds the binder in a binder-
resumptive dependency through anaphoric binding. Eacltplmnentizer is instrumental in inte-
grating aubF and satisfying the ECC. The mechanisms of functional etyuatid anaphoric bind-
ing are precisely those that have been independently postufor ECC satisfaction by Bresnan
and Mchombo (1987). The fact thalv performs binder grounding through anaphoric binding —
which is the only option that the theory allows — and the faet tanaphoric binding is a non-local,
unbounded process account for the multi-clausal markittgmwawith a singleaN at the top of the
binder-resumptive dependency and successive ngaralarking to the resumptive.

Before turning to a multi-clause example, let us quickly Bew the analysis handles a single-
clause case like (6.50), which | repeat here:

(6.54) anscribhneoim molannna mic leéinné
thewriter aN praise thestudents him
the writer whom the students praise (him)

The relevant parts of the c-structure, f-structure, anttuetire for (6.50), as constructed by the
rules in (6.21) and (6.22) and the lexical entry &Y in (6.53), are as follows:
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(6.55) DP
/\
(T sPEQ =] T=1
D NP
| /\
an T=1 1 €(1 ADJ)
the NP CP
|
scribhneoir T=1
writer IP
T=1 T=1
10 IS
/\ /\
T=1 T=1 (1 suB) = | T=1
C 1° NP VP
| I |
aN molann na miciainn (T oBy) =]
= + i NP
(T UDF)s = ((T GF™), ANTECEDENT) praise the students |
e
him
(T PRED) = 'pro’
(T PER9 =3
(T NUM) = sG
(T GEND) = MASC
(Tcr ANT) - ((Tcr ANT) ® To)
[PRED ‘writer 1
SPEC [PRED ‘the’}
[PRED  ‘praise’ i i o
TOPIC [PRED ‘pro’] \\‘\\\\
SUBJ [“the students_ - [ANTECEDENT [ H
A prep ‘pro’]| (L7
PERS 3 /
OBJ
NUM  sg
GEND masg
L \ - 4

TheToPICIis integrated by anaphoric binding. The binding is medidgthe complementizeaN.
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The multi-clause pattern exemplified by (6.52) is sketchexd@h

(6.56) fir[cp ar shil Aturnae an Staitdp go rabh siadlileas do’n Ri]]

(1 UDF), =
((1 GF"), ANT)

The relevant parts of the f-structure and s-structure sfeakample are shown in (6.57). | have made
the simplifying assumption that the copula is providingyoi@nse and agreement information and
that the head of the subordinate S is the AP. It may be thaetaganship is better analyzed as the
copula taking the AP as atcomP, but this complication does not affect the main point at higne
analysis of the binder-resumptive dependency).

(6.57) —PRED ‘man’

NUM  pl

PRED ‘think’

TENSE past Rl 0~
/ S~
TOPIC [PRED ‘pro'] T
_~ |ANTECEDENT [ ]
SUBJ  [*Attorney General”] 5
ADJ PRED ‘loyal’ )

- /
PRED ‘pro’ y

COMP SuBJ PERS 3 .

NUM  pl

OBL [“to the King”

The pathcF™ in the lexical entry foraN is set tocomP suBJin this case. The&oPIc is integrated
into the grammatical representation through anaphoridibgnat s-structure.

The lexical entry we have faN is so far doing its job in integrating the unbounded depeaglen
into the grammatical representation. However, we have beeiding the elephant in the room —
the resumptive pronoun. On the present theory, resumptimeopns are just ordinary pronouns
and therefore make the lexical contribution of ordinarfemential pronouns. In particular, they
contribute pronominal meaning constructors, as shownarcibtructure in (6.55). The lexical entry
for aN so far does nothing about this. As things stand, the meamingtuctor for the resumptive
pronoun will result in resource failure, as shown in Figure @ page 143.
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The licensing mechanism for resumptive pronouns is an @tmaominal consumer — a man-
ager resource. Therefore, a manager resource needs to &ée tadthe lexical entry foaN. In
addition, a meaning constructor for relabelling the restivepdependency is contributed, as dis-
cussed in section 5.2.3 of chapter 5. The lexical entryafgiis revised as follows:

(6.58) aN: C (1 UDF), = ((T GF"), ANTECEDENT)

APMy.y :
[(T UDF); — ((T UDF); ® (T GFF)U)] —o ((T UDF); —o (T UDF),)

AP.P:((1 6Ft)y — 15) — ((1 UDF)y —o 1,)

With the addition of a manager resouredy now licenses a resumptive pronoun.
Let us look at how the analysis deals with the relative claxsenple (6.52), repeated here:

(6.59) fir ar shil Aturnaean Staitgorabhsiaddileasdo’n Ri
menaN thoughtAttorneythe Statego werethey loyal to-theKing
men that the Attorney General thought were loyal to the King
(McCloskey 2002:190, (16))

The c-structure for this example, shown in (6.60) holds nmprises. In its gross structure it is very
similar to the c-structure in (6.36) for the multi-clauséefigap relative (6.35). The key differences
are in the embedded S. The predicate of the embedded S is aotdyP, and it has a resumptive
pronoun embedded subject. Recall that | have made the §jinglassumption that the copula just
provides tense and agreement information. Note that theplsnentizerar, the inflected version
of aN, bears a constraining equation that checks for past tentefistructure, but which does not
add this information itself.
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(6.60) DP
\
T=1
NP
/\
T=1 1 € (1 ADY)
NP cP
\
fir T :‘l
men T=
1= 1=
|0
/\ /\
T=1 T=1 (TsuB)=| T=1
C 1 DP VP
\ \
shil = (1 comp) = |
Aturnae an Stait
ar thought Attorney General cP
(T TENSE) =, past
(1 UDF); = ((T GF"), ANT)
[(T UDF); —o ((T UDF)y ® (1 GF")y)] —o
((T UDF); —o (T UDF),)
(T 6F")g —To) = (1 UDF)5 — 1) [
T=1 r=1
10 S
/\ /\
T=1 T=1 (TsuB)=| T=1
C 10 DP AP
| | |
90 \:\?32 siad dileas do’'n Ri
(1 TENSE)  past they loyal to the King
(1 suBJ PER$ =3 (T PRED) = ‘pro’
(T PER9 =3

(T suBJ NUM) = pl (1 NUM) = PL

(To ANT) — ((T ANT) @ T5)
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The f-structure and s-structure for (6.59) are repeateel Wwéh appropriate labels:

(6.61) _PRED ‘man’
NUM  pl
_PRED ‘think’ ]
TENSE past
TOPIC a{PRED ‘pro’] ————— ~<
m suBJ  g[“Attorney General”] \\\\
ADJ t [PRED ‘loyal’ | U\\__,
PRED ‘prO'] /a'] p"{ANT a"[ ]]
comp I|suBs pleers 3 HT[
NUM  pl
oBL Kk *“to the King"_

TheToricfor the relative clause is contributed by the CP rule, whipbcties that theopiC's
PREDIs ‘pro’ and also contributes the relative clause meaningstractorREL,. The complem-
enizeraN does three things. First, it integrates theric through anaphoric binding. The com-
plementizer specifies that its f-structure/oF — the ToPIC of f-structuret in this case — is the
s-structureANTECEDENT of a grammatical function in its clause or in an embeddedselgarF™).

In this caseGF™ is (t comp suB). The description|( UDF), in aN's lexical entry is therefore
instantiated to the same resource RSANTECEDENT),, in the generalized meaning constructor for
the pronoun, repeated in (6.62). The instantiated vers@hown in (6.63), with labels from the
structures above.

(6.62) (] ANTECEDENT) —o ((]y ANTECEDENT) ® T,)

(6.63) a, —(ay @py)

In binding the resumptive to theDF in its clause, the complementizgroundsthe binder in the
binder-resumptive dependency. Second, the complememizdributes a manager resource that
licenses the resumptive pronoun by removing its surplusureg. Notice that the manager resource
is specified in local terms using the complementizeos. Since the complementizer has identifed
its UDF as the binder of the resumptive, the pronousfsTECEDENT is theuDF. Third, the com-
plementizer relabels the dependency vacated by the prdandamms of the resumptive’s binder.
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The lexically contributed premises for (6.59) and the ietatlause premis& FL, that is con-
tributed by SpecCP are shown in (6.64). | have made the difimgiassumption that theBLIQUE
dileas do’n R{'to the King’) just contributes a type resource (i.e., the predicatileas(‘loyal’) is
translated aoyal-to).

(6.64) l.v—or Lex. fir (‘'men’)
2. (a—ot)—[(v—or)—(v—71)] REL,
3. [a—(a®p)]—(a—a)] Lex.ar (aN)
4. (p—ot)—(a—ot) Lex. ar (aN)
5. g—ol—ot Lex. shil (‘thought’)
6. g Lex. Aturnae an Stait (‘Attorney General’)
7. a—(a—op) Lex. siad (‘they’)
8. k—op—l Lex. dileas (‘loyal’)
9. k Lex.do’n Ri (‘to-the King")

Figure 6.1 shows a succesful proof for (6.52), given thecldxentry foraN in (6.58) and the
premises in (6.649. The manager resource contributed by the complementizeesstte resource
surplus problem that the resumptive pronoun poses by cdnguthe resumptive. The second
meaning constructor contributed by the complementizexbrds the dependency on the pronoun
so that it is instead a dependency on the complementizebsuwnded dependency. With these
adjustments made, the proof goes through just as if the r@seeypronoun had not been there. The
meaning language follows by the Curry-Howard isomorphisut,is also presented in appendix B.
Like aL, the resumptive-sensitive complementiad¥ is instrumental in grounding the unbounded
dependency. UnlikalL, aN uses the mechanism of anaphoric binding to do this.

®Notice thatman* is the denotation of the plural common nafin(‘men’).
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Figure 6.1: Proof for a core multi-clausal Irish binderwegptive dependency

Resumptive licenser (aN)result of dependency relabelilhg\

do’n Ri
(‘to-the King’) dileas (‘loyal’) A ans. sHil
k k—ep—l (AG") (thought)
p—ol p? g g—ol—ot
i ar (MR) siad (‘they’) i ! l—ot
| [a—(a®p)]—o(a—oa) a—(a®p) | t ar
- ~°Ip2
| (a—a) [a]* | p—ot (p—t)—(a—ot)
I | Lot} ’
- REL,
—©7,.1
Ca—oDD (a—t)—[(v—or) = (v—r)] fiomeny

(v—r)—(v—or) v—or

Az.man*(z) A think(a-g, loyal-to(z, the-king)) : v—or

Assumption on antecedent discharged, forming the relatagse predicatfe

Resumptive licenser (aN) manager resource (top left) consumes pronoun (top riatying antecedent resoujc e
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The crucial thing in licensing the resumptive pronoun is ¢batribution of the manager re-
source. Without this contribution, the pronoun will redunlffailure of the linear logic proof due to
its resource being left over. The analysis predicts the sajdity of a resumptive pattern without
the complementizeaN:

(6.65) *[cpgo...Rpro...]
(6.66) *[cpalL...Rpro...]

Neither the lexical entry fogo nor the one foraL contributes a manager resource and these com-
plementizers therefore do not license resumptives.

However, as it is the analysis does not predict the podsilafi patterns 1 or 3 of the mixed
chains:

(6.67) Pattern 1
[cPaN...[N\pN[cpaL ... _ ...

(6.68) Pattern 3
[cpaN...[cpaN...Rpro...]]

Pattern 1 has an instance aW, which contributes a manager resource, but there is no rswen
pronoun to be consumed. In this case, it is the manager m@sdbat would not be discharged,
resulting in proof failure. Pattern 3 has two instanceaffbut only one resumptive pronoun. One
of the two manager resources that the complementizersilmatgtmwill be satisfied, but the other one
will necessarily be left over, since the resumptive has lmemisumed by the first manager resource,
and there will once again be proof failure.

The solution to this problem is shown in the next sectionnvblves adding a kind of binder
passing capacity to the entry falN. The result is an appealing symmetry between the lexicalksnt
for the filler-gap complementizexL and the binder-resumptive complementiaétalong indepen-
dently motivated theoretical dimensions. Both completizers engage in unbounded dependency
passing and grounding, bai. does it through functional identity, wherea®l does it through
anaphoric binding. Both of these mechanisms are indepégdantivated in the grammatical the-
ory in general and in the analysis of unbounded dependeinciesticular.
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6.4 Analysis: mixed chains

6.4.1 Pattern 2

Let us first look at Pattern 2 of the mixed chains, becausei@y already successfully deals with
this:

(6.69) Pattern 2
[cpal ...[cpaN...Rpro...]]

(6.70) aonduine a cheap séa raibhruainnetobac aige
any persomal thoughtheaN was scrap tobaccaat-him
anyone that he thought had a scrap of tobacco

(McCloskey 2002:198, (34))

(6.71) Ceis doighleat a bhfuil an t-airgeadaige?
whoal.corpPrEslikely with-youaN is themoney ;him
Who do you think has the money?
(McCloskey 2002:198, (35))

This pattern is analyzed as an instance of binder groundirgf\band filler passing baL.
The CP rule, which is repeated in (6.72), specifies that SPextributes theDF at the top of
the “mixed chain”.

(6.72) CP— { XP | € } (o4
(1 FOocu9 = | (T TOPIC PRED = ‘pro’ T=1
(ADJ € 1)
( REL, )
In the particular case of (6.70) both thepric and itsPRED are contributed by the right SpecCP
option of the CP rule. In the case of (6.71) thvd-word that realizes the left option of SpecCP is
the Focus of the outermost f-structure. The complementiaérin its filler passing role equates
this Focus with the Focus of its comp. Notice that there is no directionality to the passing.
The result is just twaJDFs that are functionally equated. There is no sense in whielutF is
either “passed up” or “passed down”. The result is thatithe that is introduced through SpecCP
occurs in thecomp. This subordinate f-structure is the one whi&N contributes to. The lower

complementizer performs the same functions as we saw inrtha@opis section. It integrates the
shareduDF by anaphoric binding of the resumptive pronoun, thus grmmghthe binder-resumptive
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dependency. It also licenses the resumptive through tomitsin of a manager resource and relabels
the resumptive’s dependency appropriately. The overallyais of a Pattern 2 mixed chain is shown
schematically in (6.73), whergr is the resumptive pronoun:

(6.73) PRED
UDF
PRED
UDF [PRED ‘pro’]—— SO
COMP TN~
GF PRED pro I - [ANTECEDENT [ H

Pattern 2 is thus licensed by binder grounding by the lowergiementizeraN and filler passing
by the higher complementiz&l. The only mechanisms necessary are the ones that expl&ieed t
core multi-clausal patterns.

This may seem counterintuitive, since there is in fact nerfilbr aL to pass. However, “filler”
is just a convenient descriptive term and is not reified indhalysis. AllaL really needs to do
in its filler passing capacity is to identify the unboundegealedency function in its clause with an
unbounded dependency function in the complement of itsselguompP). AL does not actually
distinguish the case where the embedded is functionally equated to a gap (i.e., the embedded
UDF is a filler) and the case where the embedded anaphorically binds a resumptive (i.e., the
embeddedJDF is a binder). AL just functionally equates itsDF with that of itscomP. In order
for the complementizer to accomplish this in a well-formeaywthere must be some ultimately
groundeduDF in the comP. Such a function is introduced by the lower complementairand
grounded by anaphoric binding of the resumptive pronoun.

In sum, Pattern 2 follows from the analysis developed foeanulti-clausal unbounded depen-
dencies. Although the notion of “chain” and hence the notibfmixed chain” has no theoretical
status in this theory, it is interesting to note that thera ¢ertain parallel here. The bottom of the
dependency is grounded via anaphoric binding and then ghagdenctional equality. Both of these
mechanisms are independently motivated in the theory of aH@rge and in the particular theory
of Irish unbounded dependencies developed here. The issulked handling of the unbounded
dependency. There is thus some theoretical convergenaedrethis analysis and the analysis of
McCloskey (2002) despite the fact that the analyses aredbaseadically different assumptions
and come at the problem from distinct directions. Both asedyrequire mixed mechanisms.
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6.4.2 Patterns 1and 3

Pattern 1 is the inverse of Pattern 2 in terms of complementizarking. The higher complemen-
tizer is the binder-resumptive complementizdy and the lower complementizer is the filler-gap
complementizeaL:

(6.74) [cpaN...[N\pN[cpaL ... _ .. ]Il

(6.75) rud a raibhcoinne agama choimhlionfadh__ an aimsir
thingaN was expectatiorat-meal fulfill. COND __ thetime
something that | expected time would confirm
(McCloskey 2002:196;-(28))

This mixed chain is one possibility for marking an unboundegendency out of a complex NP.
The more common realization is the standard multi-clatessimptive patterraN ... go... Rpro
McCloskey (2002:195-197) notes that thie-marking of the CP inside the NP is to be expected,
given that that this CP can host a filler-gap dependency mitie NP. The thing that is surprising
about the pattern is the presence of the resumptive compteraein the upper CP, because there
is no resumptive pronoun for it to bind.

Pattern 3 shares aspects of Patterns 1 and 2. The lower dtaossrked by the resumptive
complementizermN, as in Pattern 2. But, the higher clause is also marked bydbemptive-
sensitive complementizer, as in Pattern 1:

(6.76) [cpaN...[cpaN...Rpro...]]

(6.77)  nacuasainthiormaar shil séa mbeadh contdirt ar bith uirthi tuitim sios
the holes dry aN thoughthe aN would-bedanger any  on-herfall.[—FIN] down

ionnta

into-them

the dry holes that he thought there might be any danger ofdiindg down into them
(McCloskey 2002:199, (44))

The resumptive pronoun in the lower clause once again odcarposition that is inaccessible to a
filler-gap dependency, as in Pattern 1. Notice in partictiiat the resumptive site in example (6.77)
is in a kind of complex NP, but one with a prepositional compdait. This NP does not have an
inner CP to host a filler-gap dependency.

The crucial feature that Patterns 1 and 3 have in commonnmsterf the resource management
theory of resumption is that each pattern contains morariesis ofaN than there are resumptive



6.4. ANALYSIS: MIXED CHAINS 207

pronouns. Pattern 1 contains am¥ and no resumptive and Pattern 3 contains &is but only one
resumptive. | propose to extend the lexical entnalfin a way that addresses this commonality and
thus simultaneously explains both patterns. The resuli@éktension is further similarity between
the roles ofaL andaN in licensing Irish unbounded dependencies.

The proposal is to add@inder passingpecification to the lexical entry f@aN, on a par with
thefiller passingspecification in the entry faaL. The binder passing specification is the following
anaphoric binding equation:

(6.78) (' UDF), = ((T GF™ UDF), ANTECEDENT)

The complementizer thus fulfills both its binder passing gmalinding roles through anaphoric
binding. This anaphoric binding can occur non-locallyt jas it does inaN’s binder grounding
guise (see (6.58) above). In both cases there is an unboyadedf length 1 or more specified by
GF'. However, the binder passing requires the path to evegttealininate in aubrF. The result is
that the binder passing option falN is realizable only if there is an unbounded dependency below
the complementizer. This lower unbounded dependency mustn be licensed either 3L or aN.
The binder passingN is thus an integral part of a larger unbounded dependendpek not itself
provide a meaning constructor and add a resource to the,gyobit serves an important function
in semantic composition: to connect the top of the unbourtigmbndency to the bottom. If it did
not fulfill this function, then compositional semantics watail. In sum,aN in its binder passing
role is integral to semantic composition, despite not ¢bating a semantic resource itself.

The crucial aspect of the analysis is that the binder passhdoes not contribute a manager
resource. Irpassinga dependencyN needs to rely on it being ground further down. It is the binder
grounding guise o&N that therefore licenses a resumptive pronoun through thé&ibation of a
manager resource. The revised and final lexical entnafdis as follows:
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(6.79) aN: C

{ (1 uDF), = ((T GF" UDF), ANTECEDENT)

AP.P: ((] GFT UDF),; —1,) — ((T UDF), —o 1, )]

(1 uDF), = ((T GF"), ANTECEDENT)

APMy.y :
[(1 UDF)y — (1 UDF)y @ (1 GF*),)] — ((1 UDF), —o (1 UDF),)

AP.P:((1 6Ft)y —15) — ((T UDF)y —o7s)

Notice that the binder passing versiora needs to contribute a meaning constructor for relabeling
the resumptive dependency that it passes. Each instanchkider is realized with its owRRED
and contributes its own resource label. This will becomeemdavious shortly.

The lexical entry in (6.79) may seem forbidding, but the wiafggiinctions is quite easy to un-
derstand at an intuitive level. The intuitions behind thalgsis ofaN are shown in the following
schematization of the lexical entry that substitutes fahesguation its function:

(6.80) aN: C

Binder passing Binder grounding
Resumptive dependency relabeling Resumptive licensing
Resumptive dep. relabeling

The picture that emerges fal. andaN in two-clause cases is the following:

(6.81) a. ftpaL [cpaL || Core aL multi-clause
|- - pass---' L-ground-

b. [cpaN .. [cpalL - || Pattern 1
l___pass---' L ground-

Cc. [cpalL e [cpaN e Rpro ... Pattern 2
|- - pass---' L ground-

d. [cpaN e [cpaN e Rpro ... Pattern 3
|- - pass---! L ground-

Longer mixed chains are hard to find, since they test the dimftspeakers’ competence. The
predictions of the theory for longer mixed chains are disedsn section 6.6.
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| want to close out this section by showing in a little moreailehow the theory accounts
for Patterns 1 and 3. | will leave out the c-structures andemeonly the relevant parts of the
f-structures and s-structures.

Consider first the following Pattern 1 example:

(6.82) rud a raibhcoinne agama choimhlionfadh__ an aimsir
thingaN was expectatiorat-meal fulfill. COND __ thetime
something that | expected time would confirm
(McCloskey 2002:196;-(28))

The relevant parts of the f-structure and s-structure fisrékample are as follows:

(6.83) PRED ‘something’
PRED  ‘be’ = -
.7 1tk
TOPIC pl[PRED ‘pro‘}/ T~
SUBJ P2, {ANT pl,,[ H
[PRED ‘expectation’ | /U'—)
s .
ADJ b SUBJ |[“at-me"

PRED ‘confirm
XCOMP € 1’
TOPIC DZ{PRED ‘pro’J

COMP ¢
SUBJ t[“the time”]

0oBJ

The lower SpecCP contributes the embeddedic and itsPRED. The complementizeal grounds
this filler to the object gap through functional equality. i ntegrates thaopic, satisfying the
ECC, and gives theBJ a PRED, satisfying completeness. The lower SpecCP does not bateri
the meaning construct@®® E'L,,, though, because this CP is not in a relative clause andftinenaot

in anADJUNCT set. The upper SpecCP similarly contributesogeiC with PRED ‘pro’. This cannot
be aFILLER that is passed bgL, becausal can only functionally equate it3sDF with that of its
coMp. The lowertopicis too far embedded faaL to pass it up — hence the Complex NP Island.
The upper complementizer can be realizeG®an its binder passing capacitAN integrates the

"I have been fairly free in my assumption about the intermaicstire of the complex NP and the role of the copula,
because these considerations are quite peripheral toittegphand. | have also assumed that the inflecteddrin(‘at-
me’) is thesuBJof coinne(‘expectation’). Again, this matter is peripheral to theimeoncern.
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uppertopic by anaphorically binding the lowaropic, thus “passing” it from the lower clause to
the upper clause.
Example (6.82) contributes the following meaning congtis; instantiated to (6.83):

(6.84) 1. (v—or)—oVX.[(s o X)— X] Lex. rud (‘thing’)
2. v—or Lex. rud (‘thing’)
3. (p1 —b)—[(v—or)—(v—71)] REL,
4. (p2—b)—(pl —ob)] Lex.a (‘aN’)
5 e—b Lex. raibh (‘was’)
6. i—oc—oe Lex. coinne (‘expectation’)
7.4 Lex.agam (‘at-me’)
8. t—op2—c Lex. choimhlionfadh (‘confirm’)
9.t Lex. an aimsir (‘the time’)

These premises construct the the proof in Figure 6.2 foralaive clause (6.82).



an aimsir choimhlionfadh
(‘the time’) (‘conﬂ‘rm') coinne agam
¢ t—op?—oc (‘expectation’) (‘at-me’)
p2—oc p2]'! i—c—e i
raibh
c c—e¢ (‘was’)
e e—ob
b ors aN
p2—ob 7 (P2 —b)—o(pl —b) REL
pl —o b (Pl —b) —[(v—=r)—(v—=r)] 14 (thing)
rud (‘thing’) (v—or)—o(v—or) ver
(v—or) —oVX.[(s—~X)—X] v—or

AS.some(z, thing(x) A be(expectation(s, confirm(the-time, x))), S(z)) : VX.[(s — X) — X]

Figure 6.2: Irish Pattern 1 proof

SNIVHO d3XIN ‘SISATVYNY 9
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Lastly, consider the following Pattern 3 example:

(6.85) anbheana raibhméag suil

a bhfaighinn an t-airgeaduaithi
thewomanaN was |

hopeprOGaN getcoND.1sGthemoney from-her
the woman that | was hoping that | would get the money from) (her
(McCloskey 2002:199;-(41))

The relevant parts of the f-structure and s-structure fisreékample are as follows:

(6.86) PRED ‘woman’
SPEC [PRED ‘the’}
PRED ‘be’
TOPIC tl[pRED ‘pro'] —————
SUBJ il[“l" } AN
N
N
- AN -
PRED ‘hope’ AN
\\
SUBJ N
\
_ < A
W PRED ‘get’ AN
\
ADJ b SUBJ i2["|”] \
OBJ m[”the money’] b
XCOMP h - 1
PCASE  OBLsyyrce \
COMP ¢ \
PRED ‘pro’ \
OBL \
OBJ p|PERS 3 -r4 4 \
S
AW
NUM sg -
- - U
/
TOPIC IZ[PRED ‘pro’}—\ '.
\ /
L - - \ T4 '
L \ /7 4 |
o 7 |
] o /
/ -7 /
P o
Ps | ANTECEDENT IZU{ANTECEDENT tlg[ ] } )/
- /
~ 7/
~ o //

8 have assumed that the preposition that incorporates semative pronoun as itsBJis just a case-marking prepo-
sition. This allows simplification of the proof, but the aysik does not depend on this assumption.
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The lower SpecCP contributes the lowsyPic and itsPRED ‘pro’. Again, the lower SpecCP does
not contribute the meaning constructB¥L,, because the lower CP is not a relative clause and
therefore not in ambDJUNCT set. The lowerropric is grounded byaN in its binder grounding
capacity. The loweropric anaphorically binds the resumptive proncnBJECTat s-structure. The
higher SpecCP contributes the higherric and also the relative clause meaning construBtBr.,,,
since this CP does occur in relative clause formation. TgkedriroPICis integrated byaN, but this
time in its binder passing capacity. Notice tlat is again ruled out at the top of this mixed chain,
because the loweropric is too far embedded (irRcomp comp for it to be integrated bl in its
filler passing capacity.

The following meaning constructors, instantiated to (§.86e contributed for example (6.85):

(6.87) 1. (v—or)—VX.[(w— X)—X] Lex.an (‘the’)

2. v—or Lex. bhean (‘woman’)

3. (t1 —b)—[(v—or)—(v—71)] REL,

4. (t2 — b) —o (t1 —o b)] Lex.a (‘aN’)

5. h—b Lex. raibh (‘was’)

6. il Lex.mé (‘I

7. i1 —og—h Lex. ag diil (‘hope’)

8. (p—og)— (12 —yg) Lex.a (‘aN")

9. [t2 — (t2®p)] —o (12 — t2) Lex.a (‘aN’)
10. i2 —om—op-—og Lex. bhfaighinn (‘get’)
11. 2 Lex. bhfaighinn (‘get’)
12. m Lex. an t-airgead (‘the money’)
13. t2 — (t2®p) Lex. uaithi (‘from-her’)

These premises construct the long but successful proofrshiokigure 6.3. The loweaN anaphor-
ically binds the pronoun, thus grounding the binder-redivapdependency, and contributes a
premise for relabeling the resumptive’'s dependency, shiowthe small dashed box. The lower
aN crucially also contributes a manager resource to licersegsumptive. The effects of the man-
ager resource are shown in the larger dashed box. The higth@naphorically binds the lower
TOPIC, thus passing the binder-resumptive dependency, andilmaies a dependency relabeling
premise for the boundopic. The higheraN's relabeling premise is shown in the small solid box.
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bh.
phfaighinn (‘get’) (fget’) an t-airgead
i2—~m—op—oyg 2 (‘the money’)
m-—op—og m aN
me ag il
o o p—g (p—og)—o(t2—yg)
(" (‘hope’)
il il —g—oh 12 —yg [t2)* o
rabh o ___________
|
g—h 9 (was) | uaithi (‘from-her’) aN (MR)
h h—b | 12— (12®p) [t2 — (12 @ p)] —o (12 —0 12)
[ .
b [e2)? 2 —o 12
2—b | 2
t . o
CaNn i b
| 7,2
t2 —ob)—o(t1 —b t2—b
bhean | (Beb) (il —b) | REL,
(woman’) t1—b (t1 = b) —[(v—o1)—0 (v—o7)]
an (the) v—or (v—or)—o(v—oT)
(v—or1) o VX.[(w—X)— X] v—or

AS.the(z, woman(z) A be(hope(s, get-from(s, the-money, z))), S(z)) : VX.[(w — X) — X]

Figure 6.3: Irish Pattern 3 proof
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6.5 Summary

In this section | have presented a detailed applicationefélsource managent theory of resumption
in an analysis of Irish unbounded dependencies that hasiatabfor both filler-gap and binder-
resumptive dependencies.

In addition to the general theory of resumption developechempter 5, the analysis of Irish was
built around three key ingredients: the rule for CP formatimd lexical entries for the complemen-
tizersalL andaN. These are repeated here:

(6.88) CP— { XP | € } (o4
(1 FOocug = | (1 TOPIC PRED = ‘pro’ T=1

(ADJ € 1)
REL,
(6.89) aL: C { (1 ubF) = (1 comp ubp | (T UDF)= (] GF) }
(6.90) aN: C

{ (T UDF); = ((T GF™ UDF), ANTECEDENT)

AP.P: ((1 GFt UDF)y —o15) —o ((1 UDF)y — 15)]

(1 UDF); = ((T GF"), ANTECEDENT)

APMy.y :
[(T UDF), —o ((T UDF); @ (T GFT)y)] —o ((T UDF); —o (1 UDF),)

AP.P:((T 6F"), —1,) — ((T UDF)y —o1s)

The analysis not only explains the core Irish data, it alsolars the difficult “mixed chains”,
Patterns 1, 2 and 3.

The basic generalization that emerges about the Irish umdsalidependency complementizers
aL andaN is that they are instrumental in integrating unbounded dégecies into the grammatical
representation. They share the fundamental role of satgsthhe Extended Coherence Condition.
Two methods for integrating unbounded dependencies aifgisgtthe ECC have been indepen-
dently proposed in the LFG literature (Zaenen 1980, BresmahMchombo 1987, Bresnan 2001,
Dalrymple 2001): functional equality and anaphoric bigdiithese are precisely the methods used
by aL (functional equality) ancaN (anaphoric binding). The complementizers further shaee th
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twin roles ofpassingandgroundingunbounded dependenciesl performs filler passing and filler
grounding via functional equalityAN performs binder-passing and binder-grounding via anaphor
binding. The different mechanisms explains why filler-g@pehdencies are marked successive-
cyclically by aL in the core case, whereas binder-resumptive dependeréeasotcyclic, since
anaphoric binding is not cyclic. The complementizer systesummarized in Table 6.3.

Role Relative to Position
Not bottom | Bottom | Method | Cyclic? |
aL Passing Grounding Functional equality,  Yes
aN Passing Grounding Anaphoric binding No
Resumptive licensing

Table 6.3: The role of the Irish complementizeds andaN in unbounded dependencies

6.6 Discussion

In this section | discuss some further predictions of thisotly with respect to Irish and some
directions for future work. | also compare the analysis @nésd here to the recent Minimalist
analysis of (McCloskey 2002).

6.6.1 Predictions and directions for future work

| mentioned in section 6.3.1 that the Complex NP Island faotsderived from the analysis at
and the Extended Coherence Condition. The complemertizeither grounds a filler to arin its
clause or it passes the filler by identifying theF in its clause with that of iteoMP. The complex
NP will correspond to an f-structure that is itself the vabfea grammatical function other than
COMP. This is sketched here:
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(6.91) R
NN
DP - _ e
I S~
NP ¢
N “Y~_ |PRED ...
N CP. GF ™
YANRVANDN comp [preD ..
\\\\\ \
=~ /

e~ —_ -

There is thus no way for the filler-gap complementizer to pagsmation out of a complex NP,
because the filler will be trapped in the complex N8 This is a direct result of the functional
equalities in the complementizer’s lexical entry.

The very same reasoning accounts for the impossibility p&da various other positions. Mc-
Closkey (1979:8) notes that gaps are not licensed in prémasi objects, possessive NPs and ob-
jects of comparison. All of these positions are further eddaegl in some grammatical function. A
PP maps to grammatical functions suchoms., ADJ, andsuBJ. Its object will necessarily be too
far removed for the paths iaL’s equations to reach. Possessive NPs and objects of canpari
will likewise map to grammatical functions inside other NFPae outer nominal will again trap the
filler.

It therefore seems that if we take the successive cycliditglomarking seriously then many
of the facts about gap distribution in Irish follow. No auaily statements about the inability of
prepositions to properly govern or otherwise license gapsnsnecessary (Sells 1984, McCloskey
1990). The aspect of the analysis that captures the sueeesgilicity is filler grounding and
passing by functional equality. It may be that the pathsifipddn the particular lexical entry for
alL that | have presented are not quite right (i.e., it wronglglastes or includes some cases), but
the general strategy seems promising. A direction for &utuork is to examine the distribution of
gaps in Irish carefully in light of this kind of analysis. Oparticular adjustment that seems likely
to be neccessary is to alloal to pass a filler through an open complemggiomp as well as a
closedcomp.

The fact that path specifications in the lexical entry &r (and aN) can capture some of the
distributional facts about gaps and pronouns does not nfednttiey must capture all of them.
Some distributional facts might be better stated sepgrak@r example, embedded questions are
also islands for filler-gap dependencies in Irish (McClgsk879). One way to capture this would
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be to add an off-path constraint to the filler-passing cdapadial that states that theomp that is
passed through cannot have interrogative mood:

6.92) aL: C {(tubR=( COMP UDF) | (T UDF)=(1GF}

(— MOO0D) # interrog
The off-path meta-variable- picks out the value of the f-structure attribute with whitisiasso-
ciated on the path, in this cas@mMp. The equation states that tbe@mp that aL passes th&DF
through cannot be a question. The means are therefore theapture the embedded question
constraint inaL’s lexical entry.

Alternatively, we could hold off on complicatingL’s lexical entry in this manner and depend
on a general theory ofh-islands to account for the facts instead. It may be that timaate theory
makes use of path equalities too. For example, it could gtatehe aubF path cannot terminate in
a question clause:

(6.93) (" MooD) = interrogative = ((GF™ 1) UDF) # (] GF)

The equation on the right hand side is similar to the equatiged in LFG’s binding theory (Dal-
rymple 1993, 2001, Bresnan 2001). It states that there ¢denan f-structurey that is found by
going out one or more f-structures frofnsuch thaty's UDF is functionally equated with a gram-
matical function inf.

Another independent constraint is the Highest SubjectriRésth (McCloskey 1990), which
blocks a resumptive pronoun from the highest subject of unded dependency (e.g., the subject
in the clause immediately following the relative head). Yomlgap may appear in this position. One
possibility is to adopt McCloskey’s (1990) position thag¢té is an anti-locality effect on anaphoric
binding of a subject resumptive pronoun byar in its own clause. The restriction can be stated
as follows:

(6.94) (o ANTECEDENT) # ((SUBJT) UDF),

This equation means that a subjestgJj) cannot be locally bound by an unbounded dependency
function (UDF) in its clause. It is stated in terms of the binding equatiosesd in LFG for binding
theory (see chapter 2, section 2.1.5). This formulatiorhefHSR is therefore a binding-theoretic
formulation, like McCloskey'’s.

As it stands, the equation makes a certain prediction abatiédds 2 and 3. In each of these
patterns there is binder grounding obaFr by aN in an embedded clause. This is done through
anaphoric binding. The HSR equation above therefore pietliat even in an embedded clause the



6.6. DISCUSSION 219

subject cannot be locally grounded &). That is, the restrictions sketched here hold as well as the
HSR:

(6.95) *[cpalL . [cp aN e suBJ ...]]] Pattern 2
I __pass---' L*ground-

(6.96) *[cpaN e [cp aN e suBJd ...l Pattern 3
l___pass-—-' L*ground-

The prediction in (6.96) is correct. McCloskey (1990:216)as that despite speakers’ “uncertainty
and insecurity” about judgements for Pattern 3 in gendnal; share the firm intuition that a resump-
tive in the subject of a lower CP marked By is ungrammatical (also see McCloskey 1979:168
and McCloskey 2002:202):

(6.97) * anfearar shil méa raibhsébreoite
themanaN thoughtt aNwas heill
the man that | thought (he) was ill
(McCloskey 1990:219, (54))

It remains to be seen what the status of the embedded subjathie Pattern 2 example (6.95). The
theory predicts that it will be equally ungrammatical.

Finally, let us turn back to mixed chains. The analysis makedictions about longer instances
of these. The predictions are hard to verify, since the mite@ins test the limits of speakers’
competence, but the predictions are there nonetheless firfherediction is that the bottom of
Patterns 2 and 3, which are groundedddy, can be extended as per the core multi-clausal patterns
for binder-resumptive dependencies:

(6.98) aL ... aN ... go... go... Rpro Pattern 2
(6.99) aN ... aN ... go... go ... Rpro Pattern 3

The binder grounding function @N anaphorically binds the resumptive and is therefore ncallo
The binder passing function @\ is similarly non-local, but requires a subordinater to bind.
The prediction is that the top of Pattern 1 and 3 can also leéchied out with interveningo, so
long as there is aaL or aN below:

(6.100) aN ... go ... go ... aL ... Pattern 1

(6.101) aN ... go ... go... aN ... Rpro Pattern 3
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Lastly, thealL-marking can also be stretched out successive cyclicalligrey as the general condi-
tions on filler passing can be satisfied:

(6.102) aN ... aL ... aL ... Pattern 1

(6.103) aL ... aL ... aN ... Rpro Pattern 2

As mentioned throughout this chapter, mixed chains are ttacdme by (see the quote from Mc-
Closkey 2002 on page 177). Jim McCloskey (p.c.; 17/10/08)iifarmed me that he has previously
collected examples like the following, which are of the extedal Pattern 2 form in (6.103):

(6.104) anfeara dairttd a shil siada raibhsaibhreasnér aige
themanal said youal thoughttheyaN was wealth  greatat-him
the man that you said they thought was very wealthy

6.6.2 A comparison to another recent analysis

McCloskey's latest analysis of the unbounded dependensiemsyof Irish (McCloskey 2002) is
formulated in terms of recent work in the Minimalist Progré@homsky 2000, 2001). The analysis
is simple and elegant and explains a wide array of data.dtsetal benchmark for analyses of Irish
unbounded dependencies, which | have attempted to medst ichidlpter. However, the Achilles heel
of McCloskey’s analysis is that it has trouble ensuring pragemantic composition, a problem that
McCloskey (2002:219) acknowledges. The present analgsigas the entire licensing mechanism
for resumptives from considerations of semantic compmsiind therefore unsurprisingly does not
have this problem.

Rather than turning directly to the problem of semantic cositjpn, | want to go through how
McCloskey (2002) arrives at his analysis, because thereedegant points of convergence and
divergence between the theories that emerge. McClosk@2j&darts out by revisiting his previous
analysis of Irish unbounded dependencies (McCloskey 188@khowing that certain assumptions
in the earlier system are problematic. In McCloskey (19903 assumed that successive-cyclic
wh-movement to SpecCP resultsah-marking of each CP. Binder-resumptive dependencies are
licensed by a null operator in the highest SpecCP that ameyaliig binds the resumptive. There
iS no successive-cyclic movement through intermediateGSpPe and therefore no marking of the
intermediate CPs (which are marked §g). The crucial assumption that allows the analysis to
predict the form of the complementizers is that the operttat licenses resumptives must have
distinct properties from thesh-operator that determined.-marking. Furthermore, whatever these
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properties are, they must be such that the complementizebeasensitive to them (McCloskey
2002:192). McCloskey proposes and explores two optiongvkkey 2002:192, (i—ii)):

(6.105) 1. There is an intrinsic, lexically-specified diface between the element that deter-
mines the formalL and the element which determines the faahi

2. The operator that binds resumptives inherits featums the resumptive pronoun
that are distinct from features of tlgh-operator that determines the foanh.

The second option is basically the one taken by McCloske9L9

The first option seems at first to be equivalent to what happetise resource management
theory of resumptives presented here. However, this is Eagusimilarity. Option 1 is about
lexically specified differences between the element thtrdenes the formral andaN — that is,
lexically-specified differences between the two kindopérators The equivalent on the present
theory, | suppose, would be if the mechanism of functionaladity or anaphoric binding were to
determine the form of the complementizer. This is not whapleas though: it is lexical differences
between the complementizers themselves that determiaggdim.

McCloskey (2002:192—-193) presents two arguments agdiastecond option of feature inher-
itance from resumptives taN-marking operators. The first concerns the lack of viabléuies to
make the distinction, and the second concerns the nonithpofthe mooted feature-inheritance.

The feature in question cannot be a feature associated wittopns in their resumptive capac-
ity, because this would distinctively mark resumptive mmans as “special” pronouns. McCloskey
(2002:192) notes that resumptive pronouns are overwhglynmorphologically realized like or-
dinary pronouns and he wants to maintain an ordinary proribeary of resumption (see chap-
ter 4, section C). The question then becomes whether sorhe obrmal formal features that mark
pronouns (e.g., person, number, gender) can be inheritégdelyesumptive-binding operator. Mc-
Closkey concludes that this is unlikely, based on data ti@at/s non-agreement between the relative
head and the resumptive pronoun:

(6.106) A Alec, tusa bhfuil an Béarlaaige
you aN is the English;him
Hey, Alec — you that know(s) English
(McCloskey 2002:192, (20a))

(6.107) Is sinnean bheirtghasira-r dhiolth ar l6istin.
COrPPRESwe thetwo boy aN-PASTpaid youourlodging
We are the two boys that you paid our lodging.
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McCloskey (2002:193) notes that the agreement featurebesetresumptives “fail to match the

person-number features of their (ultimate) binders. Isparnumber features are inherited from
bound pronouns by the elements which bind them, such misresitare unexpected.” Notice that

McCloskey is making a claim aboirtheritanceof features from a resumptive pronoun by the null
operator in SpecCP that binds the resumptive, not just adgnetement between a binder and the
element that it binds.

The agreement itself is interesting, though. It is worthngla slight detour at this point to see
how the current theory fares with the data above. The bintidgreoresumptive pronoun in relative
clauses such as the ones abovei®alc that hasPRED ‘pro’, i.e. a kind of null pronominal. This
null pronominal does not have inherent person—number-ageedtures, although it is the right sort
of element to enter into agreement relations. Theic is theANTECEDENT of the resumptive at
semantic structure. The distribution of agreement featigexplained if theroric itself has an
ANTECEDENT which is found elsewhere in the sentence. This is in mostscserelative head
itself, but it can also be something else Alec in (6.106) andsinne(‘we”) in (6.107). Based on
the usual assumption that there must be agreement betwesnieredent and the element it is the
antecedent of, there is agreement between the elementl®uks relative clause and thepPic
and in turn agreement between theric and the resumptive. By transitivity of agreement, the
resumptive agrees with the element outside the relativesela The theory does not require the
relative head to agree with theopPiC in the relative clause, though, so it is left out of the loop.
Normally there is no opportunity to observe any potentiabmmatch, since theoric is a null
pronominal, but in this case we do get to observe the lack meagent, albeit indirectly. So the
agreement possibilities above are predicted by the cutheatry, at least for relative clauses. In
FOcusconstructions there is no wiggle room, since there is novatgnt of the relative head: the
binder of the resumptive pronoun must agree with the pronadrere such featural distinctions
occur (e.g., the binder may be underspecified for the reteagmeement features).

I noted above that the claim is actually about inheritancéeafures, not just agreement. The
second argument that McCloskey (2002) gives against sudhhamitance mechanism is that it
would have to be completely non-local, potentially reaghimto all kinds of sentential nooks and
crannies, such as positions inside PPs, possessors sistanttideeply embedded clauses, to mention
a few. Furthermore, the search for the pronoun to inherinfoan skip several closer, potentially
more accessible pronouns. McCloskey (2002:193) notessti@t non-local inheritance of mor-
phosyntactic features would be unprecedented. He theredjects option 2 in (6.105).

The remaining option is that the lexical specification in diperator in SpecCP determines the
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form of the complementizer (option 1). McCloskey rejectis thption based on the mixed chain
patterns. The basic reasoning goes like this. Assume thatpbrator that undergoes successive-
cyclic movement to SpecCP (marked BY) is itself a null pronominal, following earlier work
(Browning 1987). Now consider what happens in Pattern 1¢ckwhonsists ofiL-marking of a CP
inside a complex NP andN marking of the CP that contains the complex NP. If iWe-operator
that determines movement is itself a pronominal, then itroame to the lower SpecCP and then be
bound by the upper SpecCP as a resumptive (McCloskey 2002:39)):

(6.108) [pXPjaN[tp ... [pp (D) [NpN[cpprojal [tp ... t; ... ]I

The crux of the problem is that the lower SpecCP needs to hetairc features that determime.,
but it needs to pass up to the higher SpecCP features thaimile¢eaN. These are features which
the lower SpecCP itself does not bear (since it determahes

Now consider Pattern 2, which is the inverse of Patteml 1 (.. aN ... Rpro...). McCloskey
(2002:198) notes that this pattern can be understood if pleeador in the lower SpecCP that binds
the resumptive and results aiN-marking subsequently moves to the higher SpecCP, regutin
aL-marking. The problem is clear: the very same element mustugh its featural properties
determineaN-marking in the lower CP andL-marking in the higher SpecCP.

Based on these considerations, McCloskey (2002) rejeetgation of having the lexical specifi-
cations of the operator in SpecCP determine the realizafi@asal or aN. McCloskey (2002:201)
suggests instead that the assumption Hlais associated wittwh-movement and tha&N sig-
nals the absence of movement leads to a hypothesis base@ amd#pendently-postulated tree-
formation mechanisms of the Minimalist Program (Chomsk93)9 The effect of the proposal is
the following (McCloskey 2002:201, (47)):

(6.109) C whose specifier is filled by Move is realizedaas
C whose specifier is filled by Merge is realizedadé.
C whose specifier is not filled is realized g@a

It would be quite a novel proposal if the mode of introductafrsyntactic material where to affect
its morphological exponence, but this is just the effechefproposal, not the actual proposal.

What McCloskey (2002:203, (50)) actually proposes is thieviong, based on the theory of
phases and feature-checking of Chomsky (2000, 2001):

(6.110) C which bears both ti@p-feature and the EPP-feature is realizeghis
C which bears only the EPP-feature is realizeds
C which bears neither th@p-feature nor the EPP-feature is realizedjas
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The “Op-feature” is assumed as a feature that identifies operdtassassumed to appear on both
wh-operators and null pronominal operators. Itis intergaietameaning that it has a semantic effect
and need not be erased from the derivation to prevent Crash.

The Op-feature also occurs on C, to check the matching featureeobplerator in SpecCP. The
complementizeal has theOp-feature and enters into an agreement relation with a natigminal
pro operator bearing th®p-feature.AL also bears the EPP-feature, which means that its specifier
must be filled (Chomsky 2001). The EPP-featuralbttan be checked by Merge of the null operator
into its SpecCP. However, independent aspects of the tretayl that theDp-feature on C cannot
be checked by Merge. Th@p-feature on C is assumed to be uninterpretable (unlik®firéeature
on the operator, which is interpretable) and the derivatwonld crash. Thus, th®p-feature and
EPP-feature on C jointly force the null pronominal operdatoMove to SpecCP ofL’'s CP. AL
realizes C with atDp-feature and an EPP-feature and therefore masfikgnovement.

AN realizes a C with the EPP-feature, but with @p-feature. The EPP-feature means that
SpecCP of C must be filled to check the feature. This could drafyy either Move or Merge, but
economy conditions of the theory dictate that it must be Megince Move is considered to be
more complex than MergeAN is therefore associated with Merge and the absence of mamteme
McCloskey (2002:204—-205) shows that the mixed chainsvioifat each point a local decision is
made to either Move or Merge.

Despite their quite different theoretical assumptions lmm@dhanisms, several points of conver-
gence can be identified between McCloskey’s (2002) theoutlaem resource management theory:

1. Both theories postulate a null pronominal in unboundgeeddencies. In McCloskey’s the-
ory, the null pronominal operator is present in all unbowuhdependencies. In the resource
management theory, the null pronominal occurs only in trseabe of overt syntactic mate-
rial.

2. Both theories account for successive cyclicity or lackré¢lof in a locally blind manner. In
McCloskey’s theory this arises from local application ofWdar Merge. In the present theory
this arises from local application of filler or binder groimglat the bottom of the dependency
and local application of filler or binder passing in eachrimediate position.

3. Both theories treat resumptive pronouns as ordinaryquasiand derive distinctions between
resumptives and gaps from this assumption.

4. Both theories are strongly lexicalist. It is the preseoican item that bears the relevant lex-
ical information borne byaN — the EPP-feature but nOp-feature in McCloskey’s theory
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or a manager resource in the present theory — that “distigsi languages which have a
productive and grammaticized resumptive pronoun strabemgy those which do not” (Mc-
Closkey 2002:205). As McCloskey (2002) notes, the diffeecbetween languages that have
resumptive pronouns and those that do not reduces to thialgilii of a particular lexical
item.

This much convergence is heartening. The two theories aedban quite different assumptions
and employ quite different mechanisms. Any convergencedst them is therefore indicative of
true progress.

This is not to say that there are no points of divergence,gho®ne key difference between
the two theories is that the present theory ties the presehedl to a resumptive pronoun in a
way that McCloskey’s theory does not. McCloskey (2002:20&es that “A third feature of the
proposal is that it does not in any direct way force the appes of a resumptive pronoun within
a clause headed 3/N.” Any material that is Merged into SpecCP aN can potentially check its
EPP-feature.

The pattern of complementizer marking in adjunct unbourilggendencies is relevant to this
point. McCloskey (2002:206—-212) shows that adjunct eftvamften results irmN-marking, even
though there is no overt resumptive:

(6.111) Sitdan ait a bhfuairméé
that theplaceaN got it
that’s the place that | got it

(McCloskey 2002:208, (60b))

Based on data from dialect variation, McCloskey (2002:26mQws that this is the san@\ as

in binder-resumptive dependencies. He shows that for il@sat manner adverbials and tempo-
rals, there is free alternation betweah- and aN-marking. McCloskey (2002:209) argues that
there is reason to believe that there are pronominal elencentesponding to temporal and locative
adverbials and that given the general availability of natimominals / incorporated pronominal in-
formation in Irish it is reasonable to assume that there allgpnonominals corresponding to these
adverbials. The proposal is therefore tlat-marked temporal, locative, and manner unbounded
dependencies contain null resumptive pronouns. If | amtgtathe same assumptions, theN-
marking also follows in this theoryAL -marking is also possible, on the assumption that the null
adverbial pronominal is not obligatory (and there is nodation that it is), becausenpJ is acrF and
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aL can ground the filler appropriately. McCloskey (2002:208)2notes that frequency and dura-
tive adverbials can only be marked Ak and assumes that there are no null pronouns corresponding
to these adverbials. The lack aN-marking follows on both theories.

The crucial case has to do with reason adverbials. Thesertgnccur withaN-marking:

(6.112) Cénfath a-r dhairttd sin?
whatreasoraN-PAST said youthat
Why did you say that?
(McCloskey 2002:209, (67a))

(6.113) * Cénfath a duirtth sin?
whatreasoral said youthat
Why did you say that?
(McCloskey 2002:209, (67b))

McCloskey (2002:210) follows Rizzi (1990, 1996) in tregtithe interrogative form of reason ad-
verbials as being base-generated in SpecCP. It then fotlumishe only C that can appearas/,
the one that has only the EPP-feature and whose SpecCP niildby Merge.

This is certainly a neat result that stems from the fact #fon McCloskey’s theory signals
filling of SpecCP by Merge rather than presence of a resumgtionoun. By contrast, on the
theory presented hessV-marking is strongly tied to the presence of a resumptiveiquo, except
where there is an embedded unbounded dependency that aesidipder passing. There is no
suchuDF in the example above, though. | would have to postulate aigatboky null resumptive
pronoun for reason adverbials or else argue that it is nosdineealN, in which case the pattern of
dialect variation would be hard to account for. | will leastas an open problem for the resource
management theory, but | want to make a couple of final obBengabout adjunct extractions.

The reason that McCloskey (2002:209) gives for positing prdnouns for temporal and loca-
tive adverbials is that they are fairly easily extractedrfrweak islands and such extraction has been
connected to the availability of corresponding pronourite(onull). However, manner adverbials
in Irish also allowaN-marking but these are notoriously difficult to extract fremen weak islands
and tend not to have corresponding pronominal forms. Thimtever it is that allows manner
adverbials to have null pronominals cannot be justified endame terms as temporal and locative
adverbials. If manner adverbials can help themselves topnothouns — for a reason that is ba-
sically unknown at this point — then perhaps reason advsrioian, too. Whatever the ultimate
explanation is, it must also explain why manner adverbisdagtion is only optionallyaN-marked
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whereas reason adverbial extraction is obligatamiyvmarked. The only proposal that | can make
at this point is an explanatorily unsatisfactory but dgsorély adequate one: manner adverbials
optionally contribute a null pronominal, whereas reasovedunials obligatorily do so. However, |
will argue shortly that McCloskey’s proposal faN leads to problems with semantic composition
in the reason adverbial case and therefore ultimately tiadxplain the facts.

This brings us to semantic composition, which is the secanddifference between the two
theories, where the resource management theory argualely ffietter than McCloskey’s theory.
McCloskey (2002:205-206) proposes that @@feature on an operator in SpecCP is interpretable
and that the effect on semantics of the null operator is Fomak Abstraction (i.e., lambda abstrac-
tion) over the variable that it binds. The variable in quastis either a resumptive pronoun or the
trace of the null pronominal operatpro. McCloskey (2002:206) assumes that the tree below has
the semantic effect indicated (based on the theory of Herkaatzer 1998):

(6.114) CP [CA = \g[TF]

o

The operator results in abstraction over tkitd variable of typee, which is coindexed with the

C TP

operator. The operator thus forms a predicate out of thesel¢hat it is attached to, allowing it to
serve as a scope or a relative clause predicate.
McCloskey (2002:219) notes the problem for semantic comtipaghat this causes:

This operation will apply appropriately at the “top” of Adependencies. But if it ap-
plies in intermediate positions, the result will be uniptetable (the embedded CP
will denote a predicate, rather than the proposition whithémbedding verb expects
to encounter in its complement position).

Application of the operation at intermediate positiond lgihd to improper variable-binding, result-
ing in the wrong intepretation. Consider a case where tregeiccessive-cyclic movement of an
operator through two complementizer positions. The regpktructure is sketched here:

(6.115) EkpOp; aL ... [cpOp aL ... %]

The lower operator performs abstraction over its variadespecified by (6.114), and results in the
lower CP denoting a predicate. The upper operator then rieg@asform the same operation. There
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are two potential variables for it to bind: the lower operaiad the trace at the foot of the chain.
The lower operator binds performs lambda abstraction otgpee variable and must therefore be
a function type ore. Therefore, the lower operator cannot itself be a typariable. It is then the
wrong type to be bound by the upper operator. This means hikatigper operator must attempt
to bind the trace. However, this variable is already boundhieylower operator and is no longer
free for binding. The lower operator has thus rendered pageliabstraction at the top of the chain
impossible. Thus, the intermediate position is apparguibplematic.

The problem of intermediate positions has been the focusre€ent criticism of McCloskey
(2002) by Levine and Sag (2003:25-26), as part of a largigud of wh-movement theories. After
citing McCloskey’s (2002) discussion of the problem of mbediate trace interpretation, Levine
and Sag (2003:26) note:

The problem, of course, is that the intermediate tracesiefuccessive-cylic move-
ment in the transformational analysis of extraction UDCsidavork at all that would
justify having them in the representation.

It could be argued that this criticism misses the mark. Therimediate traces are a necessary
effect of whatdetermineghe successive-cyclic effects. Although the traces tharasenay not be
doing any work, their place in the representation is justifig the mechanism that does the work
of successival -marking, according to the theory being criticized.

The force of the criticism also depends on how one feels ati@itnechanisms in place in
transformational grammar to deal with intermediate trdloesugh deletion (Lasnik and Saito 1984,
1992, Chomsky 1991). In fact, if such mechanisms are assutnedntermediate copies / traces
do not cause a problem in McCloskey's (2002) analysis at kllthe core filler-gap pattern, a
single null pronominal operator is Merged into the syntaptisition corresponding to the gap. The
operator is then moved successive cyclically from SpecEperCP (leaving traces). The operator
ends up at the top of the unbounded dependency and perfostraction over the variable at the
base position. This results in the correct predicate forasgim composition. Similarly, in the core
binder-resumptive pattern, a single operator is Merged tihé uppermost SpecCP and performs
abstraction over the resumptive pronoun that it binds inégliate Cs are filled by neutrgb). On
the assumption that intermediate traces or copies areededeid therefore not interpreted, the core
patterns are not problematic on McCloskey’s (2002) anslysi

The mixed chains are still problematic, however. In mixedioh there are invariably multiple
instances of abstraction, and some of them will, as McClpsgkeserves, lead to uninterpretability,
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for the reasons discussed above. Consider PattealNl (. aL ... _ ). An operator Moves to
the lower SpecCP and an operator is Merged into the highes(@pel'he lower operator performs
abstraction over its variable and results in the compler@&hin the complex NP denoting a predi-
cate, rather than a proposition. Meanwhile, the upper Spdxifids the null pronominal operator in
the lower SpecCP. However, if the lower SpecCP is an opeilitittannot also be a type variable.
The upper operator’s predicate abstraction should therd&ol due to a type mismatch. Further-
more, even if somehow binding of an operator could be madelloaf, the wrong variable would
be abstracted over. The upper operator needs to abstractheveariable that the lower operator
binds. But the variable is within the scope of and is boundHhgylower SpecCP operator. The
upper SpecCP operator therefore cannot bind the requaiteble because it is not free within the
scope of the upper operator. The other two mixed chain patigive rise to exactly the same set of
problems.

The problem is that the predicate abstraction mechanisraagssary for proper integration of
the core cases and works for these cases if some kind of aeletechanism is assumed, but it
cannot successfully handle the mixed chains. McCloske@d2019) speculates tentatively about
three possible solutions, but they are either implausdsdylcCloskey himself notes about the first
one, or they will not work. First, he proposes and rejectspibgsibility of Functional Abstraction
being optional. He notes that “the concept of ‘optional’esibf semantic composition is not obvi-
ously a coherent one” (McCloskey 2002:219). The secondisaleonsidered is that perhaps “the
offending element is deleted by some mechanism from thetstes that semantic composition
operates on” (McCloskey 2002:219). One question that @uiséow to ensure deletion of only
the lower complementizers. A second potential problemégdisulting complication in the feature
theory of the Minimalist Program. What does it mean for sdmmegi to be Merged in or Moved to
SpecCP for reasons of interpretation (and checking of amgrgtable feature) only to be deleted
for reasons of interpretation? The third problem, which Noskey (2002:223 ,fn.29) notes, is that
the theory would then lose its explanation of why the Higlggbject Restriction applies to an em-
bedded subject if it is in a clause introduceddly (see McCloskey 2002:202). The third solution
proposed is that perhaps some kind of Cooper storage (C@8@8&r 1983) can be used to postpone
interpretation of the operator until a point at which it canduccessfully integrated. But there is no
such point: no matter where integration of the “extra” opar#s attempted composition will fail
for reasons discussed in the previous paragraph.

By contrast, on the resource management theory semantipasition is not problematic, as
has been demonstrated throughout this chapter. The maresgmirces that license resumptive
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pronouns do so precisely by addressing the problem of catios The points of similarity be-
tween the two theories are numerous and show a welcome tizabeonvergence. The two key
differences between the theories have to do with the seemmposition, where the resource man-
agement theory is to be preferred, and certain adjunctaidres, where the feature-checking theory
initially seems to be preferable.

However, the problem of semantic composition also unfately undermines McCloskey’s
appealing account of reason adverbials. The account wasl lmasthe assumption that there is no
resumptive pronoun in this case and that @& marking arises due to Merge of the interrogative
form of the reason adverbial into SpecCP. This means thaparator is Merged into SpecCP. The
operator performs Functional Abstraction and there mustefore be a variable in the clause in
which the reason adverbial is interpreted. This variablenotabe a trace, because then the reason
adverbial would have had to Move to SpecCP, wrongly praaici -marking, which is completely
ungrammatical, as shown in (6.113) above (see McCloskey:200, (67b), (68b)). The only
option is for there to be a null resumptive pronoun to servéhasvariable. Therefore, based on
its assumptions about semantic interpretation, McCldskK@902) theory also needs to have a null
resumptive pronoun in these cases and thus fares no beitethé present theory, which tiadV-
marking to the presence of a resumptive.

Conclusion

The resource management theory of resumption has beerdppla detailed analysis of resump-
tive pronouns in Irish. The analysis was driven by lexicalgarties of the Irish complementizers,
as summarized in Table 6.3, which is repeated here.

Role Relative to Position
Not bottom | Bottom | Method | Cyclic? |
aL Passing Grounding Functional equality]  Yes
aN Passing Grounding Anaphoric binding No
Resumptive licensing

The role of the Irish complementizeat. andaN in unbounded dependencies

The lowest instance of the complementizdr performs filler grounding at the bottom of the
filler-gap dependency. Higher instancesabf perform successive filler passing from the bottom to
the top of the dependencyAL performs its filler passing and grounding roles through fiomal
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equality. This explains the successive-cyclic markingabfand derives a large part of the distri-
bution of gaps in Irish. The lowest instance of the compleimenaN performs binder grounding,
analogously to the filler grounding efl.. However, the mechanism used is anaphoric binding and
the binder grounding is therefore unbounded, not sucaessiglic. Higher instances afiN perform
binder passing, again through anaphoric binding. Thu¢) eamplementizer performs unbounded
dependency passing and grounding using the mechanismsabidioal equality and anaphoric bind-
ing, which have independently been proposed (Bresnan arebiico 1987) as the two ways to
satisfy LFG’s condition on unbounded dependency integmathe Extended Coherence Condition.
| showed that the analysis not only deals with the core Irishounded dependencies, but also
extends to the difficult mixed chain cases recently disaifgseMcCloskey (2002). The analysis
was shown to make several further predictions and suggestsug directions for future work. A
detailed comparison was made to McCloskey’s (2002) arglysiich is couched in the Minimalist
Program. There were several points of theoretical conmergewhich is heartening given the rad-
ically different starting points of the analyses. A key padh divergence, though, had to do with
ensuring proper behaviour at the syntax—semantics ictsria particular proper interpretation. |
showed that McCloskey’'s (2002) theory has problems engymiaper interpretation, especially in
the mixed chain cases, whereas the resource managementdbes not have such problems. The
resource management theory of resumption is ultimatelpded on a solution to the problem of
resumptive pronouns as surplus resources for semanticasitiom. Ensuring proper composition
and interpretation forms the heart of the theory.






Chapter 7

Resumptives in Swedish and Hebrew

Introduction

In this chapter | show how the resource management theolsafmption can be extended to anal-
yses of Swedish and Hebrew. The result is especially sigmific the case of Swedish, because
it has previously been assumed that Swedish resumptive@pngnconstitute a fundamentally dif-
ferent sort of grammatical phenomenon from the sort of rgsiwen pronouns found in Irish and
Hebrew (McCloskey 1990:235-236). The resource managetineoty enables a unified theory of
Irish, Hebrew, and Swedish resumptives that localizegifices between the different languages
in their lexical inventories, particularly in the categarfythe resumptive-licensing complementizers
and in the specification of the manager resources.

Section 7.1 presents the analysis of Swedish. Followingd&hig(1982), | set aside certain
apparent cases of resumptive pronouns in Swedish as pirngesfects rather than true grammati-
cized resumptives. | return to these in section 8.1.2.3@htxt chapter. | first propose a structural
analysis of Swedish resumptives (section 7.1.1), but aliéhy reject this account in favour of a
lexical analysis (section 7.1.2). The lexical accountvedi@ theoretical understanding of Swedish
resumptives that brings them together with Irish and Helmesumptives, while the structural ac-
count arguably does not. In section 7.1.3 | present data &dvedish dialect that casts strong
doubt on the empirical adequacy of Last Resort theoriesspimgtion (Shlonsky 1992, Aoun et al.
2001). | finish the section on Swedish by considering varjmaslictions of the theory with respect
to weak crossover, reconstruction, parasitic gaps, arass¢he-board extraction. In section G of
chapter 4 | presented data from the latter three phenomepat@stial evidence for an underlying
gap-like status for resumptive pronouns. | argue that teerthmakes the correct predictions for

233
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these phenomena, despite the fact that it assumes that Swedumptive pronouns are not gaps
but rather ordinary pronouns, just like Irish and Hebrewunagtives.

Section 7.2 presents a brief analysis of the principal rggen patterns in Hebrew. In section
7.2.1 1 discuss how the theory can account for dialectahtian in Hebrew for resumptive pronouns
in wh-questions.

The chapter concludes with a general argument from intexfioe against treating resumptive
pronouns as underlying gaps. The argument is also spelifaaplied to Swedish, which has
constituted the best support for an underlying gap theosholv that the interpretation argument
applies equally well to Swedish and that there is therefoamtsevidence for resumptives as under-

lying gaps.

7.1 Resumptive pronouns in Swedish

7.1.1 A structural account

It has been claimed that Swedish resumptive pronouns ogdour environments (Engdahl 1982,
1985, Maling and Zaenen 1982:235-239, Sells 1984:55-37hw list here with relevant exam-
ples.

1. Sentential subjects

(7.1 [Vilkenskadespelargyar detatt publiken intekande igen ;/honom ganska
which actor wasit thataudienceDernot recognize __ /him rather
konstigt?
strange
(Which actor was the fact that the audience did not recogfhiae) rather strange?)
(Engdahl 1982:165, (58))

2. Crossing dependencies

(7.2) [Denhar presenten]kandu sakertaldrig kommapavem; jag fick den /* __;

this herepresenbDEF can you surely never come onwho | got it /
av. _ ;.

from _

(This present you'll never guess who | got (it) from.)

(Maling and Zaenen 1982:236,(13a))
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3. Deep embedding (at least two clauses)

(7.3) lgar  sagjag[enfilm]; [cp SOmjagundraromnagonminns  [cpvemsom
yesterdaysawl a film that I wonderif anyoneremembers  who that
regisserat_ ; / den]].
directed /it
Yesterday | saw a film that | wonder if anyone knows who dide@te
(Engdahl 1982:154+-(12))

4. Following material at the left periphery of CP

(7.4) [Vilket ord]; vissteingen [cp [hur mangaM]; [ det stavas med __ ;]]?
which word knew nobody how many Ms it is.spelledwith __
Which word did nobody know how malls (it) is spelled with?

(Engdahl 1985:8,-(11))

(7.5) [Vilket ord]; vissteingen [cp [~ omdef stavas medettM]]?
which word knew nobody if it is.spelledwith an M
Which word did nobody know if (it) is spelled with &I
(Engdahl 1985:8,-(11))

Engdahl (1982) argues that the putative resumptives foutlaki first three environments are either
governed by processing constraints (environments 2 and 8jeoproblematic for other reasons
(environment 1). | will return to the first three environmeimi chapter 8, where | will argue that
they should be separated from true resumptives in Swediklthvare those found in the fourth
environment.

Engdahl (1982) offers the following generalization abagumptives in Swedish, which sets
aside all but the fourth kind (Engdahl 1982:154, (18)):

(7.6) Associate a preposed WH phrase with a pronoun whickeagn number, gender and
person in the context COMP_ .
[+LEX]
The relatively standard theoretical assumption at the timé Engdahl offered her generalization
was that bothwh-phrases and complementizers occurred in COMP. Her géredrah therefore

1| have left out the part of this rule that concerns gaps amyhtii modified the wording of the remainder as a result
of the omission.
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effectively captured the necessity (in the “standard” Sakedpoken in Swedefhpf a resumptive
pronoun after lexical material at the left periphery of auska, whether the material issgh-phrase,
as in (7.4), or a complementizer, as in (7.5).

Given more recent assumptions about the category COMP apdriitular the adoption of
the functional category of ©within an X-bar structure, Engdahl’s generalization musupdated
slightly. It is not an option to make the claim about COMP dralabout & instead, such that a
resumptive occurs after an overt complementizer. This dvarongly excludewh-phrases as in
(7.4), since these constitute material in SpecCP, not’in The descriptive content of Engdahl’s
generalization is still accurate, though: if the bottom ofumbounded dependency immediately
follows overt material in the left periphery of CP, then auaptive pronoun is required. The upshot
of the generalization, given general structural facts alssedish grammar, is that an unbounded
dependency into a subject position that immediately fol@vert material at the left periphery of
CP must be a binder-resumptive dependency terminatingesuanptive pronoun.

Now that the basic generalization is in place, it needs tapéuced in the resource management
theory of resumptives developed in chapter 5. The two fureddiah questions are what licenses the
resumptive pronoun — i.e., what contributes the manageurese — and how are the functional
equations in the manager resource’s meaning construateifigal. The answer to the second ques-
tion is naturally contingent on the answer to the first. Themea number of options that present
themselves.

First, we could associate the manager resource with theebimdthe binder-resumptive de-
pendency. One could imagine doing this through a lexicalimddncy rule that adds a manager
resource to Swedish complementizers arfdwords. There is a key piece of evidence that renders
this option unworkable, though. As in English, many proposal complement verbs in Swedish,
such assaga(‘say’) andtro (‘think / believe’), can take a bare clausal complement theks a
complementizer. The subject of a bare complement cannadlzed as a resumptive pronoun:

(7.7) [Vilkenelev], trodde ingen _ ; skullefuska?
which studenthoughtno one__  would cheat
Which student did no one think would cheat?
(Engdahl 1982:166;-(65a))

2| hesitate in using the term standard here, because it wadthgo imply that the dialect of Swedish spoken in
Finland is somehow sub-standard or that Fenno-Swedeshe&wedish spoken in Sweden as the standard. Neither is
the case. Nevertheless, calling the dialect “Swedish Sshédounds strange.
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(7.8)  * [Vilken elev]; trodde ingen han skullefuska?
which studenthoughtno onehe would cheat
Which student did no one think (he) would cheat?

(Engdahl 1982:166;-(65b))

These verbs can take a full complement with a complementrer then a resumptive is necessary
(in standard Swedish):

(7.9) [Vilken elev], trodde ingen att han skullefuska?
which studenthoughtno onethathe would cheat
Which student did no one think that (he) would cheat?

(Engdahl 1982:166;-(65c))

The basic problem for associating the manager resourcethgtinder in the binder-resumptive
dependency is that there is no way for the binder to tell wérethere is lexical material at the
left periphery of the clause that contains the resumptivieickvis an unbounded distance away.
In particular, there is no principled way in the theory foe thinder to check whether there is a
complementizer or SpecCP material present in the claudethédt resumptive. The check cannot
be performed through c-structure and the only way to do d@ugh f-structure would be if there
were some feature that only the complementizer adds to skrei¢ture or to use the inverse of the
¢-mapping from c-structure to f-structure to check thatetisra CP node pointing at the f-structure
that contains the resumptigBJECT These options would still not acces#i-material in SpecCP,
though. Furthermore, both of these options are unviablotality reasons. As McCloskey (2002)
has argued, we would like the licensing mechanism for resiomo be as local in its application
as possible. The sort of checking proposed would give updta laccount of manager resources
that was developed in chapter 5. Manager resources in deresd to find a resumptive pronoun
an unbounded distance away. This much non-locality canlbeed, since a binder-resumptive
dependency involves anaphoric binding. However, althadhglanaphoric binding that the manager
resource is involved in allows it to identify a non-local wesptive, anaphoric binding does not in
any way sanction performing checks on the surrounding syinteaterial of the bound resumptive
from an unbounded distance away. Any such checks must berped locally to the structure
being checked. The data in (7.7)—(7.9) therefore strongljcate that the licenser of a resumptive
pronoun in Swedish must be local to the resumptive, becaugedocal licenser could be restricted
in the right manner and only a local licenser could perform tbquisite check on the syntactic
material local to the resumptive.
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One straightforward method for capturing Engdahl’s gdimation in the grammar is to en-
code it structurally: SpecCP and @re allowed to license resumptives by directly adding manag
resources to the relevant c-structure rules. The resuftoas schematically here:

(7100 CP— SpecCP c
(T uoF) = | T=1

(Manager resource

(711) C — o P
T=1 T=1

(Manager resource

The manager resource must be optional, because the releNardglements are involved in non-
resumptive cases, too:

(7.12)  Jagundrar[cp hur ofta [ Pelle/ hanfuskar]].
| wonder howoften Pelle/ he cheats
| wonder how often Pelle / he cheats.

(7.13)  Jagundrar[cp [y om Pelle/ hanfuskar]].
| wonder if Pelle/he cheats
| wonder if Pelle / he cheats.

Next the lexical specification of the manager resource magiten. We know that it removes a
local subject pronoun. The specification therefore lodkes this:

(7.24)  [((T SUBJ, ANTECEDENT) —o [((T SUBJ, ANT) ® (] SUBJ),]] —
[((T suBJ), ANT) —o ((] SUBJ), ANT)]

Using local names, we can further compact this as follows:

(7.15)  %RP = (] suB)

[(%RP, ANTECEDENT) — ((%RP, ANT) ® %RP,)] —o
[(%RP, ANT) — (%RP, ANT)]

The specification of the manager resource is slightly dsfierin Swedish from what we saw for
Irish in the previous chapter, which looked like this:
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(7.16)  [(1 UDF)y —o (1 UDF), © (1 GFF),)]—o [(1 UDF)y —o (1 UDF),]

The final result is the same in both cases, though: a resotismematic form A — (A ® P)) —o
(A— A). The difference in specification has to do with how the resthef binder-resumptive
dependency works and with the requirement of locality. | eeime back to it shortly.

There are two other components to the binder-resumptiveraigmcy that we need to consider.
The first is the actual equation whereby the binder in the miggecy binds the resumptive pro-
noun and thus satisfies the Extended Coherence Conditiondpharic binding. The second is the
premise for dependency relabeling that allows the depaydescated by the resumptive pronoun
to be relabeled such that the binder can compose with it.drattalysis of Irish binder resumptive
dependencies, these two pieces of information and the @&evlicensing manager resource were
all part of the lexical entry for the complementizaN (in its binder-grounding capacity), as shown
in (6.80) of the previous chapter and repeated here (se®)(@i7further details):

(7.17) aN: C  Binder grounding (anaphoric binding)
Resumptive licensing (manager resource)
Resumptive dependency relabeling

There are three motivating factors for treating Irish reptive licensing like this. The first has to
do with the fact that in the core multi-clausal case of birdsumptive dependencies in Irish the
occurrence ofN is at thetop of the unbounded dependency, as shown Rere:

(7.18) [cpaN...go* ...Rpro...]

(7.19) fir ar shil Aturnaean Staitgorabhsiaddileasdo’n Ri
menaN thoughtAttorneythe Statego werethey loyal to-theKing
men that the Attorney General thought were loyal to the King

(McCloskey 2002:190, (16))

This second motivating factor is that the complementa®giis necessary for a resumptive pronoun
to be licensed: every Irish resumptive occurs under at least@aN. The third motivating factor
has to do with the filler-gap complementizet and the fact that it is necessary for a gap to be
licensed. The last two factors indicate that the top of arounded dependency in Irish is incapable
of integrating itself into the grammatical representatidm other words, the filler or binder in an

3The basic point here holds even for the mixed chains, beddesprediction of the theory developed in the last
chapter is that the bottom of the mixed resumptive pattePasgt¢rns 2 and 3) could be stretched out like (7.18). The
existence of the pattern is hard to confirm, given the limmature of the mixed chains (McCloskey 2002:195); see
section 6.6 of the previous chapter.
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unbounded dependency, e.gwh-phrase, cannot undertake the functional equality or aovdph
binding that satisfies the Extended Coherence Conditioris tlhe complementizeral and aN
that perform this function and this explains why they mustaessarily be present. The fact that
these complementizers occur at thp of the dependency means that they can access the necessary
unbounded dependency functions in a local manner in ordpettiorm the necessary integration.
In sum, the complementizer-marking pattern of Irish inthsatwo things. First, the top of the
dependency is incapable of integrating itself into the greatical representation and depends on the
complementizer for this. Second, the complementizersoparfntegration via functional equality
in the case ofL and via anaphoric binding in the casealfl. This is why the anaphoric binding
and associated dependency relabeling must be associated/\WiThe fact thataN occurs at the
top of a core multi-clausal dependency adds further coraitmm. By occurring at the top of the
dependency, the complementizer can access the unboundeddaecy locally. This local access
leads to the kind of manager resource specification shown 116).

By contrast, | have argued that the resumptive-licensingager resource in Swedish must
occur not locally to the unbounded dependency function seates as the binder in the binder-
resumptive dependency, but rather locally to the resumgironoun. This means that in order to
access the binder in the binder-resumptive dependencywidish licenser would have to search
outwards from its f-structure for an appropriate unboundegdendency function. This kind of
non-local search is warranted for anaphoric binding, batdlement under discussion is not the
resumptive pronoun itself, but rather theenserof the resumptive pronoun. The licenser is not
itself an anaphor. General locality considerations wowlens to dictate that the three pieces of
information that are specified together in the lexical efbrythe Irish complementizeaN should
be separated in Swedish. In particular, the manager reswuspecified at the bottom of the binder-
resumptive dependency, locally to the resumptive pronbunthe anaphoric binding equation and
the dependency-relabeling premise are specified at theftthe dinder-resumptive dependency,
locally to the binder. The situation is shown schematichéye:

(7.20)  Binder ... [cp Lexical material Rpro ... ]
Anaphoric binding Manager resource
Resumptive dep. relabeling
I have purposefully displayeBinderin (7.20) to the left of the relevant material. The reason why
will become clear in section 7.1.2.
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The manager resources in Irish and Swedish occur at the tbipatom of the binder-resumptive
dependency respectively and this leads to differencesdaifspation based on the locality desider-
atum. The details of the anaphoric binding equation and #pedency relabeling premise in
Swedish and Irish are identical, though, since in both ctise® occur at the top of the dependency,
locally to the binder of the resumptive pronoun. The full @peation in the grammars of both
languages for the anaphoric binding equation is:

(7.21) (" UDF), = ((1 GF"), ANTECEDENT)

Similarly, the full specification for dependency relabglin both grammars is:

(7.22) ((T GF+)0 —° Tcr) - ((T UDF)O -0 Tcr)

It is only the specification of the manager resource thaedifbetween the two grammars, and this
has to with the fact that in Irish the manager resource ociufse top of the dependency, whereas
in Swedish it occurs at the bottom.

If the anaphoric binding equation and the dependency rit@ppremise are to occur locally
to the binder, then they can be added to information in SpethiB information must be optional,
though, since material in SpecCP can either be associatbdhifiller in a filler-gap dependency
or with the binder in a binder-resumptive dependency. Speadl therefore have three kinds
of information associated with it: filler information at thep of a filler-gap dependency, binder
information at the top of a binder-resumptive dependenug,eamanager resource at the bottom of
a binder-resumptive dependency:

(7.23) CP— SpecCP c

(T ubF) =| T=1
(Filler info)

(Binder ¢, Anaphoric binding )

Resumptive dependency relabeling
(Manager resource

The C rule remains as in (7.11). | am going to leave aside how Sweiisr-gap dependencies
should be handled in LFG and concentrate on the binder-netsesrdependencies. The analysis of
English filler-gap dependencies given by Dalrymple (200@:3115) can be extended to Swedish
with minor modifications.
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Summary

I have shown how Engdahl’s generalization can be capturadtstally by adding (optional) man-
ager resources to SpecCP arfl Cargued that the manager resources must be contributatlyloc
to the resumptive pronoun in order to distinguish betweemmgnatical cases where material in
SpecCP or €licenses a resumptive pronoun from ungrammatical casesevthere is no lexical
material in SpecCP orCand a resumptive pronoun is impossible. The basis of theveegtiwas
that some check needs to be done to ensure that there isl Imadarial at the left periphery CP
and that this check can only be done locally to the CP in questihe other material associated
with binder-resumptive dependencies is the anaphoricitgnequation that integrates the binder
and the dependency relabeling premise that allows the biod®e inserted at the resumption site.
Specifying the resumptive licenser locally to the resumgpfironoun meant that this other material
must be separated from the resumptive licenser, unlikesh,land must be associated with the top
of the dependency. This move was motivated based on diffesebetween the two languages and
the desire to keep everything completely local.

The result is a structural analysis of Swedish resumptivesrgvall the action is in the rules that
construct CP and its daughters. Bringing together the warmeces of grammatical information,
the rules in somewhat fuller form than they have been givaa far are as follows:

(7.24) CP— { XP | € } c
(T UuDF) =] (T TOPIC PRED = ‘pro’ T=1
( Manager resource )
Anaphoric binding
Resumptive dependency relabeling
(725) C — c0 IP
T=1 T=1

( Manager resource )
SpecCP is occupied by an unbounded dependency functiote lakisence of a relative pronoun,
the TOPIC's PREDIS set to ‘pro’ (see section 2.1.6 of chapter 2 and sectiorR®mPchapter 5). In
either case, the material in bold is optionally contributed
The details of the anaphoric binding, dependency relafpeind manager resource are reiter-
ated here:

(7.26)  Anaphoric binding
(T ubF), = ((I GF"), ANTECEDENT)
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(7.27) Resumptive dependency relabeling
(1 6F)o — T5) — ((T UDF),; —o 15)

(7.28) Manager resource
[((7T suBd), ANT) — [((T SUBJ), ANT) ® (T SUBJ),]] —o
[((T suBJ), ANT) — ((] SUBJ), ANT)]

The structural encoding of Swedish resumptive licensingiwas Engdahl’'s generalization that
Swedish resumptive pronoun occur as subjects followingeriztat the left periphery of CP. How-
ever, there is reason to pursue an alternative, lexicatisnluThis is the subject of the next section.

7.1.2 A lexical solution

In section 6.6 of the last chapter, one of the points of cayemce that was identified between the
resource management theory of Irish binder-resumptiveridgncies and the Minimalist theory
presented by McCloskey (2002) was that both theoriedexiealist In particular, both theories
depend on lexical specification of the complementiabkto drive resumptive-licensing in Irish.
The analysis of Swedish given in the previous section degestn a strictly lexicalist theory in
associating crucial aspects of resumptive-licensing iredsh withstructural aspects of Swedish
grammar, namely c-structure nodes. It is true that the samealb grammatical information is
present in both Irish and Swedish, but in the former it is leduis the lexicon and in the latter it
is housed in the rule system. In this section | want to pursaengecture that McCloskey makes
at the end of his 2002 paper, because it forms the basis fooraiging hypothesis about why
some languages have productive resumptive strategiesthaes @o not. The conjecture will lead
to a purely lexical analysis of Swedish resumptive pronouather than the structural analysis
suggested above.
The conjecture that McCloskey (2002:205) makes is thevioiig:

[W]e might assume that the presence of a lexical form cooedimg to the Irish com-
plementizeraN is the property which distinguishes languages which haveduyative
and grammaticized resumptive pronoun strategy from thdsehado not. Irish, He-
brew, Arabic and so on would possess such a lexical item;ignglould not. This is
surely too crude a proposal as it stands (more distinctiomeeguired than are provided
by this simple binary choice), but it might be a place to stéirhas the advantage of
letting us understand what is otherwise a truly mysteriafierénce among languages
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(whether or not they deploy resumptive pronouns as a graimahatevice) in terms
of the availability or unavailability of a particular morp$yntactic form. The proposal
thus assimilates this parametric difference to others lwhave yielded to similar kinds
of understanding.

| will henceforth refer to this aMcCloskey’s (lexical) conjecturar the (lexical) conjecture

The key proposal is that the difference between grammatsatiosay resumptive pronouns and
those that do not is a matter of lexical inventories. A lamguthat has a lexical item (or lexical
items) that corresponds in its specifications to the IrishglementizeaN — in a relevant manner
to be determined — will have a resumptive pronoun stratetmleva language that lacks the requi-
site lexical item will not. There are two quite appealingexdp to the proposal. The most important
aspect is that it attempts to reduce variation with respecesumptive pronoun licensing to lexi-
cal variation. In the current state of linguistic theoryital variation is an irreducible feature of
our theoretical understanding of language. It is hard tom éwveagine what it would mean to claim
that all languages have the same lexicon. Theories as afeedisparate as Lexical Functional
Grammar, Head-Driven Phrase Structure Grammar, Prirecgoded Parameters Theory and Catego-
rial Grammar have converged on the desirability of locatargguage variation in the lexicon to the
greatest extent possible.The Minimalist Program apprélaahstems from P&P has the yet more
ambitious aim of reducing all language variation to thedexi

The second appealing aspect of the conjecture is relatdktirst and concerns the notion of
“parametric difference”. There are theory-independert treory-dependent notions of parame-
ter that need to be separated here and the conjecture itlyptioncerns them both. The theory-
independent notion of parameter is some specific dimendi@ar@tion among languages, how-
ever it is captured, that has a finite range of options. Indh&e, the “parameter” that is identified
is binary (as McCloskey notes) and is basically just whethiemguage has a lexical item or not.
As discussed in the previous paragraph, this is a notionntlaies sense cross-theoretically. The
theory-dependent notion of parameter is the one postulatédnciples and Parameters Theory. In
that sense, possession of a lexical item is not really a fpater”. However, part of the theory-
internal import of McCloskey’s conjecture is that there baen a signal failure within P&P Theory
to identify a “resumptive pronoun parameter”. One of themmguments of Sells (1984, 1987) is
that there is no single parameter that can be identified asrgimg resumptive pronouns and there
has been no P&P account in the intervening time that suadsséfutes his conclusion. Indeed,
when considered in modern terms, Sells’s analysis bagipaftulates that languages differ with
respect to lexical properties of their resumptive-licagsbperators and their pronouns.
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Given the central, cross-theoretical importance of ldxigrmation in current linguistic the-
ory, it is worthwhile to pursue the conjecture in the theamlined here, rather than simply stopping
with the structural solution at hand. The lexical solutisparticularly promising in another respect.
Swedish has long held out as a recalcitrant case among résarmpmnoun languages. Its resump-
tive pronoun system is undoubtedly one that McCloskey (20@2 in mind when he writes that
“more distinctions are required than are provided by thispde binary choice.” If the Swedish
resumptives we looked at in the last section can be unified thi¢ Irish resumptives in the last
chapter and the Hebrew resumptives in the next section,utdrme promising theoretical progress.

The question is what could be the equivalent of the lexieahiaN in Swedish. There is no
“particular morphosyntactic form” that would seem to be deall candidate. In particular, there
is no single complementizer whose presence strongly edelwith resumption. Instead, any
of the complementizers in Swedish can serve the resumiitimesing role served by the single
complementizeaN in Irish. This does not necessarily undermine the lexitalmjecture. First,
resumptive-licensing is still associated with specifiddakitems. Second, the class of complemen-
tizersis a small, closed class. The apparently simplestavpgoceed is to add the required manager
resources to the relevant lexical entries, as indicated foerthe three principal complementizers:

(7.29) att: C°
(Manager resource

(7.30) om C°
(Manager resource

(7.31) som C°
(Manager resource

In each case the manager resource is optional, since thel@mentizers are not necessarily asso-
ciated with resumption. The motivation for includisgm here may not be immediately obvious,
but it will be explained shortly.

The lexical analysis thus generates examples like (7.5)(arf®j, which are repeated below.
Rather than licensing the resumptive through structurabtaiion on the category’Qsee (7.25)
above), the resumptive is licensed by the complementibeosigh their lexical specifications, as in
Irish.
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(7.32)  Vilketord; vissteingen omdet; stavas medettM?
which word knew nobodyif it is.spelledwith an M
Which word did nobody know if (it) is spelled with &t

(7.33)  Vilkeneley; troddeingen att han skullefuska?
which studenthoughtno onethathe would cheat
Which student did no one think that (he) would cheat?

The anaphoric binding and dependency relabeling partseobifider-resumptive dependency are
still associated with the top of the dependency, as in (7abéye, rather than with the resumptive-
licensing complementizers at the bottom of the dependéertoy.arguments in section 7.1.1 for the
separation of the manager resource from the anaphoricrigirzstid dependency relabeling informa-
tion carry over to the present analysis.

The inclusion of the complementizeomhas to do with a kind of example that we have not yet
seen. In colloquial speech it is possible for the compleimensomto co-occur with material in
SpecCP. Alongside sentence like (7.34) we find ones lik&}7.3

(7.34)  Jagundrarhur ofta Pellefuskar.
I wonderhow oftenPelle cheats
| wonder how often Pelle cheats.

(7.35)  Jagundrarhur ofta somPellefuskar.
I wonderhow oftenthat Pelle cheats
| wonder how often Pelle cheats.

Some speakers have prescriptive biases agaihshaterial in SpecCP adom but such examples
are nevertheless quite common and other speakers are tabhéowith them.
In some dialects, the complementizgt can occur in the same position:

(7.36) % Jagundrarhur ofta att Pellefuskar.
I wonderhow oftenthat Pelle cheats
| wonder how often Pelle cheats.

Notice that these examples indicate that, unlike collddaralish (at least most varieties), collo-
quial Swedish does not disallow the co-occurrence of matieriSpecCP with an overt complemen-
tizer (cf. theDoubly-filled COMP Filter Chomsky and Lasnik 1977, Chomsky 1981). This will
be discussed further shortly. The relevant point at the nmbnsethatsom licenses a resumptive

pronoun:
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(7.37)  Vemundrardu hur ofta somhanfuskar?
Who wonderyou how oftenthat he cheats?
Who do you wonder how often (he) cheats?

The complementizesommust therefore have an optional manager resource in itsaespecifica-
tion.

The introduction of a manager resourcedaynleads to potential problems, since this comple-
mentizer also occurs in relative clauses but the relevasitipo in a relative clause cannot host a
resumptive pronoun:

(7.38) * Jagkannermannensomhansjunger.
I know manbDEFthat he sings.
(I know the man that he sings.)

However, it would be a mistake to construe the ungrammaéiaatl (7.38) as stemming froreom It
is actually a general property of Swedish subject resuragtiiat they cannot occur in unembedded
clauses. Awh-question with a matrix subject resumptive is likewise @mymatical:

(7.39) * Vilken manhansjunger?
which man he sings.
(Which man he sings?)

This data shows that Swedish only allows embedded resuespti®ne possibility that suggests
itself is to restrict resumptives by associating the managgources with the existential equation
(comp 1), which would require the complementizer contributing thanager resource to be in a
complement CP.

This option fails to make an obvious connection between thenghar of Swedish and those
of Irish, Welsh, Hebrew, and Arabic, though. The latter lzages exhibit the Highest Subject
Restriction (McCloskey 1990, Shlonsky 1992, Willis 2000hich bars a resumptive pronoun from
occurring in the highest subject of a clause. The effect efHISR is particularly conspicuous in
Irish, since the highest subject is thaly position from which a resumptive pronoun is blocked
(McCloskey 1990) and in Palestinian Arabic, since the higlobject is not just the only position
from which a resumptive pronoun is blocked but also the oolsitmpn in which a gap rather than a
resumptive is allowed (Shlonsky 1992). If Swedish only hasjext resumptive pronouns, as | have
been assuming following Engdahl (1982), then the distidouabove is explained if the HSR holds
in Swedish as well.
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In section 6.6 of the previous chapter, | adopted McCloské1©90) proposal that there is an
anti-locality effect on anaphoric binding of a subject magtive pronoun by aDF in its own clause.
The restriction was stated as follows:

(7.40) (v ANTECEDENT) # ((SUBJT) UDF),

The equation has the effect that a subjexigJ cannot be locally bound by an unbounded depen-
dency function ¢DF) in its clause. Capturing the necessity of embedding fordsstevia the HSR
is preferable to a direct statement abaaimp — even though both statements are descriptively
adequate — because a property of Swedish is then connedtezlgame property in Irish, Hebrew,
Welsh, and Arabic, whatever its ultimate explanation.

The question remains of how to handle resumptive pronourssaipresence is licensed by
material in SpecCP, as in (7.4) repeated here:

(7.41)  Vilketord; vissteingen hur mangaM, det stavas med __;?
which word knew nobodyhowmany Msit is.spelledwith _
Which word did nobody know how malus (it) is spelled with?

This case was handled in the structural solution by addingager resource to SpecCP in the CP
rule (see (7.24) above). Accommodation of this case willltéa a general revision to the lexical
analysis, whereby the complementizers do not directly rdmrte resumptive-licensing manager
resources.

One possible lexical solution for the SpecCP cases might lagdociate the manager resource
with the wh-phrase that immediately precedes the resumptive, prddymath the wh-word in
particular. This solution is problematic for a number ofsaas, though. Firstwh-words can be
embedded in a variety of ways inside thv-phrase and in general reflect many of the complex-
ities of noun phrase syntax. This means that in order to acitessuBJ of its CP, as required
to state the manager resource in (7.14), wiieword will have to reach outside the constituent in
which it occurs. For example, theh-determinewilken (‘which’) would require a specification like
((cF sPECT) suBJ) to access theusJECTOf the clause that it occurs in. Furthermore, there will
be no single kind of equation that can be used fomdilwords and there would be considerable
heterogeneity in how the manager resources are specifieckexbmple,vilken, vem (‘who’), and
hur (‘how’) would all require different sorts of equations. Thavould thus be no real uniformity in
the statement of Swedish manager resources and the rgsaiatysis would be quite cumbersome
and inelegant. Second, on a related note, the manager cesarontributed byh-words would be
quite different from those contributed by complementizéecause the latter are contributed by a
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(functional) head that maps to the main f-structure for tlaege and can be specified straightfor-
wardly in terms of { suBJECT). Third, a manager resource contributed byfaword would result
in a situation in which an argument or an adjunct (#k-phrase) affects another argument and
arguably the highest argument (theBJECT). This sort of grammatical constraint would be quite
peculiar, since it is normally the head that governs / adféist arguments. Fourth, it was shown
above that the manager resource must be local to the subganptive pronoun that it licenses.
However, awh-phrase will be involved in a filler-gap dependency capturetérms of functional
equality and will therefore be present in two local f-stuues simultaneously (the f-structure cor-
responding to the top of the dependency and the one corrdisgpto the bottom). There would
thus be a potential lack of control and a danger of whephrase removing theUBJECT at the
bottomof its unbounded dependency, rather than the one at the i, due to the heterogeneity
of the putative equations with which the different kindswaf-words would specify their manager
resources, the prospects seem slim for adding the managrireces to the lexical entries farh-
words via lexical redundancy rules. The manager resouroegihave to be added to lexical entries
for individual wh-words. But this makes an incorrect empirical predictiohmanager resources
are associated with the lexical entries for individuai-words (or perhaps classes wh-words),
then there could be variation among dialects as to whiclcéentries fowh-words have manager
resources. Dialect A might have a lexical item faken that has a manager resource, while Dialect
B has a lexical item fowilken that lacks a manager resource. Dialect A would allow a resivep
pronoun after a frontedilken-phrase, while Dialect B would not. As far as | am aware, ndhsuc
dialect variation exists.

These arguments indicate that it is not an option to uphaddkical conjecture by specifying
manager resources omh-phrases. The only other lexical solution that presentdfits to posit
a null complementizer. Null categories are to a great exdaathema to monostratal theories like
LFG, HPSG and Categorial Grammar, but this has been partjeaeffect of distinguishing these
theories from transformational theories. In the latteotfes, null categories play such a central role
in movement transformations that their use elsewhere ifygastified on at least theory-internal
grounds. However, | think even in monostratal theoriesetae general grounds for accepting
the possibility of null categories. In monostratal and sfamrmational theories alike, a lexical item
is essentially an association of a form with a meaning (medidy a category in the case of the
monostratal theories mentioned). The theories allow farmfwith no meaning (e.g., expletives,
do-support) and a complementizer is in fact a prime candidatex fform with no meaning, since
complementizers often make no semantic contribution. dtreethat the opposite situation of a
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meaning without a form should be theoretically possiblethatiat present it could only be excluded
by fiat.

Turning to LFG in particular, the null categories that argitally rejected are syntactic argu-
ments. In particular, the “big PRO” and “littlero” of Principles and Parameters Theory are not
theoretical postulates of LFG. The null pronoun represktigpro is not present in c-structure
but is rather represented at f-structure. The null pronairimformation is added by the head that
bears the pronominal inflection. The cases covered by PR®@ither handled through functional
equality (the classic treatment is Bresnan 1982a) or amaphimding of pronominal information
represented at f-structure (arbitrary control and alsigatdry control in some analyses; e.g. Zec
1987, Dalrymple 2001). Some LFG analyses have postuladedsrto mark the bottom of filler-gap
dependencies (Bresnan 1995, 2001, Falk 2001). Howevesilg@®ccurrences of traces are tightly
controlled by Economy of Expression in these analyses (Bre22001:90-94). In general, null
elements that represent subcategorized arguments arg &lose the theory.

A null complementizer is a completely different propositidhough. First, it is a c-structure
co-head (bearing = | ) and not an argument. Second, it is a functional categoryarexical
category. LFG does not treat the two sorts of category in formimanner (Bresnan 2001). The
c-structure to f-structure mapping theories postulate@t®snan (2001) and Toivonen (2003) dis-
tinguish functional categories from lexical categories. phrticular, c-structure complements of
functional categories are co-heads, whereas c-structum@lements of lexical categories are argu-
ment functions (Bresnan 2001:102). The theoretical cenattbns that allow elimination of null
syntactic arguments (i.e., null lexical categories) intraefure therefore do not readily extend to
null functional categories. The theory in fact anticipaties possibility of null functional cate-
gories. Occam’s razor obviously still applies, though: | fiuhctional categories should only be
postulated where they are theoretically motivated. Théchihgoretical motivation in this case is
an attempt to uphold the lexical conjecture, which promiseexplain variation for resumption.
Further motivating factors will be discussed below.

The null complementizer lexical entry is as follows:

(7.42) 0: CY Manager resource
(T UDF)

There are two distinguishing characteristics of the nuthpementizer that bear mentioning. First,
there is an existential equation that requires the compi#imes to co-occur with an unbounded
dependency function. Since th®F is contributed through SpecCP, this ensures that the noit co
plementizer occurs with material in SpecCP. Second, thispbementizer obligatorily, rather than
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optionally, contributes a manager resource, since it onburs in a resumptive-licensing environ-
ment.

Let us stop to take stock. Theoretical and empirical comatdms have led to the postulation
of a null & for the subject resumptives licensed byva-phrase in SpecCP. On the other hand,
complementizer-licensed resumptives have led to the (@ of optional manager resources for
the complementizeratt, om, andsom As things stand, then, manager resources are contributed
optionally by the overt complementizers and obligatorijythe null complementizer. The analysis
is lexical, and therefore upholds the lexical conjectureowiver, we should ask ourselves if it
is possible to generalize the theory even further. In palgic is it possible to postulate a single
lexical form that obligatorily contributes a manager resey covering both the SpecCP-licensed
resumptives and the complementizer-licensed resumpindds this empirically motivated? If a
single resumptive-licensing lexical entry could be pabite a Swedish correlate of IrisdtN — the
lexical conjecture would be upheld in a very strong form.

Even in the absence of a single lexical entry that covers tasthmptives licensed by material
in SpecCP and those licensed by complementizers, it isat#sito posit a single lexical entry that
generalizes across the complementizers. There are tlasen®for this. First, having each comple-
mentizer optionally contribute a manager resource pretlict there should be dialectal variation in
lexical inventories. We would expect to find dialects werly@subset of complementizers license
resumptive pronouns. | know of no such dialectal data. S&die lexical conjecture is still upheld
in a strong form if we can posit two related lexical entriase for the SpecCP-licensed resumptives
and one for the complementizer-licensed resumptives.dThithough Engdahl’'s (1982) original
observation about the distribution of Swedish resumptiyeseralizes across both SpecCP afid C
as COMP, with the adoption of CP and the separation of COM® SmtecCP and Cour theory
leads us to expect that lexical items should be sensitivieet@pecCP / €distinction.

Let us first proceed to define a single lexical entry for a rastive-licensing complementizer.
The basis for the single lexical entry to be posited comam ffoivonen’s (2003) X-bar theory and
theory of non-projecting words. We have already seen tld@erthat play in the previous chapter,
where the Irish complementizers were treated as non—phm@pé categories. Toivonen (2003:22)
generalizes over non-projecting (“X-roof ") categories and projecting %(“X-zero”) categories
with a plain X category. The category X is theoretically jfistl based on the fact that both pro-
jecting and non-projecting categories are terminal nodasdominate lexical material (Toivonen
2003:64). It is empirically justified based on lexical itethst behave like both projecting and
non-projecting words (Toivonen 2003:22ff.; see chaptexe2tion 2.1.2).
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We can take a first step towards a single lexical entry if weiragsthat the category of the
null complementizer that licenses subject resumptives, iSo€C’. The null complementizer can
therefore be realized either as a projecting categdtyli€e in (7.42), or as a non—projectin@
which adjoins to the regular, overt complementizers. Thadbdetails of the lexical entry are as
follows (to be amended slightly below):

(7.43) 0: C Manager resource

The non-projecting version of the complementizer requaresle for adjunction to &

(7.44) C — cY C
T=1 T=1

The generalized, non-projecting / projecting category @ #e requisite rule for the introduction
of its C realization are justified on grounds internal to Swediglseld on Toivonen’s demonstra-
tion that the Swedish particle system requires non-projgavords. As mentioned above, there
are lexical items with this sort of category. Further juséfion for the proposal comes from the
grammar of Irish, which | have argued has non-projecting mlementizers (Asudeh 2002b; also
see chapter 6, section 6.1). Still further justification esnfrom the grammar of Hebrew. | argue
in section 7.2 below, following the analysis of Borer (198pat Hebrew also has a non-projecting
complementizer that is introduced by a rule similar to (J.44

The lexical entry (7.43) is not quite enough, because theetsion of the null complementizer
needs to be constrained to avoid generating ungrammadngersces like (7.8), repeated here:

(7.45) * [Vilken elev]; trodde ingen [cp () han skullefuska?)]
which studenthoughtno one he would cheat
Which student did no one think (he) would cheat?

This sentence does not have material at the left periphefyFofthere is nothing in SpecCP and
there is no overt complementizer.
The lexical entry is therefore amended as follows:

(7.46) ©0: C  Manager resource
{ (1 uDF | (T COMPFORM) }

The expressiod (T UDF | (T comMPFORM } is a disjunction that requires that either there is a
UDF (contributed by SpecCP), just like in (7.42), or that thera ifeaturecOMPFORMWith some
value.
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The featurecomPFORMIs used in LFG for placing restrictions on complementizde@n
(Dalrymple 2001:28, 111-116).dMPFORMis a member of a general class of LFGRM features
(Butt et al. 1999, Dalrymple 2001:28). It is used, for examph stating that, in many dialects, the
English verbjustify cannot take a CP introduced iy(Dalrymple 2001:111+~(73b)):

(7.47)  You have to justify whether / that / * if your journeyrisally necessary.

The feature would also be used to state the restriction thgligh sentential subjects must be CPs
introduced bythat (Dalrymple 2001).

The disjunction in (7.46) has the following effect. It rems the null C to occur in either a
CP with material in SpecCP contributinguaF or a CP with an overt complementizer that has a
value forcompFORM This is admittedly an inelegant solution. What is reallguieed to capture
Engdahl’s generalization is to identify something that &pfe¢ and an overt complementizer have
in common. For Engdahl (1982) this was occurrence in COMRh\Wfie otherwise motivated
separation of COMP into SpecCP anti Gee, e.g., Bresnan 2001:133), we have lost the ability to
state certain generalizations over the two. Kathol (2008)has recently proposed tihéarking
Constraint whereby a clause is marked with a feature if its left peniphe either awh-phrase or
a complementizer. The Marking Constraint thus regains tiléyato generalize over SpecCP and
CO.

However, there is Swedish dialectal data that suggestséipairate lexical entries are motivated
for the SpecCP and@ases. Some speakers of filandssvenskdialect of Swedish spoken on the
Aland Islands (see section 7.1.3) have obligatory reswmmtionouns after material in SpecCP but
either only optionally allow them after overt complemeatiz or do not allow them in that position
at all:

(7.48)  Vilkenelev undrardu hur ofta hon/* __ fuskar?
which studentwonderyou howoftenshe / _ cheats?
Which student do you wonder how often (she) cheats?

(7.49) a. * Vilkenelev trodde ingen att honfuskar?
which studenthoughtno onethatshe cheats?
Which student did no one think that (she) cheats?

b. * Vilken elev undrardu om honfuskar?
which studentwonderyouif she cheats?
Which student do you wonder if (she) cheats?
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This dialectal data thus lends further support to the séiparaf COMP into SpecCP and’Csince

resumptives in this dialect are sensitive to a distinctietwleen the two positions. We may still

want to generalize over the two positions for other reaspad)aps using Kathol's proposal.
Rather than a single entry, we have the two lexical entrieg/ahere:

(7.50) 0: CY Manager resource

(T uDF)
(751) 0: C  Manager resource

The first is just (7.42) again. The second i€ alternant that does not require the presence of an
unbounded dependency function, but needs to adjoin tb\dathe rule in (7.44). The nuiC will
therefore adjoin to any of the overt complementizaits om, or som

These lexical entry lead to the c-structures in (7.52) an83j7for awh-phrase-licensed re-
sumptive and a complementizer-licensed resumptive (drdyélevant parts of the c-structures are

shown).
(7.52) CP
— T
(TubF) = T=1
XP c
/\
T=1 T=1
C IP
| /\
0 (TsuB)=| T=1
MR DP I’
(T uDF) AN AN

Rpro



7.1. RESUMPTIVE PRONOUNS IN SWEDISH 255

(7.53) cp
|
T=1
C/
/\
T=1 T=1
co IP
/\ _— T
1= 1=1 (TsuBy) =| T=1

A A

Rpro

@)
(=)
= — o |l

att/ om/som
MR

Compare these c-structures to (7.4) and (7.5), which aeated here.

(7.54) [Vilket ord]; vissteingen [cp [hur mangaM]; [c’ det stavas med _ ;]]?
which word knew nobody  how many Ms it is.spelledwith __
Which word did nobody know how malls (it) is spelled with?

(7.55) [Vilketord]; vissteingen [cp [ omdef stavas medettM]]?
which word knew nobody if it is.spelledwith an M
Which word did nobody know if (it) is spelled with &t

The analysis also generates structures like (7.56), where is material in SpecCP in addition to
an overt complementizer and a resumptive pronoun subject:
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(7.56) cp

XP c
T=1 T=1
(o IP
/\ T
1= 1=1 (T suBy=| T=1
0 & NP I’
| | N A
att/om/som Rpro

MR

This kind of structure is appropriate for sentences lik87Y,.which is repeated here:

(7.57)  Vemundrardu hur ofta somhanfuskar?
Who wonderyou how oftenthat he cheats?
Who do you wonder how often (he) cheats?

A possible objection to a null complementizer being presemen there is material in SpecCP is
that this would be a violation of whatever constraint bloskstences like¢ | wonder how often
whether he cheatsThe relevant constraint for English was originally intnoed as théoubly-
filled COMP Filter (Chomsky and Lasnik 1977, Chomsky 1981). However, exam)esthis
one and (7.35)—(7.36) indicate that there is no analogonst@nt against simultaneous filling of
SpecCP and €in Swedish. Furthermore, theoubly-filled COMP Filteris a constraint on the
syntax-phonology interface (PF in P&P/Minimalism; Chom4d©81:236) and should not apply to
a null complementizer in any case (also see Borer 1984:234).

Finally, the analysis does not generate resumptive pranibtimere is no left-peripheral material
in CP, as in example (7.8), which is repeated here:

(7.58) * [Vilken elev]; trodde ingen han skullefuska?
which studenthoughtno onehe would cheat
Which student did no one think (he) would cheat?
(Engdahl 1982:166;-(65b))

The constraint in the lexical entries for the nulf & not met, since this example does not have
material in SpecCP and therefore lackstr in the correct place. There is no overt for the null
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Cto adjoin to either. No manager resource is contributatesneither of the contributing lexical
items can be inserted, and the pronoun is not licensed.

At this point it would be useful to bring the various piecedhd analysis together in one place
and to see its application at the level of detail seen in tBedhapter. The lexical entries that
correspond to IristaN — the null ¢ andC that contribute mangager resources — are shown in
(7.59) and (7.60). The c-structure rules for introducing thement and for constructing CP follow
in (7.61) and (7.62). The full specifications of the manageource, the anaphoric binding equation,
and the dependency relabeling premise follow in (7.63) 165)/

(7.59) 0: C° Manager resource
(T UDF)

(7.60) 0: C Manager resource

(761 @ — C° C
T=1 T=1
(762) CP— { XP | € } (o4
(T uDF) =] (T TOPIC PRED = ‘pro’ T=1
Anaphoric binding
Resumptive dependency relabeling

(7.63) Manager resource
APAy.y : [((T SUBJ), ANT) — [((T SUBJ), ANT) ® (1 SUBJ),]] —o
[((T suBJ), ANT) —o ((] SUBJ), ANT)]

(7.64)  Anaphoric binding
(T UubF), = ((1 GF"), ANTECEDENT)

(7.65) Resumptive dependency relabeling
AP.P:((1 GF")y, — 1s) — ((T UDF)y —o 1)

Notice that under the lexical analysis the CP rule no longatributes a manager resource (compare
itto (7.24) above). Notice also that the manager resour@ing constructor has the same meaning
language side as the manager resource in Irish — in otherswibiftas the same semantic effect —
despite the difference in specification discussed abowetfgelrish manager resource in (6.58) on
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page 198). The anaphoric binding and dependency relakiefiognation is identical to that found
in Irish. Only its source is different (the CP rule \a\).
Let us see how the analysis treats the following examplechvisi a simplified version of (7.9):

(7.66) [Vilkenelev], trodde Mariaatt han skulle fuska?
which studenthoughtMaria thathe would cheat
Which student did Maria think that (he) would cheat?

The c-structure, f-structure, and s-structure of this ealar(at the relevant level of detail) follow in
(7.67). Notice that the finite verb is generated fh Chis is a common LFG analysis of Germanic
verb-second (Bresnan 2001, Sells 2001, Toivonen 2603).small fragment covering just this
example is presented in appendix C.

4Sells (2001) argues that the verb in subject-initial V2 skauis in §. Toivonen (2003) follows Sells in this regard.
The example in (7.67) is @h-initial question, though



7.1. RESUMPTIVE PRONOUNS IN SWEDISH 259

(7.67) cP
/\
(1 Focuy = | =1
DP c
/\
Vilken elev 7 :Ol T=1
which student c P
/\
rodde —(j suy = | 1=
thought DP VP
l
Maria (T comp) = |
CP
|
=1
C/
/\
= T=1
co IP
/\ /\
T=1 T=1 (T suB) = | T=1
o C DP K
I I
tﬁttt MV)R han skulle fuska
a he would cheat
[PRED  ‘think’ i
PRED ‘student’
FOCUS s i -r—-=-
SPEC [PRED ‘which’ \\\\
= So
SuUBJ m“Maria”} RO
t [PRED  ‘cheat’ 1 D T
o | ANTECEDENT s(,[ }
PRED ‘pro’ o———
PERS 3 -
COMP C|SUBJ p
NUM  sg
GEND mas
TENSE future

The following premises are contributed by the lexical iteangl SpecCP, as instantiated by the
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f-structure and s-structure above (I have taken a shoricprdcombining thevh-determiner and

its noun):
(7.68) 1.VX.[(s—X)—X] Lex. vilken elev (‘which student’)
2. (p—ot)—(s—ot) SpecCP
3. m—oc—ot Lex. trodde (‘thought’)
4. m Lex. Maria
5 [s—o(s®p)]—(s—s) Lex.0 (MR)
6. s—(s®p) Lex. han (‘he’)
7. p—c Lex. fuska (‘cheat’)

The premises construct the proof in Figure 7.1.



Resumptive licenser (): manager resource (top left) consumes pronoun (top riggayjng antecedent resouﬂ( e

‘ Top of dependency (SpecCPYesult of dependency relabelilhg\

fuska (‘cheat’) maria trodde (‘thought’)
[p)? p—oc m m-—oc—ot
N ——————
\ 0 (MR) han (he’) i c c—ot
| [s —(s®p)]—o(s—os) s—(s®p) | i rs SpecCP
| (s —5) [s]" p—ot (p—t) = (s—1)
} S } \L s—ot ‘\

vilken elev (‘which student’)

o VX [(5 —0 X ) —o X] x

Qu(z, student(x), think(maria, cheat(x))) : t

Assumption on antecedent discharged, forming the scopr&ewm-operatori

Figure 7.1: Proof for a Swedish binder-resumptive depecylen

HSId3Ims NI SNNONOYHd INILANNSTH T/

T9¢
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7.1.3 Dialectal variation: resumptives without ECP /thattrace

So far | have been describing a dialect of Swedish that i/faiandard in Sweden. The dialect of
Swedish spoken on thiland Islands shows interesting variatiohland is part of Finland, but it is
geographically, historically and culturally more closedjyated to SwederAlandssvenska neither

a dialect of standard Swedish nBinlandssvenskathe standard Swedish spoken on the Finnish
mainland, although all such claims are to a certain extdaitrary.

The basic generalization about the Scandinavian languagkes literature (Engdahl 1982, Ma-
ling and Zaenen 1982, Engdahl 1985) is that either they atlmat-trace violations but disallow
filled-COMP resumptives of the kind we have been looking ar(Bh, Icelandic, Norwegian) or
they disallowthat-trace violations but allow filled-COMP resumptives (Svatdi Speakers dfin-
landssvenskaleviate from the pattern slightly in allowing a gap after tmenplementizeatt, but
requiring a resumptive pronoun after all other complenzensi orwh-phrases at the left periphery
of CP® From the perspective of thbat-trace filter or the ECP this all seems to make a lot of sense.
In particular, it would seem to give excellent support totlResort theories of resumptive pronouns
that claim that resumptives occur specifically in order toidECP violations, such as the theo-
ries of Shlonsky (1992) and Aoun et al. (2001). In fact, tharflinavian languages seem to show
much clearer support for such accounts than the languagethty have actually been applied to
(Hebrew and Arabic). In Hebrew direct objects can be resivapironouns, which requires some
special maneuvering (Shlonsky 1992). This is somewhatodishif the resumptive is there by last
resort, since gaps in direct object position are generaiynjited cross-linguistically.

Alandssvensk unlike the other Scandinavian languages in allowing Itkdttrace violations
and resumptive pronouns. The following are therefore bo#sible:

(7.69)  Vemundrardu om fuskar?
who wonderyouif cheats
(Who do you wonder if cheats?)

(7.70)  Vemundrardu om hanfuskar?
who wonderyouif he cheats
Who do you wonder if he cheats?

Many speakers also allow either gaps or resumptives aftepdeipheralwh-phrases:

SAnders Holmberg (p.c.) informs me that some Fenno-Swedes tihe Finnish mainland speak a dialect that patterns
like the other Scandinavian languages in allowing #rat-trace violation and disallowing resumptives.
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(7.71)  Vemundrardu hur ofta fuskar?
who wonderyou how oftencheats
(Who do you wonder how often cheats?)

(7.72)  Vemundrardu hur ofta honfuskar?
who wonderyou how oftenshe cheats
Who do you wonder how often she cheats?

For some speakers gaps are only allowed after complemenéind resumptive pronouns are oblig-
atory after left-peripheralvh-phrases. For other speakers, resumptive pronouns aresnoitied
after complementizers but are obligatory after left-peei@l wh-phrases (see section 7.1.2).

It is hard to see how th&landssvenskgacts could be naturally accommodated in a Last Resort
theory (Shlonsky 1992, Aoun et al. 2001). Here we have a laggwvhere there is no constraint
against subject extraction after left-peripheral maténaCP (for some speakers), yet resumptive
pronouns are sanctioned. These pronouns thus do not seerattast resort. A last resort theory
might attempt to postulate that the compIementizerél&ndssvenskare systematically ambigu-
ous between homophonous alternants, one of which leadsttoelsort insertion of a resumptive
pronoun and the other of which does not. This is Shlonsk@82)'s proposal for the optionality of
resumptives and gaps in Hebrew direct objects. He propbs¢shte Hebrew complementizehe-
is ambiguous between two homophonous alternants. Theatdasridependent evidence for this in
Hebrew, but matters become even worsAlandssvenskaince here at least three complementizers
would have to be ambiguous between homophonous alternaitii@ut independent justification.
Furthermore, there is still the matter of the speakers whoateven havehattrace effects after
left-peripheralwh-phrases.

Another option might be to claim that speakersﬁdﬂmdssvenskare bi-dialectal between the
Swedish and Finnish dialects of Swedish and that they coimgrammars, one that allows re-
sumptive pronouns after left-peripheral material in CP disallows thattrace (like Swedish in
Sweden) and one that alloviBat-trace but disallows left-peripheral material (likenlandssven-
skg. There is no independent evidence for this, but more inapdist it lacks any explanatory
force. Why do the speakers not instead do neither? Suchdgeguexist: English does not allow
either option robustly (see chapter 8).

By contrast, on the present account, as in other non-tramatienal accounts, all that needs to
be said is that speakers Afandssvenskaave resumptives in subject position and do not have the
thattrace filter / ECP. The speakers who only allow gaps aftergtementizers only have théat
trace / ECP filter with respect to left-periphengh-phrases. This is entirely expected, given that
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complementizers in many languages do not give rise to tleetefind that it is generally stronger
with wh-phrases.

7.1.4 Interim summary and discussion

| have presented a lexical analysis of Swedish resumptwequns that upholds McCloskey's lexi-
cal conjecture while simultaneously capturing Engdatd’seyalization. The lexical analysis posits
a null @ and a nullC as the Swedish analogs of Irighv. Engdahl’'s generalization was captured
by restricting the null complementizers lexically suchtttieey can only co-occur with material in
SpecCP or an overt complementizer if. CThus, a seemingly structural generalization has been
captured lexically. The analysis was further restrictedH®y Highest Subject Restriction that has
been posited for other languages (Irish, Hebrew, ArabidskyévicCloskey 1990, Shlonsky 1992,
Willis 2000). | showed that the HSR can be extended to Sweatisththat this explains why the only
true resumptives in the language are embedded subjectanélibnly subjects can be resumptives,
but the HSR blocks highest subjects, leaving only embeddbjats.

By pursuing the lexical conjecture as my hypothesis, | hdn@ve that contrary to what has
previously been thought (Sells 1984, McCloskey 1990), dsemptive pronoun system of Swedish
quite closely resembles that of Irish. The results are sumaetdhin Table 7.1. The resumptive
licenser in both languages is a particular lexical item. dthbcases it is a complementizer: non-
projecting in Irish and non-projecting or projecting in Slgh. The fact that the complementizers
have different forms is to be expected, since they are altdexacal items from different lexical
inventories. The Swedish resumptive-licensing compldiners have null form, but | argued above
that lexicalist theories must allow null forms as the limgficase of phonological realization, just
as total lack of meaning is the limiting case of semanticizatibn. The major point of divergence
between Irish and Swedish, stemming from consideratiorlsaaflity, is whether the resumptive
licenser occurs at the top of the binder-resumptive depaydérish) or at the bottom (Swedish).
The analysis lends further credence to the lexical conje@s a hypothesis about language variation
with respect to true, grammaticized resumptive pronouatesgies.

The unification that this lexical analysis achieves betwibernresumptive systems of Irish and
Swedish is only valid if the overall theory can also accoumtdny differences between the two
systems and if the overall theory can account for the Swedishmptives that were left aside at
the beginning of the chapter. This is taken up up in the nestiwefor the subject resumptives that
| have argued, are the only syntactic resumptive pronourgniadish, following Engdahl (1982).
The other apparent resumptives in Swedish are discusshd irekt chapter.



Resumptive licenser
(lexical contributor of manager resource)

Anaphoric binding

HSR | Form | Category Position Local to Position Local to
(in dependency) (in dependency)
Irish Yes | aN c Top UDF Top UDF
Swedish|| Yes 0 co, C Bottom SUBJ Top UDF

Table 7.1: A comparison of the resumptive pronoun systenhsshf and Swedish
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7.1.5 Predictions

The grammaticized or syntactic resumptive pronouns in $hed- those that occur after left-
peripheral material in CP — have been assimilated to thairesamanagement theory of resump-
tive pronouns that was applied in some detail to Irish. The®th of resumptives is based on the
following two assumptions (see section 5.1 of chapter 5):

1. Resumptive pronouns are ordinary pronouns.
2. Resource Sensitivity: natural language is resourcsiben

If a resumptive pronoun is an ordinary pronoun, then it atrtss a surplus resource. If Resource
Sensitivity is to be maintained, then there must be an anfditiconsumer of the pronominal re-
source present. This is the manager resource that licamsessumptive pronoun.

The theory makes the following general prediction, whichles equally to Swedish:

(7.73) Syntactic resumptive pronouns and binder-reswmmmtiependencies have distinct prop-
erties from gaps and filler-gap dependencies.

In chapter 4, three characteristics were identified asgjsishing resumptives and their dependen-
cies from gaps and their dependencies: islands, formitgesitects, and weak crossover.
The theory therefore makes the following predictions wibpect to Swedish:

(7.74) Swedish binder-resumptive dependencies are aoidsdensitive.
(7.75) Swedish binder-resumptive dependencies do not &broavidentity effects.
(7.76) Swedish binder-resumptive dependencies do not sleak crossover effects.

The corresponding predictions for Irish are all confirmed.

The fact that only embedded subjects are syntactic resuesptogether with the fact that
Swedish does not have many island constraints makes theifidiction hard to test. It is cer-
tainly true that syntactic resumptives in Swedish are rah&-sensitive, but the sorts of clauses in
which they occur are not islands in the language anyway.€fbeg, it is not really possible to set up
examples in which there is a gap in what is independently kiodve an island and to show that this
is ungrammatical. In addition, in standard Swedish the gapldwiolate thethat-trace filter / ECP,
so it would be impossible to establish whether the ungrancaléy is really due to the island. The
prediction is confirmed vacuously, so the confirmation istremnendously revealing.
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The form-identity prediction is not readily testable eithEhe unmarked case fovh-pronouns
in Swedish is likely nominative, since it is a nominativesasative language and nominative is even
the case used for post-copular pronouns:

(7.77) Detarjag/* mig | du /*dig | hon/*henne
it isl /me |youNoMm/youAacc |she/her
Itis me /you / her.

The Tarzan test similarly indicates that nominative is tetadit:

(7.78) Jag TarzanDu Jane.
[.NOM Tarzan. You.NOM Jane.

(7.79) * Mig Tarzan.Dig Jane.
|.AcC Tarzan. You.ACC Jane.

But since the syntactic resumptives in Swedish are subgattdear nominative case anyway, there
is no real opportunity for testing the form-identity preiba, although once again it is not discon-
firmed.

The weak crossover prediction can be tested, on the basiernitzedded subjects give rise to
weak crossover effects:

(7.80) *Whg did her, teacher say ; cheated?

Before proceeding, there is an earlier claim about resimmitionouns and weak crossover that
needs to be addressed.

Engdahl (1985:9) understands examples like the followsgstablishing that Swedish resump-
tives do not suppress weak crossover effects:

(7.81) * mannepsom hang mor tycktebastom
the.man that his motherliked best
the man who his mother liked best
(Engdahl 1985:9, (13a))

(7.82) * Vem tycktehans mor bastom _ ;?
who liked his motherbest
Who did his mother like best?
(Engdahl 1985:9, (13b))
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These results are presented in contrast to examples thatskigq1982) presents showing that the
corresponding English sentences are better than we woplecexhem to be if they were weak
crossover violators.

The data in both cases has been misanalyzed as an artefadep&ndent theoretical assump-
tions, though. The pronouns in the Swedish examples in Y&8d (7.82) count as resumptive
pronouns in a theory that uses coindexation to represedirgjrand which takes a resumptive pro-
noun to be operator-bound. This is the kind of theory in wititlomsky (1982) and Engdahl (1985)
were working. However, it should be clear that these prosare only coincidentally resumptive.
In particular, they are not involved in the unbounded depany which the relative- awh-operator
heads. That dependency terminates in the gap. It is onlydmgitivity of coindexation that these
pronouns get to be considered resumptive at all.

What is really required to test weak crossover for resurapgtionouns in Swedish are examples
in which the pronoun actually terminates the unbounded midgecy and is therefore actually used
as a resumptive. The required kind of example is one thatatogous to the embedded-subject
English example in (7.80) above, except with left-perighéZP material, since this is the only
environment in which a Swedish syntactic resumptive occliise resource management theory
predicts that these should be well-formed, because thewgsue is an actual pronoun in the syntax,
not a gap. The syntactic subject resumptives of Swedishidghioerefore behave like the syntactic
object resumptives in Irish and Hebrew, which do suppressweossover. The prediction that true
resumptive pronouns in Swedish suppress weak crossovenfisrned®

(7.83)  Vilkenelev; undrar hang larare omhan fuskar?
which studentwondershis teacheif he cheats
Which student does his teacher wonder if (he) cheats?

(7.84) Vilkenelev; undrar hans larare varfor han fuskar?
which studenwondershis teachewhy he cheats
Which student does his teacher wonder why (he) cheats?

(7.85)  Jagkannerenelev somhennedarare undrar om honfuskar.
I  know a studenthat her  teachewondersf she cheats
I know a student who her teacher wonders if (she) cheats.

6As is common with weak crossover judgements, there is somaksep uncertainty and variation here. For many
speakers the judgements are quite robust, though.
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If the resumptive were underlyingly a gap, this pattern @hgmatical data would be completely
unexpected, since gaps do give rise to weak crossover iniSved

Further weak crossover evidence comes fromiamdssvenskelialect described above. Recall
that speakers of this dialect allow both gaps and syntaesiomptive pronouns after left-peripheral
material in CP. There is no weak crossover violation for kaeaofﬁ\landssvenskwhen aresump-
tive pronoun is used, but a corresponding gap does resulivee#t crossover violation:

(7.86) * Vilkeneley, undrar hans larare om __; fuskar?
which studentwondershis teacheif cheats
(Which student does his teacher wonder if cheats?)

Since speakers of the dialect allabhattrace gaps, the ill-formedness of (7.86) can only be due to a
weak crossover violation. This dialectal pattern add$&nsupport to the theory.

7.1.5.1 Reconstruction, parasitic gaps, and across-thesrd extraction

In section G of chapter 4, | presented Swedish data on recmtisn, parasitic gaps, and across-
the-board (ATB) extraction that have been argued to sugperntiew that Swedish resumptives are
underlyingly gaps. The current theory claims that syntasumptives in Swedish are ordinary
pronouns in the syntax, so it seems that this data would daegmatic. In this section | will show
that the theory in fact makes the correct prediction aboudnstruction with respect to the subject
position that true resumptives occupy in Swedish. | wilbadketch an analysis of parasitic gaps that
builds on previous work on coordination and ATB in Glue Setitan(Asudeh and Crouch 2002a).
The resulting sketch in conjunction with the present thgmints to an explanation of the Swedish
parasitic gap and ATB facts that makes strong connectiopagband recent work on these topics
(Steedman 1987, 1996, Nissenbaum 2000) and potentialtis l&rrther support to the principal
findings of this work, although it does not directly suppdntit theoretical understanding of the
findings since these theoretical assumptions are not shatlethe current theory.

The Swedish reconstruction examples in chapter 4 conceeedstruction for anaphoric bind-
ing of reflexive possessors. This kind of example cannot led ts test syntactic subject resump-
tives for reconstruction, since there is no way to test regantion of the reflexive possessor in
subject position without incurring an independent bineihgoretic violation based on the local-
ity requirements that the possessive reflexive places cemiiscedent. The only option is to test
for scope reconstruction. | am not convinced that such &ooaction is most profitably analyzed
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purely syntactically (see the discussion in Jacobson 1889%eferences therein), but let us nonethe-
less proceed as if it were. The required kind of examplestaddilowing, where | represent the
reconstruction point as a black box:

(7.87)  Which student did every teacher #gheated?
(7.88)  Which student did every teacher wondelli€heated?

If reconstruction is possible, theh-phrase should be able to take narrow scope with respect to
the universal and a pair-list answer should be grammati€akconstruction is not possible, the
wh-phrase must take wide scope and only an individual or idda&i function answer should be
possible.

The Swedish question corresponding to (7.87) with a gapeatetonstruction site following no
left-peripheral CP material allows all three kinds of answe

(7.89)  Vilkkenelev trorvarjelarare __ fuskar?
Which studentror everyteacher__ cheats
Which student does every teacher think cheats?

a. Pelle
b. Hans mest begavade elev
His most gifted student

c. Andersson, Alfons; Boberg, Benny; Cornelius, Conny

Similarly, a post-complementizer gapAdandsvenskallows all three answers:

(7.90)  Vilkenelev undrar varjelarare om __ fuskar?
Which studenwonderseveryteacheliif cheats

Which student does every teacher wonder if (he) cheats?

a. Pelle
b. Hans mest begavade elev
His most gifted student

c. Andersson, Alfons; Boberg, Benny; Cornelius, Conny
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This is what we would expect, since a gap should allow botrewitbpe and narrow scope for the

quantifier.
The theory makes the following prediction about reconsimucfor subject resumptives:

(7.91) Syntactic resumptives do not allow reconstruction.

If the subject resumptive is a pronoun, as in the presentyh#dwen reconstruction is predicted to
be blocked, since the reconstruction site is occupied byagqm.

If the subject resumptive in Swedish is underlyingly a gaghbuld allow reconstruction and
the pair-list answer should be grammatical. The presemiryharedicts that the pair-list answer is

impossible and the prediction is confirméd:

(7.92)  Vilkenelev undrar varjelarare omhanfuskar?
Which studentwonderseveryteacheif he cheats
Which student does every teacher wonder if (he) cheats?

a. Pelle
b. Hans mest begavada elev
His most gifted student

c. *Andersson, Alfons; Boberg, Benny; Cornelius, Conny

Reconstruction facts therefore support the current theeey a theory that posits that the resumptive
pronoun is underlyingly a gap. The reconstruction facteaning putative object resumptives are
discussed in the next chapter.

Parasitic gaps and ATB extraction present a greater clyalenthis theory, because the original
data that was presented already established that the agtui@ctic subject resumptives license
parasitic gaps, as shown in (7.93), and do not result in ATations, as shown in (7.94):

(7.93) Detvar denfangen somlakarna inte kundeavgoraomhan verkligenvar sjuk utan
it wasthatprisonerthat the.doctorsot could decide if he really wasill  without

atttalamed p ; personligen.
to talk with __ in person
(This is the prisoner that the doctors couldn’t detemineeitéally was ill without talking

to in person.)

"Once again the judgements are delicate, but several sgaakerstly show the pattern reported here.
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(7.94) Dar bortagar enmansomjag ofta traffar _ meninte minns  vad hanheter.
There  goesa manthat | oftenmeet __ but not remembemwhathe is called
There goes a man that | often meet but don’t remember whatdalél.

(Zaenen et al. 1981:681, (9))

| have argued that the subject resumptive pronouns in Stexles real resumptive pronouns, in
agreement with Engdahl (1982), and the theory holds thatdhe therefore ordinary pronouns in
the syntax. This data must therefore be construed as a signtasumptive pronoun licensing a
parasitic gap on this theory and a syntactic resumptivequmomot causing an ATB violation.

There is however an implicit assumption in construing thegisic gap and ATB data as prob-
lematic for the theory. The assumption is that these phenarage entirely syntactic. It is only on
this assumption that this data indicates an underlying gpssfor Swedish resumptive pronouns.
Given the argument from weak crossover and reconstructianthese resumptives are not gaps,
a contradiction seems to arise. One set of data indicatégshbaesumptives are gaps, the other
set indicates that they are pronouns. However, if the assomthat parasitic gaps and ATB are
purely syntactic phenomena is given up, the theory prethetsimilarity between resumptives and
gaps. The reason is that at the level of semantic composiipresented by the linear logic Glue
proofs and in the model-theoretic semantics representedebgneaning language side of the Glue
meaning constructors, syntactic resumptive pronouns apd gre equivalent. Once the manager
resource that license a syntactic resumptive has remoeggrtimoun, the rest of the proof and the
resulting interpretation are equivalent to the proofs artdrpretation for corresponding sentences
with gaps. In a sense, a resumptive pronoun is a pronoun igytitax and a gap in the semantics.

The following corollary therefore results from the theory:

(7.95) If a phenomenon shows a correspondence between @ticined resumptive pronouns
and gaps, the correspondence is captured in semantic citimpdproof-theoretic) or
the meaning language that interprets the semantics (ntioeleietic).

In other words, syntactic resumptives and gaps should ¢y £orresponding semantic behaviour,
not corresponding syntactic behaviour. Notice that thissdoot mean that gaps and resumptives
correspond completely in the semantics, just that any spomdences there are must be semantic.
One such correspondence is the fact that resumptive preremch gaps with antecedents that are
operators are interpreted as bound by those operators. udgwany restrictions that pronouns
place on their antecedents, whether syntactic (such aaaimagreement) or semantic (such as the
restriction that the antecedent cannot be an individuailat &oncept) still hold, since the pronoun is
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initiatlly present in semantic composition and is only resmsthrough composition with a manager
resource.

It has been known for quite some time that there are exceptmATB extraction (see Kehler
2002 and references therein). Ross (1967) already notexgbtisns like the following:

(7.96)  What did you go to the store and buy?

Extraction has taken place out of the second clause but edirgh, yet the sentence is grammatical.
Based on these and other observations, Kehler (2002) atigaie&TB cannot be a purely syntactic
phenomenon and is additionally governed by semantic argivgatc factors and general conditions
on discourse coherence. Asudeh and Crouch (2002a) prov&leeaanalysis of ATB that can be
integrated with Kehler's theory. They capture discourdeetht ATB effects through conditions
of proof parallelism, similar to those that they have argsbduld capture scope parallelism in
ellipsis (Asudeh and Crouch 2002b). Proofs are abstraoffftheoretic objects, no matter how
they are represented and the proof-theory that undertieadilogic allows the treatment of proofs
as first-class objects without danger of making statemdiatisare contingent on arbitrary features
of representation (i.e., how the proofs happen to be writt@mn). This follows because there are
procedures of proof normalization that reduce any reptatien of a proof to a canonical form that
represents the underlying proof. The analysis that AsuddiCaiouch present is fairly complicated,
because one of it goals is to derive recursive conjuncticheérsemantics from flat conjunction in
the syntax. The complexity thus comes from deriving a raéeeirsemantics from a non-recursive
synactic structure of arbitrary size.

Even if Kehler's (2002) reasoning is rejected, what Asudath @rouch have crucially shown is
that ATB restrictions can be stated as restrictions on grolifATB can be stated on proofs and if
at the proof level resumptive pronouns and gaps are equoivalen the theory makes the following
prediction, which we have already observed is correct:

(7.97) Resumptive pronouns do not result in ATB extractimiations.

The prediction follows without positing that resumptivepouns are gaps in the syntax and there-
fore does not compromise the reconstruction or weak cressesgults.

The analysis of Asudeh and Crouch (2002a) is basically anpoighic treatment of coor-
dination of the kind that is common in Categorial Grammae¢8man 1985, 2000, Carpenter
1997:1771ff.). A coordinating conjunction takes its comjtmmas arguments and produces a depen-
dency on whatever arguments the conjuncts share. For egaihpl following VP-coordination,
would result in coordination premise as in (7.99):
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(7.98)  John slept and dreamt.
(7.99)  APAQAz.and(P(z),Q(z)) : (j—os)—o(j—d)—o(j —oc)

In this case, since the coordinated VP is the head of thersemtéhe final result of composition of
John slept and, anddreamtwill be: and(sleep(j), dream(j)) : c. If constituents that do not head
the sentence are coordinated, the resulting coordinatitbitself form the argument or adjunct of
some head. The relevant aspect of the analysis is that dabpitfact that there is only a single
resource corresponding to the single realization of theeshargument (in this case the subject), the
proper result is achieved through successive consumptidapendencies and eventual production
of a single dependency on the single resource. The coomalinadnjunction therefore takes several
predicate-argument relations and reduces them to a singfiicpte-argument relation.

Steedman (1987, 1996) relates parasitic adjuncts to gwatrdn by treating the adjunct essen-
tially like VP conjunction. Nissenbaum (2000:96), althbumperating under a quite different set of
theoretical assumptions, has proposed that “parasitimat}j, together with the VPs that they mod-
ify, enter into a predicate-argument relation with a loc&’DFollowing in the tradition of Steedman
and Nissenbaum, | assume that the parasitic adjunct cossaigependency on an argument that is
shared with the clause that it is an adjunct of and uses tii tesnodify that clause. The chestnut
example below would therefore contribute the premises.i0@):

(7.100) What did you file without reading?

(7.201) 1. \S.Qu(y, thing(y), S(y)) : VX.[(w— X)— X]| Lex.what

2. h:y Lex.you
3. file:y—ow—f Lex.file
4. A\PA\QM\z.without(P(z), Q(z)) : Lex. without

(w—or)—o[(w—of)—o(w—of)]

5. read : y—ow—or Lex. reading

| have taken two prominent shortcuts here. First, | havergmtesented the semanticsvathout as

a relation. Its truth conditions need to capture that to doitkeut doing Y means that X was done
and Y was not done. Roughly, the semantics is conjunctivethieuthe conjunct corresponding to
the adjunct is negated. Second, | have left aside the defdite control relation for the subject of

the adjunct and just assumed that there is a null pronourfuftdrer details about control in Glue,

see Asudeh (2000, 2002a, 2003b) and Dalrymple (2001). Téraipes above construct the proof
in Figure 7.2.



without reading
APAQM\z . without(P(x), Q(x)) : h:y read iy —ow—or you file
(w—or)—[(w—of)—o(w—of)] read(h) : w—or h:y file:y—ow—f what
AQAz . without(read(h, z), Q(z)) : (w—o f) —o (w—o f) file(h) : w—o f AS. Qu(y, thing(y), S(y)) :
Az.without(read(h, x), file(h, z)) : (w—o f) VX . [(w—oX)— X]

Qu(y, thing(y), without(read(h, y), file(h,y))) : f

Figure 7.2: Proof foWhat did you file without reading?
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This is clearly only the beginning of a theory of parasitipgand it does not do the theories of
Steedman and Nissenbaum justice. Notice that the mattehether a language has parasitic gaps
on this theory reduces to whether it has adjuncts that icitevih extraction in semantic composi-
tion in the proper way. The analysis does not predict thabaljuages necessarily have parasitic
gaps (Irish and Welsh do not, for example). However, it dead to the following prediction, which
we already know to be confirmed for Swedish:

(7.102) Resumptive pronouns can license parasitic gaps.

Without presenting all the details, here is how this folldvesn the theory. The resumptive pronoun
is just an ordinary pronoun in the syntax. In the semanttes,pronoun’s resource is removed by
a manager resource. The dependency relabeling that aco@aphis modifies the dependency
on the pronoun so that it is a dependency on the pronoun’shbindt this point, the resulting
premise pool is indistinguishable from the pool of premitded would have been contributed by
the same sentence with a gap instead of the resumptive. foheréhe resumptive pronoun has
licensed a parasitic gap without being a gap itself in theéasynOnce again the prediction follows
without positing that resumptive pronouns are gaps in thgagyand does not compromise the
reconstruction or weak crossover results.

7.1.6 Summary

The resource management theory of resumptive pronounsbasshccessfully extended to Swedish.
The theory makes correct predictions about weak crossmenstruction, parasitic gap, and ATB
extraction. The theory also makes predictions about islamdl form-identity effects that are hard
to test but that are not disconfirmed by the data. Analysisn#dish has shown that a theory that
treats syntactic resumptives in Swedish as pronouns inytitebs explains the facts of the language
properly, whereas a theory that posits that the pronoun &pairg the syntax or that the binder-
resumptive dependency is a filler-gap dependency neclgssekes conflicting predictions that are
not confirmed upon careful examination of the language.

Next | give a brief analysis of Hebrew that further confirme theory and lends yet more
credibility to the lexical conjecture. The analysis of Helrwill also lend further support to the
analyses of Swedish and Irish, since Hebrew will be analyzéerms that reveal similarities with
Swedish on the one hand and Irish on the other.
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7.2 Resumptive pronouns in Hebrew

The resumptive pronoun system of Hebrew is quite close todh&ish. Resumptive pronouns
occur in every position except the highest subject (seetehdp and there is no indication that the
resumptive licenser must be local to the resumptive, as ied&h. However, the lexical analysis
that | present here reveals similarities to Swedish as well.

Borer (1984:220, (1)) gives the following data on the disttion of direct object resumptives
and gaps:

(7.103) a. r&iti ?et ha-yeledshe- /?asher rina ?ohevet?oto
saw.l Acc the-boy that Rinaloves him
| saw the boy that Rina loves (him).

(Borer 1984:220,~(1a))

b. raiti ?et ha-yeledshe- /?asher ?0to rina ?ohevet
saw.l Acc the-boy that him Rinaloves
| saw the boy that Rina loves (him).
(Borer 1984:220,~(1b))

c. raiti ?et ha-yeled?oto rina ?ohevet
saw.l Acc the-boy him Rinaloves
| saw the boy that Rina loves (him).
(Borer 1984:220+~(1c))

d. rariti ?et ha-yeledshe- /?asher rina ?0hevet
saw.l Acc the-boy that Rinaloves
| saw the boy that Rina loves.
(Borer 1984:220,~(1d))

Examples (a) and (b) show the co-occurrence of either thelamentizershe-or the more formal
complementize?asherwith a resumptive pronoun. The pronoun is in base positida)rand in a
fronted position in (b). Example (c) is particularly intetiag because there is a fronted resumptive
pronoun but no apparent licenser. Example (d) has a gap @ciopgsition rather than a resumptive
pronoun.

Borer (1984:225) notes that there is a process in Hebrewekblgea pronoun is fronted through
an unbounded filler-gap dependency to what she calls a TO84@qn:
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(7.104) ramartile-kobishe?oto rina ?ohevet__
said.] to-Kobithat-him Rinaloves
| told Kobi that it is him that Rina loves.

(Borer 1984:225, (11a))

(7.105) ?amartile-kobi she?oto dalyaxosheveshe-rina?ohevet
said.] to-Kobithat-him Dalyathinks that-Rinaloves
| told Kobi that it is him that Dalya thinks that Rina loves.
(Borer 1984:225, (11b))

Borer (1984:228-237) argues that the fronted pronoun ¥0@b) and (7.103c) is not in the TOPIC
position, but is rather in COMP, although it still moves #hérom its base position. She notes that
Hebrew does not block multiple overt elements in COMP (Ba@84:234,240); i.e., the doubly-
filled COMP filter does not apply in Hebrew.

| will adopt Borer’s proposal that the fronted pronoun is i®OKIP, but adapt it to Toivo-
nen’s (2003) X-bar theory and theory of non-projecting veorAd fronted pronoun in Hebrew will
be assigned the plain category C. This means that it can beadas eithe€ or . Non-fronted
pronouns will have the standard category 8f(@r N°, depending on auxiliary assumptions that are
not directly relevant here). A sample partial lexical erfty 2oto (‘him’) is shown here:

(7.106) ?oto: {DY|C} (] PRED) = ‘pro’

Whether or not the pronoun is fronted, it serves as a syotaggument and will therefore need to be
a grammatical function (in the cases above @i&s). The c-structure rule that expandsadd inserts
complementizers will therefore need to deal with cases al@rdominates a complementizer,
which is a co-head indicated Hy= | , and cases where’@ominates &F pronoun:

(7.107) C — co P
{1=1 1 @tep=1} 1=|

The fronted pronoun in example (7.103c) is therefore geedras a € bearing theosigrammatical
function. Although the pronoun can also be realized as apno'yectingé, when there is no overt
complementizershe or ?asherit must be realized as®C If it were realized a< it could not
be inserted under’Gaccording to Toivonen’s theory (sintfe is a non-projecting word and only
projecting words may project an’ Xode). The c-structure for the relativized D€t ha-yeled’oto
rina Pohevet(‘the boy that Rina loves (him)’) is shown in (7.116) below.
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The complementizersheand ?asherare treated as regular, projecting complementizers, since
| am aware of no evidence that they are non-projecting words:

(7.108) she c

Pasher C° ..
(ADJ € 1)

The complementizeshe can be used in both relativization and in complement clausbsreas
fasheris only a relative complementizer (Borer 1984:235). Thifedénce is captured lexically
through the existential equation fasheis lexical entry, which requires it to appear in aDJUNCT
clause and therefore restricts its appearance to reldtivegplement clauses will have the grammat-
ical functioncomp). Example (7.103d) is straightforward: the complememtaezurs in CP and
there is a gap corresponding to the relativized object. Hselstructure of (7.103a) is also straight-
forward: a complementizer occurs in CP and the pronoun isibdse position as ar’[projecting
a DP. Nothing has yet been said about how the resumptive pnoina(7.103a) is licensed, though.
The complementizershe-and ?asherdo not contribute manager resources, so their presence alon
is not sufficient.

However, the lexical entries given so far are in fact suffitte handle examples where a com-
plementizer co-occurs with a fronted pronoun, as in (7.)08H that is required is the addition of
a rule for adjoining a fronted pronoun realized as a noneutojg C:

A

(7.109) ¢ — c0 C
=1 (0eR=]|
This rule will be further revised shortly.

The relativized DP?et ha-yeled she- 7asher?oto rina?ohevetof example (7.103b) is shown
here:
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(7.110) op
|
=1
NP
/\
1=1 | € (1 ADY)
NP CP

?et ha-yeled T=1

the boy C
/\
T=1 T=1
co IP
/\
T - (ToB)=| rina?ohevet
CI C Rina loves
I
she [?asher ?oto
that him

The fronted pronoun is adjoined to the complementizer amgonojecting word.

The final and most important detail that needs to be detedrig;m@hat lexical item licenses the
resumptive pronoun in (7.103a—c). In other words, whatesdfuivalent of IrisraN in Hebrew?
Example (7.103c) indicates that the requisite lexical itmmnst be a null complementizer, as in
Swedish. In (7.103c) there is a fronted resumptive pronoith mo apparent licenser. There are
two alternatives to positing a null complementizer for tése, but neither is appealing. The first
is to posit a structural licenser like in the structural geed for Swedish in section 7.1.1. However
we are operating under the lexical conjecture and this isolus therefore to be avoided. The
second alternative is to posit that the pronoun somehowdieg itself. This solution is completely
unnatural though. On the semantic side, it would constiéumelement adding a certain meaning
constructor and then consuming it. On the syntactic sideptbnoun would have to reach outside
the grammatical function that it is in so that it can remoselit

The null complementizer’s lexical entry is given here:

(7.111) 0: C  [(1 UDF), — (T UDF); ® (1 GF*),)]—[(1 UDF), —o (1 UDF),]

There are points of similarity between this Hebrew completizer and the complementizers for
Irish and Swedish. The resumptive-licensing complementias no phonological content and does
not provide the anaphoric binding equation or the dependegiabeling premise. This is also
the case for the Swedish resumptive-licensing complememtHowever, like Irish the resumptive



7.2. RESUMPTIVE PRONOUNS IN HEBREW 281

licenser occurs at the top of the dependency and accessesstiraptive pronoun in terms of the
unbounded dependency function that is locally specifietietdp of the dependency. In Swedish
locality considerations indicate that the resumptiverlgss is at the bottom of the dependency and
is locally specified in terms of the subject resumptive pronthat it licenses and the pronoun’s
antecedent.

As in Swedish, the top of the dependency (SpecCP) handlésthetanaphoric binding that
integrates the resumptive pronoun and satisfies the Exdeideerence Conditions and the depen-
dency relabeling that modifies the dependency on the resesmgionoun:

(7.112) CP— { XP | € } (o4
(TubF) =] (T ToPIC PRED = ‘pro’ T=1
Anaphoric binding
Resumptive dependency relabeling

The anaphoric binding and dependency relabeling infoonat the same as for Swedish and Irish
(see page 257).

The € adjunction rule in (7.109) needs to be adjusted to accomtadta empty complemen-
tizer. In its current form it assigns a grammatical functiorthe adjoinedf:. This is appropriate for
pronouns, but not for the null complementizer, which shawdtribute its manager resource to the
same f-structure as the’ CFurthermore, the €adjunction target is itself a pronoun in cases like
(7.103c). The revised rule is:

(7.113) & — co C
{1=110en=1} {1=1 1| (eA=]}

The C can be either a complementizeshgor Pashe) or a fronted pronoun. Thé can be either a
fronted pronoun or a null, resumptive-licensing completizen

The analysis yields the following structures for the reiagd DPs in (7.103), which are re-
peated as necessary:
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(7.114) r&iti ?et ha-yeledshe- /?asher rina ?ohevet?oto
saw.l Acc the-boy that Rinaloves  him
| saw the boy that Rina loves (him).

DP
I
T=1
NP
/\
T=1 1 € (T ADY)
NP CP
|
the boy ! :,l
Pet ha-yeled c
ol IP
/\
T CZ:O I El rina 20hevet?oto
| | Rina loves him
she /?asher 0

that MR
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(7.115) ra&iti ?et ha-yeledshe- /?asher ?0to rina ?ohevet
saw.l Acc the-boy that him Rinaloves

| saw the boy that Rina loves (him).

DIP
T=1
NP
/\
T=1 1 € (1 ADY)
NP CP
|
the boy T =/l
?et ha-yeled c
1= T=1
o IP
— T
T ~ T=1 rina ?ohevet
c C Rina loves
/\ |
1=1 (ToB) =1 0
o C MR
I I
she /?asher ?0to

that him

283
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(7.116) r&iti ?et ha-yeled?oto rina ?ohevet
saw.l Acc the-boy him Rinaloves

| saw the boy that Rina loves (him).

T=1 L € (1 ADY)
NP CP

|
?et ha-yeled T él

the boy
/\
T= =1
o P
/\
(1 OBJ()) =1 T=1 rina 20hevet
CI C|3 Rina loves
?oto 0

him MR
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(7.117) ra&iti ?et ha-yeledshe- /?asher rina ?ohevet
saw.l Acc the-boy that Rinaloves

| saw the boy that Rina loves.

DlP
T=1
NP
/\
T=1 L e (1 ADY)
NP CP

|

?et ha-yeled T=1
C/

the boy

/\

1= 1=

c P

l
she /?asher A

that rina ?ohevet
Rina loves

The three resumptive pronoun structures in (7.114)—(j.h&ee identical functional structures
and semantic structures (leaving aside the functionalliytiaat relates the fronted pronoun to its
base position). The common f-s and s-s are shown here:

(7.118) PRED ‘boy’
SPEC [PRED ‘the’}
CASE acc
PRED ‘love’ A1 T~
/ o .
TOPIC a[PRED ‘pro’} T~
b T~a_
SUBJ "Rina”] Ps [ANTECEDENT ao[ H
ADJ ! PRED ‘pro’ ad
PERS 3
OBJ p /
NUM  sg
GEND masd
L \ - - =)
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The anaphoric binding of the resumptive pronoun byttbeic is established by SpecCP, as it is in
Swedish.

The following premises are contributed by the lexical iteamsl SpecCP, as instantiated by
(7.118):

(7.119) 1. (v—or)—VX.[(b—X)—X] Lex.ha(the’)

2. v—or Lex. yeled (‘boy’)

3. (p—ol)—(a—l)] SpecCP

4. (a—l)—o[(v—or)—o(v—71)] REL, (SpecCP)

5. [a—(a®p)]— (a—a) Lex.(

6. s Lex.rina

7. s—op—ol Lex. 2ohevet (‘loves’)
8. a—(a®p) Lex. ?oto (*him’)

These premises can be compared to those in (7.68) for a Swekliguestion example and to those
in (6.64) for a similar Irish relative clause example (seggd01). The proof that they construct
should by now be familiar, but is shown in Figure 7.3 for thkesaf explicitness.



Resumptive licenser (): manager resource (top left) consumes pronoun (top riggayjng antecedent resouﬂ( e

| Top of dependency (SpecCPYesult of dependency relabelifig

| ? (MR) ?0to (him’) ! rina ?0hevet (‘loves’)
i la—(a®p)]—(a—a) a—(a®p) i 5 s—op—l SpecCP
| (a—a) [a]' 1 Pl rwEP:J)H)(aﬂl)
| : 1 ool /
l
7,1 REL,
( 0ol (a=h—l(v=r) = (=] eed (boy)
ha (‘the’) (v—or)—(v—or) v—or
(v—or)—VX.[(b—oX)—oX] v—or

AS.the(z, boy(z) A love(rina, z), S(z)) : VX.[(b— X)— X]

\—| Assumption on antecedent discharged, forming the relatawgse predicatk

Figure 7.3: Proof for a Hebrew binder-resumptive depenglenc
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The analysis offered here is by no means a complete accouatwmptives in Hebrew. The
main aim was to show that the mechanisms that have been uexlanalyses of Irish and Swedish
can readily deal with Hebrew. However, the analysis alrezaptures further facts about Hebrew
syntax.

Hebrew has prepositional forms that bear pronominal infiactike in Irish. These preposi-
tional forms set up a parallel resumptive paradigm to theatliobject paradigm shown in (7.103):

(7.120) a. r&iti ?et ha-yeledshe- /?asherina xashva?alav
saw.l Acc the-boy that Rinathoughtabout.him
| saw the boy that Rina thought about (him).

(Borer 1984:220, (2a))

b. r&iti ?et ha-yeledshe- /?asher?alav  rina xashva
saw.l Acc the-boy that about.himRinathought
| saw the boy that Rina thought about (him).

(Borer 1984:221, (2b))

c. raiti ?et ha-yeled?alav  rina xashva
saw.l Acc the-boy about.himRinathought
| saw the boy Rina thought about (him).
(Borer 1984:221, (2c))

The corresponding gap example is impossible: Hebrew doealloav prepositional object gaps
(Borer 1984, Shlonsky 1992).

Borer (1984) analyzes a fronted inflected preposition asemant into COMP, similarly to
what the pronoun does on her analysis. | maintain her infighteating the inflected preposition
similarly to the pronoun. In particular, the inflected prsgion can either be of category Bs usual
(cf. the I option for the pronoun) or it can have the category C, whichtmarealized a€ or C°.
This is shown in the following partial lexical entry:

(7.121) ralav. {P’|C} (T PRED) = ‘about’
(1 oBJ PRED = ‘pro’

The inflected preposition contributes a pronominal resayust like in Irish. If the inflected prepo-
sition is assigned these categories, then nothing moresned&e said to derive the examples (7.120).
The preposition is either generated in base position dsa B fronted as & (when the comple-
mentizersshe and ?asherare present) or as a’Qwhen the complementizers are absent). The
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manager resource looks for a pronominal resource in graicahdtinction that satisfiesF*. In
(7.103) the pronominal is found imBJ, but in this case it is further embeddeddBL oBJ.

7.2.1 Dialectal variation: questions

There is one final matter that needs to be addressed. Rewmalldhapter 4 that there has been
some dispute in the literature about whether Hebrew all@ssimptive pronouns in questions or
not. Borer (1981:114) makes the claim that resumptive proaa@re not possible in Hebrew ques-
tions. Subsequent work found that Hebrew does allow resuagpin questions in restricted cir-
cumstances. Sells (1984) noted that while simplequestions like (7.122) are ungrammatical, a
resumptive pronoun in a question is grammatical that-trace environment:

(7.122) * mi rariti oto?
who saw-1 him
Who did | see (him)?
(Sells 1984:63, (58Db))

(7.123) eyzexeShonkol maskialo zoxer im hu notenribit tova?
which accounteveryinvestornotremember# it gives goodinterest
Which account does every investor not remember if (it) givoesl interest?
(Sells 1984:64, (61))

Erteschik-Shir (1992) subsequently argued that what she E&P resumptiveslike the one in
(7.123), must be distinguished from true resumptives inre\gpbwhich she callsyntactic resump-
tivesor restrictive resumptivesHowever, Sharvit (1999:591) has recently argued thatest Isome
dialects of colloquial Hebrew allow resumptivesiimich-questions:

(7.124) eyze studentigashtato?
which studentyou.met with.him
Which student did you meet with (him)?
(Sharvit 1999:591, (9))

Sharvit (1999:591) analyzes the distinction between go@ingles of resumptives in questions,
like (7.124) and bad examples like (7.122) in term®elfinking (Pesetsky 1987). She notes that
which-questions can qualify as D-linked more readily thremo-questions. Based on the distinction,
she argues that resumptive pronouns are sensitive to Dwjnk
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The analysis given in the previous section captures thedi#that allows resumptive pronouns
in questions. It does not address the D-linking distingtibut if Sharvit's (1999)’'s assumptions
about D-linking are adopted, the lack of non-D-linkedh-questions will follow for independent
reasons. In order to syntactically capture the dialectdbas not allow resumptives in questions,
all that needs to be done is to add an equation to the lexiday &r the resumptive-licensing
complementizer that states that it cannot co-occur witltus phrases, since this is theF that
wh-phrases bear:

(7.125) 0 C MR
= (T Focuy

It remains to be seen whether this simple solution is reésteienough. Further work should also be
done to see whether the distribution of resumptives can dhgcesl to solely semantic differences
between relative clauses and questions and whether anygterences can explain the variation.

7.2.2 Summary and discussion

The lexical analysis of Irish and Swedish has been extenulétebrew. The resulting picture is
summarized in Table 7.2. All three languages license retiuenpronouns through their comple-
mentizer system. The complementizer is overtly realizeldigh, but not in Hebrew and Swedish.
In Irish and Hebrew the complementizer is non-projecting amst adjoin to4 (Irish) or C° (He-
brew), whereas in Swedish the complementizer may also lizeeéas a projecting € All three
languages license ordinary pronouns as resumptive prentbmough anaphoric binding from the
top of the binder-resumptive dependency. Irish and Hebrevabke in licensing their resumptive
pronouns locally to the binder, whereas Swedish licensesegumptive pronouns locally to the
pronoun. This last point is the point of real divergence leetwthe languages, but this is lexically
localized in the complementizers, too. The theory has tkehieged a unified analysis of resump-
tives in the three languages and it did so by pursuing Mc@gsKexical conjecture: the difference
between languages with respect to whether they licensenggsie pronouns and with respect to
how they do so is a matter of lexical specification. Englistlike these three languages, does not
have the required kind of complementizer and thereforeslgctmmaticized, syntactic resumptives.
The superficially similar use of intrusive pronouns and ptiesumptive-like pronouns, which can
only pretheoretically be called resumptive if the labelraptive pronoun is to have any descriptive
value, is the principal topic of the next chapter. Beforeileg this chapter, though, | want to present
a final, simple argument against treating resumptive pros@s gaps.



Resumptive licenser
(lexical contributor of manager resource)

Anaphoric binding

HSR | Form | Category Position Local to Position Local to
(in dependency) (in dependency)
Irish Yes | aN c Top UDF Top UDF
Swedish|| Yes 0 co, C Bottom SUBJ Top UDF
Hebrew || Yes 0 C Top UDF Top UDF

Table 7.2: A comparison of the resumptive pronoun systenhsshi, Swedish, and Hebrew
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7.3 Afinal argument against resumptive pronouns as gaps

The observation discussed in chapter 4 that resumptiveopranare just the ordinary pronouns
of the language (McCloskey 2002) is sufficient cause in musbries to seriously doubt that re-
sumptive pronouns are underlyingly gaps or that they haxiedespecifications of any sort that
distinguish them as resumptives. On the standard assumtptib lexical specification affects mor-
phological exponence, the ordinary pronoun pattern woelddmpletely surprising if either of
the aforementioned positions were adopted. However, giegiain recent theoretical assumptions
about morphological exponence (Halle and Marantz 1993)te 2002, Boeckx 2003), this does
not apply to all theories. Some theories could happily askedge that resumptive pronouns are
not ordinary pronouns and yet derive the fact that they japiplen to look like ordinary pronouns.
Such a move depends on separating phonological realizisbonlexical specification, at least to
some extent. The basic idea would be that, e.g., a gap igedsato the syntax but it somehow gets
realized like a pronoun.

There is a rather simple argument against this view. If amggive pronoun is anything other
than an ordinary pronoun upon insertion and its phonologgsgme way but its semantics goes
the other (as on the typical PF / LF model), then it shouldasgriwith whatever form but with the
semantics of the underlying thing. However, we have seeadtia E of chapter 4 that resumptive
pronouns have restrictions on their interpretation thatetate precisely with restrictions on the
interpretation of ordinary pronouns. If the resumptivenmon were not underlyingly an ordinary
pronoun, this would be unexpected, even on a theory thatvslidentical exponence. Furthermore,
gaps were shown to have crucially different possibilities ihterpretation that are not shared by
resumptive pronouns. Once again, if a resumptive pronoum wederlyingly a gap, even on a
theory that allows proper exponence, this would unexpedtednclude that resumptive pronouns
must be ordinary pronouns, even in theories that have andibfetween lexical specification and
exponence.

Swedish is the language that has provided the most persuagitence for an underlying gap
view of resumptives (Engdahl 1985). However, there is awidethat this view is untenable even
for Swedish and that true Swedish resumptives — those iresuppsition after material at the left
periphery of CP — are just ordinary pronouns rather than dyidg gaps. We have seen some of
this evidence already in section 7.1.5, where it was shoat tinlike gaps, the true resumptives in
Swedish do not give rise to weak crossover effects. Furtideace was given in section 7.1.5.1,
where it was shown that, unlike gaps, true resumptives ind&hieblock scope reconstruction. Yet
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further evidence comes from interpretation of Swedish mastives according to Doron’s (1982)
de dicto/ non-specific diagnostic. Doron (1982) shows that Hebresumgtives cannot support
non-specific readings, although gaps can. Sells (1984,)19&x%vs that this follows from general
properties of ordinary pronouns: they can never refer taaept antecedent, of which non-specifics
are an instance (see section E of chapter 4). This follows/fig-theoretic reasons, since concepts
are intensional(s, e) types but pronouns need typentecedents (see chapter 5, section 5.4).

Swedish resumptive pronouns are equally incapable of gakimon-specific antecedent, as
shown by the following example:

(7.126) Kalleletar efterenbok somhanintevet hur denslutar.
Kalle looksfor a bookthat he not knowshowit ends
Kalle is looking for a book that he does not know how (it) ends.

This example can only mean that Kalle is looking for a certaank whose ending is unknown to
him. It cannot mean that he will settle for any book so longtasending is unknown to hirf.

If the resumptive pronoun were underlyingly a gap, then sucbading should be possible, since
sentences like the following allow it:

(7.127) Kallekommeratt hittaboken somhanletar efter _ .
Kalle comes to find bookbDEFthat he looksfor
Kalle will find the book that he is looking for.

This sentence allows both the non-specific reading wherke Kalooking for a book with certain
properties but he does not have a particular one in mind {@gs looking for a thick one or one with
an ending he does not know about) and the specific reading ke.gs looking forA Confederacy
of Dunce}.

Similarly, in theAlandssvenskaialect which allows gaps in posth-phrase subject positions,
the minimal pair to (7.126) with a gap allows both non-spedaifid specific readings:

(7.128) Kalleletar efterenbok somhanintevet hur __ slutar.
Kalle looksfor a bookthat he not knowshow _ ends
(Kalle is looking for a book that he does not know how ends.)

8Native speakers typically feel quite strongly about thigialy, but some waver upon considering the judgement
further. Even if it is possible to get the non-specific regdimth the pronoun, it is certainly true that the specific
reading is highly preferred. This could also be the case thithequivalent English and Hebrew examples investigated
by Sells (1984, 1987), as discussed for Hebrew by Ertesghik{1992). Further work needs to be done on specificity
and resumption, but the data nevertheless supports thenargud am making, becausmay difference of interpretation
between resumptive pronouns and gaps would be surprisiing gfronominal form of the resumptive were solely a matter
of exponence.
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If Swedish resumptives were underlyingly gaps, it would hestarious why they could not receive
an identical range of interpretations to gaps. Even if tlse@mgptive’s ordinary pronoun exponence
could be made to follow, its interpretation should be thathef underlying object. | conclude that
Swedish does not provide evidence for a “spelled out” gaprihef resumption and that such
theories are untenable.

Conclusion

I have presented analyses of the resumptive pronoun systeBvgedish and Hebrew based on the
resource management theory of resumption. The theorywash&unification of Swedish resump-
tives with both Hebrew and Irish resumptives that has preshioproven impossible (McCloskey
1990). The unification was accomplished through a strongkjcalist analysis of Swedish and
Hebrew, thus upholding the lexical conjecture of McClosk2902). The theory treats resump-
tive pronouns in all three languages as just ordinary progourhere is therefore no theoretical
content to the termesumptive pronounwhich is not a theoretical construct, but rather just a de-
scriptive label. | showed that evidence from weak crossomronstruction, parasitic gaps, and
across-the-board extraction — phenomena which had pralyidaeen thought to support a the-
ory of Swedish resumptives as underlying gaps — supporterttieary pronoun theory presented
here. | concluded by arguing that evidence from the intéaticn of resumptive pronouns supports
an ordinary pronoun theory over an underlying gap theorytaat Swedish patterns as would be
expected according to the interpretation test.



Chapter 8

A processing model

Introduction

In this chapter | present a processing model for resumptigaquns. | use this term in its prethe-
oretic sense of a pronoun that terminates an unbounded diepen throughout this chapter. |
distinguish, however, betweesyntactic resumptivesvhich are fully grammaticized resumptive
pronouns that are grammatically licensed according tohthery presented in the last three chap-
ters, andprocessing-resumptivealat are not licensed by the grammar. | argue that the latise a
through normal constraints on production and can be accatated under certain circumstances in
parsing. The processing model that | present includes batbdel of production and a model of
parsing.

The chapter begins by considering how resumptive pronouBsglish, i.e.intrusive pronouns
(Sells 1984), are produced in the first place (section 8.1t1}% argued that they are not licensed
by the grammar at all, but arise from incremental productibthen consider parsing of resump-
tive pronouns in English in section 8.1.2. | identify threajam kinds of processing-resumptives:
complexity-resumptives, island-resumptives, and EGR#rgtives. Much of the section is devoted
to considerations of incremental interpretation, in gattér showing how incremental interpreta-
tion explains certains patterns of intrusive pronouns. dctisn 8.1.2.3 | return to the matter of
the Swedish resumptive pronouns that | left aside at thenbégg of the previous chapter. Finally,
in section 8.2 | give an overview of the predictions of the ralletheory of resumptive pronouns
constituted by the grammatical theory and the processiegryh

295
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8.1 The processing model

The processing model | propose makes the following key agtans:

(8.1) 1. Production and parsing are incremental.

2. Incremental production and parsing attempt to constagetily well-formed struc-

tures.
3. Global well-formedness applies only to the output of picitbn and parsing.

4. Production and parsing are constrained by memory limitatbased on complexity
factors, including distance, structural complexity, amgisecting interpretations of
unbounded dependencies. (Kimball 1973, Dickey 1996, L&@@65, Gibson 1998).

The processing model developed here is based on generateatons that are supported by
the psycholinguistics literature. However, | want to stréso points. First, the model is purely
theoretical at this stage and has not been tested in eithieear offline experiments. Support
for the model currently only comes from attested experimarisults and patterns of data that have
been discussed in the theoretical literature based oremsgtivaker intuitions. Second, the model has
been set up with only resumptive pronouns in mind and it viii@st certainly have to be revised if

it is generalized to other phenomena.

The main questions that a model of resumptive processing amssver are:

1. How do speakers of languages that have no syntactic résesge.g., English) produce
processing-resumptives?

2. Why do speakers of languages without syntactic resuegptproduce processing-resump-

tives?
3. Why is it that although speakers of these languages peogitozessing-resumptives, they

(a) reject some sentences with processing-resumptivdisfagned?

(b) prefer some sentences with processing-resumptivesrtiaic environments to sentences

where the resumptive is absent?
4. How do speakers interpret processing-resumptives?

5. If alanguage has syntactic resumptives (e.g., IrishyélelSwedish) how does this aspect of

its grammar affect processing-resumptives?
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(a) Can alanguage have both kinds of resumptives and, ifreteruwhat conditions?

(b) Will processing-resumptives take on different chaggstics in a language that also has
syntactic resumptives?

8.1.1 Production

It is fair to say that the study of production has historigédlken a back seat to the study of parsing
in psycholinguistics. There has however been a boom in ptadustudies since the publication of
the highly influential Levelt (1989). The scope of that bosKrankly staggering and | could not
hope to present a production model that does it justice. Tdia lasson that | am going to take from
Levelt is that even in a serial production model, it is botlsgible and necessary to maintain that
production is incremental (Levelt 1989, Kempen and Hoenkd®887). The simplified production
model that | propose based on Levelt (1989) is shown in Figuke

Chunk 1 Chunk 2...Chunk — 1 Chunkn: Output
Lexicon : Lexicon : Lexicon
v [ v [ ;|
c-structuré | c-&...c-g ! | final c-s
Initial Plan ‘ [ ‘ [ !
) - ‘ —_— ‘ — I
(partial) | ¢ : | ¢ : l ¢
f-structuré | f-s2.. . f-gv! | final f-s
| | \
I o : I o : I o
| | | | )
s-structuré | s-¢...s-¢! | final s-s

L ———

. N
/7 Continued "~
| (Incremental) 1
\ . /
N Planning Y
N 7

~—_—

Figure 8.1: The production model

The incrementality of the model is based on the ability of Ldgg@mmars to explain what Bres-
nan (2001:79-81) refers to as the “fragmentability of laagpi. Bresnan points out that LFG
grammars can characterize the internal structural relstad sentence fragments, but that not all
fragments are analyzed as informative. She contrastsagemfnt. .. seems to . ,.as in (8.2), with
the fragment.. to by for ... as in (8.3).

(8.2) [Speaker A:] And he agrees?
[Speaker B:] — seems to.
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(8.3) The one he should be spoken to by, for God’s sake, is biken

Bresnan shows that the first fragment constructs an infovengtrtial c-structure and f-structure,
which form subparts of the c-structure and f-structure féulasentence likeHe seems to agree
whereas the second fragment constructs only three urdedattiectures. Bresnan (2001:81) notes
that the ability to construct informative fragments stemwsf the fact that the main predicator or
head of a c-structure / f-structure (e.geemsn this case) contains a lot of information about the
larger structures in which it can be embedded.

Creswell (2002) considers the problems raised by the ptauof English sentences contain-
ing resumptive pronouns in islands from a Tree-Adjoiningu@mar perspective. She discusses a
proposal by Kroch (1981) that assumes an incremental mddgdech production which gener-
ates a filler (e.g.wh-phrase) before planning of the sentence has been compl&gedroduction
proceeds, the speaker ends up in a situation where the eddrase position of the filler-gap de-
pendency is in an island or would violate ttheat-trace filter / Empty Category Principle (ECP). An
NP is inserted to avoid the ECP or island violatfotroch (1981) does not specifically postulate
that the inserted element is a resumptive, since he notem#eation of an epithet is also possible:

(8.4) There was one prisoner that we didn’t understand wayttywas even in jail.
(Kroch 1981:129, (13a))

The crux of Kroch’s proposal is that some NP, typically a jgnam, is inserted to avoid a grammatical
violation due to poor planning. Creswell (2002) does notpadaoch’s proposal, due to theoretical
problems it faces from recent developments in TAG. | will @back to Creswell’s specific propos-
als momentarily, but | first want to discuss some recent paEygduistic evidence which is relevant
to construction of the production model and which calls iptestion the basis of Kroch's specific
proposal.

Swets and Ferreira (2003) tested the production of resumptbnouns iwh-islands by native
speakers of English. They used a self-paced experimergardm which subjects were required to
complete (in full sentences) partial descriptions thaten@esented with a picture array. The target
sentences of interest were sentences like the following:

(8.5) This is a donkey that | don’'t know where it lives

Two control targets were also elicited. The first kind colteabfor surface length:

Throughout this chapter | use the term NP in its older usagefai nominal, rather than as the complement to a
functional D head.
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(8.6) This is a donkey that doesn’t know where it lives.
The second kind controlled for length of the1-dependency without an island violation:
(8.7) This is a donkey that | didn’t say lives in Brazil.

They ran a preliminary grammaticality judgement experitm@oth auditory and visual presenta-
tion) that showed that subjects rated the resumptive sesteas worse than the structural length
controls. This is verified by the independent experimentalifigs of McDaniel and Cowart (1999)
and Alexopoulou and Keller (2002). The resumptive sentenegere also rated worse than the de-
pendency length controls, but the latter were also ratediéxs lgad in comparison to the structural
length controls. The authors did not expect this, but it @abfialso comports with the findings of
McDaniel and Cowart (1999) and Alexopoulou and Keller (2002

Swets and Ferreira (2003) then carried out two versionseoétiperiment of interest. In the first
experiment, subjects were under no pressure to begin speqidickly. In the second, subjects were
under pressure to begin speaking quickly due to a deadlioeedure (Ferreira and Swets 2002).
If the resumptive pronouns iwh-islands were a result of lack of planning, as in Kroch’s (198
theory, then the expectation is that speakers would plaottbeance in such a way that they could
avoid both the island violation and the resumptive prondtor.example, a subject could construct
the following sentence instead of (8.5):

(8.8) This is a donkey and | don’t know where it lives.

Subjects in fact overwhelmingly produced island violasidike (8.5) in both experiments. In the no-
deadline experiment, where subjects could take as muchatinigey needed to plan their utterance
before speaking and typically took over 2 seconds to bedir8% of the targets produced for the
wh-island condition consisted of an island containing a rgsive, as in (8.5). In other words,
subjects did not use the extra time in the no-deadline exyast to plan an utterance that avoids
a resumptive pronoun. In fact, the proportion of islandinegtive sentences wedbwnto 39.4%

in the deadline experiment. The biggest increase in thelideadxperiment was in alternative
well-formed sentences that were not targets, likdon't know where this donkey lives Swets
and Ferreira (2003) conclude that despite rating the istaadmptive sentences as ungrammatical,
speakers plan to produce them. They sketch a TAG solutiogdoerating the island-resumptive
sentences and speculate that the reason that the struateresjected despite being produced is
that “the production and comprehension systems may sefrelift parameters for accepting these
structures.” The upshot of the proposal is that the elemgrtaes required for producing the
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island-resumptives are part of the grammar and that thergeartherefore treats island-resumptive
sentences as well-formed (in terms of production). Theytmmsntenance the fact that grammatical
forms are for some reason rejected in comprehension, lauistknown to be true in any case (e.qg.,
the famous case of centre-embedding; Chomsky and MilleB,1Béver 1970).

Creswell (2002) arrives at the same conclusion — that Kso¢h981) proposal must be re-
jected and that the grammar produces the island-resumgtiivetures — but for theoretical rea-
sons. Creswell observes that the TAG theory of Frank (2002f dhot permit generation of the
trees necessary for island violations. She notes that rdé€a-based models of incremental pro-
duction (Ferreira 2000, Frank and Badecker 2001) do not ipétrach’s (1981) solution for the
island-resumptive structures:

In this model of production where we assume that a speakegr lad grammatical
resources with which to work, we cannot use Kroch’s (198lamation of the ap-
pearance of resumptive pronouns in island-violation ocdatelhe resources needed to
produce the island-violating structures are not availabldhe grammar that licenses
the set of tree building blocks. On the face of it then, it sed¢imat the existence of re-
sumptive pronouns in island violating contexts would prdegastating for this model
of sentence production. Based on the assumptions that Praoessing system has
only grammatically-licensed trees with which to creat éargtructures and 2) the struc-
tures needed to extract from island-violation contextsnategrammatically-licensed,
speakers could not be remedying violations that should vert be created given their
underlying grammars. (Creswell 2002:103)

Creswell (2002) solves the quandary by arguing that in facgrammars of English speakers must
independently have the resources required to form islaadmptive structures. This is also the
conclusion of Swets and Ferreira (2003), as discussed above

The basis of Creswell’'s argument is the observation thainngsive pronouns in English can be
found in relative clauses inon-islandstructures (Prince 1990):

(8.9) You get a rack that the bike will sit on it
(Prince 1990:(15d))

(8.10) | have a friend who stapes all the platters.
(Prince 1990:(4c))

These and other examples that Prince (1990) presents astedttexamples produced by native
speakers. Prince (1990) analyzes this kind of resumptiwee @discourse pronoun as opposed to a
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bound variable (bound pronoun or gap). This is essentiaflysblution of Sells (1984) for English
resumptive pronouns (i.e., intrusive pronouns). Ertés@fiir (1992) also develops a very similar
theory for Hebrew processing-resumptives (although dspafcher theory apply to syntactic re-
sumptives as well). Further evidence for the discourse qurorstatus of the resumptives in (8.9)
and (8.10) comes from the fact that they can be replaced byaferential pronouns or even full
NPs that serve similar discourse functions (Prince 199@:8)):

(8.11) | had a handout and notes from her talk that west lost too.

(8.12) He's got this lifelong friend who he takes money frdma parish to give to this lifelong
friend.

(8.13) | have a manager, Joe Scandolo, whivevbeen together over twenty years.
(8.14)  You assigned me to a paper which | don’t know anythimguathe subject

In the first example, a singular deictic pronoun is used whimbs not even properly agree in num-
ber with its plural discourse antecedent. In the second pkgrthe discourse antecedent itself is
repeated. In the third, the resumptive takes the genenadijable discourse marker for the speaker
(in construction with the marker for “Joe Scandolo” to forne fplural antecedent) as its discourse
antecedent. In the final example, the form that is used isasioabl noun that takes as its implicit
argument the antecedempaper As a native speaker of English, | find all of the examples iB)&
(8.14), especially these last four, not just ungrammatcabrosslyungrammatical. Yet | produce
similar examples all the time and hear other native speal®ep, too.

The solution | propose incorporates elements of the analgisen by Kroch (1981), Creswell
(2002), and Swets and Ferreira (2003) into the productiodaihgiven above, but it is ultimately
significantly different from these previous proposals. ll fifist present the proposal and show how
it explains the production of ungrammatical forms. Afterdsl will relate the proposal to the other
production proposals and isolate the points of divergemcecanvergence. The major distinction
to bear in mind, though, is that my proposal doex treat the resumptive pronoun outputs of
production in either the island examples or the discoursengtes as grammatical.

Based on a consideration of various experimental resudtgelk (1989:258) notes that

Taken together, these findings are supportive of the notiahthe rhythm of gram-
matical encoding follows the semantic joints of a messages—function / argument
structure — rather than syntactic joints. It is the pantiiy of the message to be
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expressed that a speaker is attending to, and this (cosets the rhythm of gram-
matical encoding.

The function/argument structure that Levelt refers to aavhich encodes planning units at the
messagdevel, is a rough thematic structure similar to the Concalpiemantics of Jackendoff
(1990, 1997, among others). Here is the crux of my propodawis compatible with, but which
is an oversimplification of, Levelt's (1989) theory. Whenpeeaker begins initial planning s/he puts
together a message that identifies the event or state, itsfoastion, the function’s arguments and
their rough thematic relation to each other and then idestifvhat sort of utterance s/he wants to
make with respect to these elements. S/he may declare somatiout them, ask something about
them, etc. This rough thematic structure unfolds throughinkremental construction of fragments
of grammatical structure that are added to the grammaticadtsre with which the speaker initiates
the implementation of the plan. The incremental grammhbgicaduction proceeds on the basis of
choosing the next chunk and is based on the function / argustercture of heads, which is lex-
ically encoded and will in general bear a close relationsbifhe function / argument structure of
the planning unit. Each successive chunk of grammaticaesgmtation must blecally grammat-
ical in order to be generated. This leads to incrementalrgéina of a grammatical structure that
satisfies local grammaticality requirements at each inergai step but whose end result does not
necessarily satisfy global grammaticality.

The interaction of the incremental production model with theory of unbounded dependen-
cies is crucial to explaining processing-resumptive datehave been looking at. Throughout this
work | have been assuming the LFG theory of unbounded deperegeinitially developed by Ka-
plan and Zaenen (1989), as reviewed in chapter 2, sectiofi. 24 couple of characteristics of
this theory will be relevant in this chapter, but the one thkdinmediately relevant is that the un-
bounded dependency is launched attheof the dependency and searches downwards for a gap
(or resumptive pronoun in syntactically-licensed bindesumptive dependencies). This is captured
in terms of an “outside-in” functional uncertainty of therdo (T ... GF). The elide represents
further possible path specifications. We have seen in pusvibapters that island constraints and
other constraints on extraction are stated by modifyingptita or by stating off-path constraints on
the path (e.g= (« suBJ) would be used to indicate that the path cannot reach insgigBaecT).
Now, LFG is a declarative, monostratal theory of grammartehms of statements of grammati-
cal well-formedness there is no real directionality in thedry at all, merely declarative constraint
statements. As such, there is no sense in wimithe grammaithere is a downward search for a gap.
However, production and parsing are irreducibly diredicend each must start with the material
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that is to be produced or parsed first. How soon productionpansing start is an empirical matter
and not an uncontroversial one at that. What is uncontr@ldassthat production and parsing must
go in the direction of the speech stream, not in the opposiéettbn. Although LFG as a declara-
tive theory does not have a notion of procedural grammadjeakration, it is clear that production
and parsing, if they are to be incremental, are procedurhliramolve notions of timing. Indeed, the
procedurality of production and parsing and the questiotinoihg of grammatical operations are
central to psycholinguistics (for recent overviews, seszler 1999, Frazier and Clifton 1996).

Given these facts about production and parsing and givetophdown theory of unbounded de-
pendencies, there is an important consequence for theraotish of locally well-formed grammat-
ical representations. When the chunk that contains theundsa dependency is under construction
for production, the top of the unbounded dependency carigiithe outside-in equation that begins
the search for an empty grammatical function. Taiswill be functionally equated with the filler,
thus integrating filler and gap. But notice that what | amioglla gap does not leave a marker
that actually identifies the presence of a gap in any of thal lsicuctures. The gap is just nothing.
This has a crucial implication for incremental constructmf fragments. The outside-in function
contributed by the filler is unbounded and defines a path girdistructure material that is still
being incrementally constructed. If the grammar cann&grdte the filler into the local f-structure
being constructed because all grammatical functions aadlofilled, it does not crash, because
the integration site could be in the next chunk of f-struettirat is yet to be constructed or in the
chunk after that. The one case where this is not true is when there is an islawduse then the
functional uncertainty terminates unsuccessfully. 1 vaturn to this shortly. The fundamental point
is this: the unbounded nature of the functional uncertaggyation, the fact that it is initiated at
the top of the unbounded dependency, and the fact that this gapmarked in the local f-structure
together mean that it is reasonable to assume in a modelrehmental production and parsing that
integration of the filler by the grammar takes place afterltioal structure under construction has
been built.

In constructing a local structure, the production systemdmone of two things with eadhr.
First, it can leave theF empty, to be licensed by integration of a filler. A filler mustfiinctionally
equated with thissF before moving on to the next chunk, or else the local strectusuld not be
well-formed. Recall that the processing model assumesirtkeemental production and parsing
construct locally well-formed structures. The seconddtitre production system can do is to posit

2Notice that | am talking about trgrammarhere. This does not impinge on the Active Filler Strategywgier 1987,
Frazier and Flores d’'Arcais 1989), which is a property offitheser that will be relevant in section 8.1.2.
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lexical material, such as a pronoun or NP, that will add iferimation to theGr and which is
consistent with the other specifications of the local stmect For example, in English, if ther
in question is aroBJ, an accusative pronoun must be inserted, since pronouasdmust have
accusative case. Whatever lexical material is chosenfit fbé local requirements for therF must
be consistent with the current plan. If this option is chegba filler is not integrated but the local
structure is well-formed. The filler pushes on down its pathking for a gap.

The two situations are sketched here:

(8.15) Chunkm

Lexicon

v
c-structuré
|

Filler

_—

— Chunkm+ 1... Chunkn
A

V
s-structuré

< ..

- (Plan)

Lexicon

c-structuré®
|

| Kz .
Filler | Filler
- ——— Chunkm+ 1... Chunkn
A

UDF [PRED " ..’]

-——— —

- Plan)
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Diagram (8.15) shows what happens when the filler is locallggrated. Diagram (8.16) shows
what happens if the filler is passed through the local stractather than being integrated. The
second pattern is the crucial one for explaining how ungratioal resumptives / epithets / deictics
are generated instead of a gap.

Let us see how this theory accounts for the Prince (1990) pkaim (8.9). | have picked
this example because it is syntactically quite simple. Gndhe hand, that makes it suitable for
illustrative purposes, but more importantly it underseattee fact that the account of production |
am presenting does not depend on complexity to explain tined*and Kroch examples. The issue
of complexity will be relevant in section 8.1.2. Exampled)&is repeated here:

(8.17)  You get a rack that the bike will sit on it

The production system gets started as in (8.18). The lonadtsre under construction is indicated
by the dashed box. | have represented the planned messhgeirdbrmally. | am most definitely

not making the claim that entire utterances are planned varat. That would no longer be a
Levelt-style model. But, the findings of Swets and Ferre@0@) indicate that the production
system plans at least far enough in advance to include a gees$dhis length and complexity in

the initial plan.
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TOPIC: rack-X
BACKGROUND: bike-Y, speaker-S, hearer-H
MESSAGE: H can get X. Y will sit on X.

(8.18)

v

Chunk 1:You get a rack that . ..

Lexicon
Y
c-structuré
|
|
R
i
r-r—-—-———"——"F"™"F——7—7 77—/ —7—— A
r -
| |PRED ‘get :
| |
| [suBJ [“you”} I
| |
: PRED ‘rack’ :
| wgn |
: OBJ SPEC [a} |
|
: ADJ flToPIC [“pro"ﬂ} :
Ll 1
L e e e e e e e e e e e e — - a4
|
Lo
v
s-structuré

v'Locally well-formed

The first fragment that is constructed is made up of the lgegdnd its arguments. | have assumed
that the relative clause construction begins at this stige, This seems reasonable given that the
relative pronoun is prosodically grouped with the relatiesad (unlike a non-restrictive relative).
This chunk is locally well-formed, since all glefs arguments are present and accounted for.

At this point an unbounded dependency has been launchea dioe telative pronoun. This is
represented by theopic ‘pro’ in the innermost f-structuré in (8.18). The unbounded dependency
functional uncertainty that is initiated by the relative@poun is carried over to construction of the
next chunk. The details of the functional uncertainty equaheed not concern us at this point
(for details, see chapter 2, section 2.1.6; for a fullerusswn, see Dalrymple 2001:404), but will
become relevant when we look at islands. All that needs toepeesented at this point is how
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much of the path has been encountered. In this case, we laie gie functional-structure where
the dependency was launched, (arbitrarily) labellethe up arrow meta-variable in the outside-in
functional uncertainty is set tband the path encountered so far is therefdre (. GF), where |
again use the elide to indicate material yet to be discovered

During construction of the next chunk, the production systan go for either of the options
outlined in (8.15) or (8.16). If the first option is taken, fiilker is integrated into the local structure
being constructed and the relative clause is constructddangap:

(8.19)  You get a rack that the bike will sit on.

The construction of the local structure is shown here:

(8.20) Chunk 2:. .. the bike will sit on
Lexicon
c-&
|
| ¢
- l -
PRED ‘get’

SUBJ [“you"}

Filler: -PRED ‘rack’

f...cP s ['ar]

PRED ‘sit’

TOPIC ["pl’O" }7

SUBJ [“the bike"}

PRED ‘on’
OBL
OBJ

TENSE future

OBJ

|
|
I
|
|
|
ADJ |
|
|
|
[
|
|

v'Locally well-formed
The filler is integrated into the local structure, satisfyloth the demands of the filler and the local
demand that thesJimust be integrated into the f-structure. The overall carsion of the sentence
is illustrated here:
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(8.21) | You get a rack that . .| _ Filler |... the bike will sit or|

v'Locally well-formed v'Locally well-formed

[ v'Globally well-formed |

Each of the local structures here is well-formed and comsiswith the plan and the overall result
is also well-formed.

If in constructing the local material in Chunk 2 the prodantisystem exercises the option,
sketched in (8.16), of inserting lexical material that imsistent with the plan, rather than leaving
the GF empty for integration with the filler, then the Prince exae(8.17) is produced instead. The
local structure under construction is again shown in théeddox. Notice that the pronouihhas
been inserted as the prepositional object.

(8.22) Chunk 2:... the bike will sit on it
Lexicon
c-s
|
Kz
_ v
PRED ‘get’

SUBJ [“you"}

Filler: PRED ‘rack Filler:
(f...GH SPEC ["a:] _____________ (f...GH
> -PRED ‘sit’ | >

TOPIC {“pro”}

08 SUBJ {“the bike"}

I
I
I
I
I
I
I
ADJ | f
I PRED ‘on’
: OBL
I
I
I

OoBJ [“it" ]

TENSE future

v'Locally well-formed

After construction of the local structure shown in the dasbex, the production system passes the
filler on and attempts to continue. Having passed up the dppity to integrate the filler, there is
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no longer anywhere to put it. There is no remaining structoitee built and insertion of the filler in
the structure built so far is impossible. The situation isve here:

(8.23) [Yougetarackthat. ] _"" _ ["the bike willsitonif "

v'Locally well-formed v'Locally well-formed

[ * Globally ill-formed |

The grammar ultimately fails to sanction the structure tregt been attempted. Crucially though,
due to incremental production, the ungrammatical sentéasebeeruttered At each stage of
producing (8.17), incremental production results in lag@mmaticality. The result of production
is however globally ungrammatical and is perceived as syataktive speakers. The perception of
ungrammaticality does not arise through production, btiterathrough parsing. What the parser
does with the result of productions like (8.17) is the todisection 8.1.2.

The account of production that | have been giving here reguine grammar to incrementally
deliver locally well-formed structures. The incrementahstruction of grammatical structure starts
from an initial plan and then continues in lockstep with @mental planning. One might won-
der whether the construction of locally well-formed granticed structures of the kind allowed by
(8.16) — which is what leads to the construction of senteffikesYou get a rack that the bike will
sit on it— is constrained at all. In a sense the question is whethengles like this sentence and
the others above are speech errors. | do not think that theyldive considered as speech errors.
First, they are constrained at the level of local grammbsitracture by the kinds of local structure
that can be well-formed. For example, in constructing theesee You get a rack that the bike
will sit on it, insertion of a pronoun as the object @ is locally licensed by the rule that con-
structs PPs, the lexical requirementsoofwhich require aroBJ, the fact that theosJ of on must
be realized by an NP, etc. If local grammatical well-formesiis a criterion, then speakers could
not instead produce things likéou get a rack that the bike will sit.itTo the extent that this kind
of form is produced at all, it really is a speech error. But timaist be distinguished from locally
well-formed structures that arise from purely incremeptalduction. Second, the kinds of things
that can be inserted are constrained by the plan itself.elsgfeaker wants to say something about
a rack, then s/he will select a lexical item that is consisteath that plan. In English, the kinds of
lexical items that are consistent with the plan are prondiifsdeictics ¢haf), names and definite
descriptions that refer to the requisite elemeht(bikg, and epithetsthe damn thiny This is
part of what prevents the production system from produckerles like the following, which
Creswell (2002:106, (11-12)) worries about:
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(8.24)  the police officer who John prefers spinach
(8.25)  the smell that my mom is baking bread

Firstly, bare nouns likespinachdo not have the correct semantic properties to be used nédhe
A plan to say something about a police officer would not leadgertion ofspinach But, Creswell
(2002:106) also notes that sentences like the second omgeaanenatical in Japanese and Korean. |
agree with her position that the pragmatic discourse camditthat determine the discourse relation
between the relative head and the material in the relatizesel must be subject to some cross-
linguistic variation. That is a fact abogtammarsthough, not the production system.

The case remaining to be dealt with is island violations tike Swets and Ferreira (2003)
donkey example, repeated here, or the attested exampl&if) (8

(8.26)  This is a donkey that | don’t know wherdiites.
(Swets and Ferreira 2003)

(8.27) You have the top 20% that are just doing incredibleiser and then you have the group
in the middle that a high percentage_of thase giving you a good day’s work . ..
(Creswell 2002:102, (4d); (http://www.ssa.gov/hist¥EIKEL.html))

The explanation of these cases basically reduces to the s&skeave already looked at plus the fact
that the island prevents integration of the filler.

| will illustrate the analysis of the island cases with thegler donkey example. Production
starts in the following fashion:
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(8.28) TOPIC: donkey-X
DEIXIS: this-Y
BACKGROUND: speaker-S, hearer-H

MESSAGE: Y is X. S does not know where X lives.

v

Chunk 1: This is a donkey that . . .

Lexicon

c-structuré

[
K
'
F______________________'I
: PRED ‘be :
I SUBJ [“th's”} I
[ i |
| |
: PRED ‘donkey’ :
l g [
' | oss SPEC [a } |
[ |
| “ " |
| ADJ {f|:TOPIC [pro H} |
1L 11
L e e e e e e e e e e 4
o

|
I
¥
s-structuré

v'Locally well-formed

An unbounded dependency is once again launched by theveefabnoun. Island constraints in
versions of LFG that use outside-in functional uncertaifatyfiller-gap dependencies are stated
through limiting the path — either by limiting the grammatidunctions that the path may pass
through or by limiting the environments of these gramméfigactions through off-path constraints
(see chapter 2, section 2.1.6; for further details on thid kif functional uncertainty, see Dalrymple
2001:389ff.). Let us assume that théi-island constraint is stated as an off-path equation to the
effect that the functional uncertainty cannot pass thraugbmp that contains abF. A simplified
version of the functional uncertainty that theric initiates is shown here:
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(8.29) ¢ ToPIC) = ( 1 COMP* GF)
- (—UDF)

The equation states that the grammatical function to beteduaith theTopic can be found by
going through zero or moreomp f-structures, but none of theomp f-structures may have a un-
bounded dependency function{F) of their own. This is a huge oversimplification, but it cajets
the case at hand. After construction of the first chunk,theic has not been integrated and the
beginning of the path has already been instantiated tacaoner.

| assume for simplicity that the next chunk is the remaindethe sentence. Nothing hinges
on this. In producing the next chunk, the production systemstructs the following partial local
structure (indicated by the dotted box):
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(8.30) Chunk 2:... I don’t know where it lives
Lexicon
c-&

|

| ¢
- L -
PRED ‘be’
SUBJ [“this"}

PRED ‘donkey’

SPEC [“the”]

PRED ‘know’

Filler:
(f COMP... GF) TopiC [pro ]
SUBJ [I}
OBJ [pRED “live’ ]
ADJ : FoCUs [“where”}

COMP SUBJ

o { )

MOOD int

TENSE present

v'Locally well-formed

At this point things get a little more complex. The produntgystem still has an unintegrated un-
bounded dependency and now it has encountered a new one.plitve of positing a gap for the
most deeply embeddezliBj, as in (8.15) is not possible. The presence of the embeddeds(a
UDF) means that there is no way to locally satisfy tt@pPiC's functional uncertainty equation. In
fact there is no way to satisfy the equation period: as so@csMP containing aJDF is encoun-
tered, satisfaction is impossible. The result is that tHg wmy to construct a locally well-formed
f-structure is to exercise the option in (8.16) of insertiogne lexical material that is consistent with
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the plan (i.e., that refers to the donkey). The filler doesaaass through the chunk, though, because
there is now way for it to do so and satisfy its equation. The nebounded dependency also needs
to be integrated and this can done using option (8.15).

The final local structure is shown here in the dashed box:

(8.31) Chunk 3:... I don’t know where it lives
Lexicon
Y
c-s
[
[
K
v
PRED ‘be’
SUBJ [“this”]
[PRED ‘donkey’
SPEC [“the”]
e
Filler: | |PRED ‘know |
. | I
I | TOPIC [“pro”] |
(f coMP... GF) : : Filler
| |suBd [I ] [ _
| I
I I
I r I
OBJ | PRED ‘live’ |
I I
ADJ 1 FOCUS [“where"} I
I I
! SUBJ [“it” ] :
' comp I
| ADJ } I
I { I
| MOOD int |
| I
l TENSE present l
| I
| NEG + |
I - I
o

v'Locally well-formed
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Since the local structure is an island, there is no way fofitlee to be integrated. The situation
is sketched here:

832)  [Thisisadonkeythat.]. _ 7" ["7 T don't know where itiived _~"°"

v'Locally well-formed v'Locally well-formed

[ * Globally ill-formed |

Once again, the grammar ultimately fails to sanction thecstire that has been attempted. However,
the sentence is uttered due to incremental production.

8.1.1.1 Summary and discussion

| have shown how a production model that is based on increahef@gnning and production can
account for the production of both resumptives in non-gdtaras in (8.33), and resumptives in
islands, as in (8.34).

(8.33)  You get a rack that the bike will sit on it
(8.34)  This is a donkey that | don’t know wherdiites.

A number of features of LFG were used in the production modéie ability of the theory to
construct locally well-formed fragments (Bresnan 20013 wee basis for incremental construction
of structure. This ability of the grammatical theory to cioast fragments is also fundamental to
the Tree-Adjoining Grammar analyses offered by Creswé&€l02 and Swets and Ferreira (2003).
The filler-driven theory of unbounded-dependencies pevithe basis for the assumption about the
timing of production, according to which local structures eonstructed before filler-integration is
attempted.

At the beginning of section 8.1 | posed a number of questicBeme of them can now be
answered.

1. How do speakers of languages that have no syntactic resesproduce processing-resump-
tives?

Processing-resumptives are produced through incremeantatruction of locally well-formed struc-
ture.

2. Why do speakers of languages without syntactic resuegpproduce processing-resumptives?
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They are produced in an attempt to construct locally wetified structure that is consistent with
the message plan.

3. Why is it that although speakers of these languages peopitozessing-resumptives, they
(a) reject some sentences with processing-resumptivdisfagned?

The rejected sentences are rejected because althoughethdy from incremental production of
locally well-formed structures, they are globally ill-faed according to the grammar. This will be
discussed further in section 8.1.2.

The resulting account is broadly similar to that of Kroch&1% in the sense that it denies a
formal grammatical treatment of the phenomenon and indtezalizes in the production system
the phenomenon of producing resumptive pronouns that argrammmatically sanctioned by the
language. A key difference between this account and Krdstilsat his account depended on lack
of planning while this account does not. The findings of Sveetd Ferreira (2003) indicate that
these resumptives are in fact planned. The theory that | peegented respects this new finding
and explains how the resumptives could be produced in agnoedwith a plan, even though they
are grammatically ill-formed.

This sets the theory apart from those of Creswell (2002) amet$Sand Ferreira (2003). They
capture these data by letting them be grammatically weihém. This fails to explain native speak-
ers’ judgements that the resulting forms are not actuabyrgnatical. While it is true that there are
grammatical forms that are nevertheless perceived to bmmgatical, such as centre-embeddings,
the sort of explanation that is offered for those cases ddmnoeadily extended to these cases. The
basic explanation for the perceived ungrammaticality otieeembeddings is that it arises because
they are hard to parse (see Gibson 1998 for a recent overviEw@re is no metric of complexity
that would account for the perceived ungrammaticality oinagpe Prince example like (8.33). A
proponent of the view that such examples are grammaticaitrbigg tempted to claim that they are
perceived as ungrammatical precisely because the corm@sgpgap sentence is grammatical. This
would constitute a transderivational explanation of a fuat has been proposed for syntactic re-
sumptives (Shlonsky 1992, Aoun et al. 2001). There are twblpms with this view, even setting
transderivationality aside. The first is that if resumpfwenouns in English are grammatically gen-
erated and if they are avoided due to corresponding serg@vittegaps, then there is no explanation
for the fact that languages with demonstrably grammaiicizsumptive pronouns allow their re-
sumptives to occur where gaps occur (in some but not all @mrients) without loss of perceived
grammaticality. Second, the island examples without tsemgtive pronoun are not perceived as
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grammatical and neither are the sentences with the reseemmtbnoun, according to the findings
of Swets and Ferreira (2003) and other recent findings (M@&band Cowart 1999, Alexopoulou
and Keller 2002, 2003).

Creswell (2002) notes that the view that English resumptare generated grammatically rather
than through production is a result of the current undedstenof islands in Tree-Adjoining Gram-
mar (Frank 2002). Naturally, the theory will undergo remss that might remove this problem. In
the meantime, though, it is useful to localize the point ekdjence between LFG and TAG and
other relevantly similar theories that allows the accowevetbped here to avoid the problem. The
key difference between the model of TAG that Creswell (2088 in mind and the model of LFG
that | have been assuming is how the theories handle islamtise TAG theory, islands are defined
internally to the island (Frank 2002:199ff.), as in the phase approadha Minimalist Program
(Chomsky 2000, 2001) and the subjacency approach of Plescgnd Parameters Theory (Chom-
sky 1986). There is something about the local structure dbastitutes the island that is wrong.
This can mean either that the relevant sort of structureatdmmconstructed in the first place, as in
TAG, or that the relevant sort of structure is constructetthere is no way for the filler to exit it,
due to a phase boundary (MP) or a bounding node (P&P). In #naryh have presented, follow-
ing Kaplan and Zaenen (1989) and Dalrymple (2001), islaneslafinedexternallyto the island,
through constraints on outside-in functional uncertaiftyis means that the local structure that in
fact constitutes the island is not necessarily ill-formedally. The difference in how islands are
constructed and defined is deeply related to whether thergeartreats filler-gap dependencies as
gap-driven or filler-driven. The findings in this section fbtherefore likely be extended to other
theories that have a filler-driven approach to filler-gapahei@ncies, such as Categorial Grammar
(Steedman 1987, Morrill 1994), or to approaches that havéxadrsystem, such as Head-Driven
Phrase Structure Grammar (Pollard and Sag 1994, Boumazasi(dl).

8.1.2 Parsing

The parsing model is shown in Figure 8.2. Recall that the ggrmssumptions of the processing
model that apply to both production and parsing are thevoiig:
(8.35) 1. Production and parsing are incremental.

2. Incremental production and parsing attempts to cordwaally well-formed struc-
tures.

3. Global well-formedness applies only to the output of picitbn and parsing.
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4. Production and parsing are constrained by memory limitatbased on complexity
factors, including distance, structural complexity, amgisecting interpretations of
unbounded dependencies. (Kimball 1973, Dickey 1996, L&@@6, Gibson 1998).

With respect to parsing in particular, the model also makeddllowing independently-motivated
assumptions:

(8.36) 1. Parsing of unbounded dependencid#ies-driven.
(Active Filler Strategy (AFS); Frazier 1987, Frazier andrek d’Arcais 1989)

2. The result of incremental parsing is incrementally ipteted.
(Frazier 1999)

3. Unsuccessful parsing results in reanalysis.

s-2...s-&1
|

|
Full proof(s)
(final interpretation)

|
Partial proof
(partial interpretation)

|
Partial proof
(partial interpretation)

Chunk 1 Chunk 2...Chunk — 1 Chunkn: Output
Lexicon : Lexicon I Lexicon
| |
v | v | v
c-structuré ! c-<...c-g ! ! final c-s
| | |
| |
Lo Lo [
J l | l e
f-structure ! f-s2,. f-gr1 ! final f-s
| e | - |
I o : I o : I o
! I | I )
s-structuré ! ! final s-s
l l
| |
| |
| |
| |
| |

Figure 8.2: The parsing model

| started section 8.1 by posing a number of questions. Sortteesé questions were answered
in the previous section. The questions that remain, inolydine whose answer was touched on
already, are the following:

(8.37) 1. Why is it that although speakers of language theae m syntactic resumptives
produce processing-resumptives, they

(a) reject sentences with processing-resumptives asritidéd?
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(b) prefer sentences with processing-resumptives inioegtavironments to sen-

tences where the resumptive is absent?
2. How is it that speakers interpret processing-resumgive
3. If alanguage has syntactic resumptives (e.g., IrishyétetSwedish) how does this
aspect of its grammar affect processing-resumptives?
(a) Canalanguage have both kinds of resumptive and if s@rwmdlat conditions?

(b) Will processing-resumptives take on different chaggstics in a language that

also has syntactic resumptives?

There are three principal factors that have been identifidtie theoretical literature as ame-
liorating English processing-resumptives. | list themeheiith representative examples. In each
case the first example is meant to be better than the secqmégemted by-). A variety of gram-
maticality judgements are found for these sorts of examipléise literature, but some of the key
judgements have not been corroborated by recent expedingatk (McDaniel and Cowart 1999,
Alexopoulou and Keller 2002, 2003). | do not want to prejedibings in advance of the more
detailed discussion below by giving the absolute judgem&nind in the literature.

(8.38) Distance (Erteschik-Shir 1992)

a. This is the girl that Peter said that John thinks that ydatehis mother had given

some cakes to her.

>
b. Thisis the girl that John likes her.

(Erteschik-Shir 1992:89, (4), (1))
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(8.39) Island-avoidance (Ross 1967, Sells 1984)

a. Weakisland

i. I'd like to meet the linguist that Mary couldn't remembérshe had seen him
before.

>

ii. Idlike to meetthe linguist that Mary couldn’t rememhéshe had seen before.

(Sells 1984:11, (9a))

a. Strongisland

i. I'dlike to meet the linguist that Peter knows a psychosbginat works with her.
>
ii. Id like to meet the linguist that Peter knows a psychasébghat works with.

(8.40) ECP-avoidance (Ross 1967, Kroch 1981, Sells 1984, Swets and Ferreira 2003)

a. Thisis a donkey that | wonder where it lives.

>

b.  Thisis a donkey that | wonder where lives.

For convenience | will refer to these respectivelycasnplexity-resumptivesisland-resumptives
and ECP-resumptivesThis should be taken as an implication that they will be heghdheteroge-
neously by the theory. They are all treated as processsgwptives and any differences between
them fall out of independently motivated aspects of the gnamor the processing model. | should
also add that these are purely descriptive labels. Theredmaection between islands and ECP-
violations, for example. However, | take the ECP-resungito involve not just an island violation
but also a violation of whatever additional grammatical stomints goverrthattrace, left-branch
extractions, etc. Erteschik-Shir (1992:90) has also ofeskthat there is an interaction between
complexity- and island-resumptives, to the effect thatndtrepair is improved if there is greater
distance between the resumptive pronoun in the island arahiecedent.

3Erteschik-Shir (1992) calls these “distance-resumptjviest the notion of distance does not really capture all the
relevant cases.
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8.1.2.1 Island- and ECP-resumptives

Let us first look at the second and third classes: the islaadmptives and ECP-resumptives. What
these classes have in common is that the correspondinghsentéth a gap violates some gram-
matical constraint. The assumptions of the processingythtat are relevant are the following:

(8.41) 1. Parsing is incremental.
2. Incremental parsing construdtgally well-formed structures.

3. Incremental parsing is incrementally interpreted.

Incremental interpretation will in particular be the keyetglaining the properties of island-resump-
tives.

Turning to a specific example, let us consider first a simplifiersion of the weak island exam-
ple in (i) above:

(8.42) I met the linguist that Kate forgot if Thora had seem biefore.

An unbounded dependency is initiated by the grammar whettivelclause construction begins
with the wordthat. This unbounded dependency is described in terms of thédetits functional
uncertainties that we have see throughout this thesis atdnmb paid special attention to in sec-
tion 8.1.1. For the sake of simplicity | assume that an isiandarked with a featureb, mnemonic
for unbounded dependency, that has the valu&he functional uncertainty equation will have the
off-path equation{~ uD) # — on the grammatical functiocomp. This will mean that the un-
bounded dependency cannot be functionally equated to anga¢inal function inside @omp that
contains the featureb with value —. This is obviously not a very sophisticated notion of island
but it will do to make the point about interpretation (for aakureview of unbounded dependency
restrictions in LFG, see chapter 2, section 2.1.6; for metaits, see Dalrymple 2001).

Assuming that the complementizércontributes { uD) = —, as soon as the parser encounters
the complementizer it has reached a weak island. At thig pleénfunctional uncertainty associated
with the unbounded dependency cannot be satisfied and ghaceway to integrate the filler. The
only way for local well-formedness to be satisfied is if atdbarguments are occupied by lexical
material. This in fact turns out to be the case, since the daddmcompP corresponds taf Thora
had seen him beford he local f-structure for theompis shown here:
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(8.43)
PRED ‘see’
SUBJ [“Thora”}
COMP | oBJ {“him”}

ub —

TENSE past

The overall parsing situation is shown here:

Filler

(8.44) | I met the linguist that Kate forgot . |.
v'Locally well-formed v'Locally well-formed

— .|| ... if Thora had seen him befote

[ * Globally ill-formed |

The sentence is syntactically ill-formed, since the fillangot be integrated due to thé-island.
The local structures that have been incrementally cortstluare locally well-formed, though.
The local structure containing the island is locally welifhed because of the presence of the
processing-resumptive. The same observations applyaodsiesumptives in strong islands and
ECP-resumptives. The only difference is that the locakstme is correspondingly more ill-formed,
either due to island strength, however that is measured,®talviolation of the ECP (in addition
to an island violation).

Incremental parsing is accompanied by incremental iné¢aion in this model. Parsing has
now accumulated the following resources, which have beeaadly contributed by the words that
have been encountered:

(8.45) 1.s Lex. |
2. meet:i—ol—om Lex. met
3. AP.y[P(y)] : (v—or)—l Lex.the
4. linguist : v—o 1 Lex. linguist
5 ... Lex. that
6. kate : k Lex. Kate
7. forget : k—os—of Lex. forgot
8. thora : t Lex. Thora
9 it—oh—os Lex.seen

10. Az.z X z: 11— (l®h) Lex. him
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| have left out the relative pronoun’s resource purposgflibcause it has not been integrated and
the parser does not know what to do with it. The relevanceisftfill be made clear shortly. The
determinerthe has been assigned iista meaning rather than its generalized quantifier meaning
(Partee 1987), so thahe linguistwill be a type e individual. The significance of this will be
further discussed below. Finally, | have left out the modihefore since it complicates matters
without adding anything significant to the example. Incratakinterpretation on these premises
can accomplish a great deal, but it will not yield a well-f@tinGlue derivation ending in an atomic
linear logic term with associated sentential semanticse folowing proof is the best that can be
done at this stage:

8.46 thora seen
(8.46) I met kate forgot t t—oh—os

the linguist i i—l—m k k—os—f h—os [n)?

(v—or)—l v—or him l—om U]l s—of A

l l—(l®h) m f
(%4
l@h m® f
®e,1,2
mef

Figure 8.3 illustrates the incremental interpretationt isacomputed. The result of incremental
interpretation is a multiplicative conjunction of two typeesources:

(8.47)  meet(s,yllinguist(y)]) x forget(kate, see(thora, vy[linguist(y)])) : m & f

The multiplicative conjunction corresponds to a produdt pethe meaning language. It is impor-
tant to bear in mind that the meaning ipair of meanings corresponding to a conjunction of type
t resources, not a conjunction of meanings correspondingsitagée ¢ resource. The function con-
tributed by the pronoun is atyde, (e x e)) function. This means that the same typargument

is simultaneously added to both parts of the product paierdlis no way to have different type
arguments in each member of the pair. In this particular gkanit means — over and above the
semantics of — that.y[linguist(y)] in each member of the pair denotes the same linguist.
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thora : t see:t—oh—os
st meet :i—ol—om kate : k forget : k—s—o f see(thora) : h—o s [v: h]2
AP.y[P(y)] : (v—o1)—l linguist : v—or meet(s) : l—om [w: 1)} forget(kate) : s — f see(thora,v) : s
wylling(y)] : 1 AzzXz:l—(l®h) meet(s,u) : m forget(kate, see(thora,v)) : f
wylling(y)] x tylling(y)] : L@ h meet (s, u) x forget(kate, see(thora,v)) : m @ f . o
Re 1,2

let vy[ling(y)] x y[ling(y)] be u x v in meet(s, u) x forget(kate, see(thora,v)) : m® f

meet(s,ty[ling(y)]) x forget(kate, see(thora, ty[ling(y)])) : m® f o

Figure 8.3: Incremental interpretation kanet the linguist that Kate forgot if Thora had seen him befor
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The derivation that is shown in (8.46) and Figure 8.3 doesnmett the criterion for a suc-
cessful Glue derivation of sentential meaning in two reigpe€irst, the result is a typg x t)
multiplicative conjunction of linear logic atoms, not a &/atom. The result is therefore not an ap-
propriate semantics farententiaimeaning, although & x t) atom could potentially correspond
to the semantics for a sub-sentential constituent. Seamdlmore importantly, the proof is not
a well-formed Glue derivation because the proof is not a-feethed linear logic proof. In order
to arrive at the proof the premise corresponding to the untéed dependency (the relative clause
premise) was set aside. But this means that not all resotesesbeen consumed in constructing
the derivation.

Despite not being a well-formed derivation and not being l@vaeaning for a sentence, the
proof is cruciallyinformative The first member of the pair in the result states that thekgpeaet
the linguist. The second member, leaving tense, aspect aod @aside, states that Kate forgot if
Thora had seen the (same) linguist. Although this is not guomtion, it contains some of the
essential information that successful construction of résdrictive relative clause would create,
which is shown heré:

(8.48)  meet(s,tyllinguist(y) N forget(kate, see(thora,y))]) : m

The essential difference between (8.47) and (8.48) is tieatdrmer does not restrict the reference
of the linguist and does not presuppose that there is moreaih@ linguist, which the equivalent of
(8.48) in a dynamic semantics would do.

The example we have been looking at serves as a particularplesillustration of incremental
interpretation, because analyzitige linguistin terms of. gives a reasonable semantics in the static
framework that | have been using. However, | mentioned aloaeone difference between the
partial incremental semantics and the full semantics ferrétative clause without the processing-
resumptive (had there been no island violation) was pressippnal. The analysis of presuppo-
sition is generally now thought to require a dynamic framdwaf some kind (see Beaver 2001
for an overview and references). A dynamic framework is aéspiired to make sense of a type
e denotation for indefinites (Kamp 1981, Heim 1982, Groengraid Stokhof 1991). There are
two fundamental methods for making Glue Semantics dynaiftie. most straightforward method
is to use a dynamic meaning language that supports lambdeaetim, such as Lambda DRT
(Bos et al. 1994), as suggested briefly by Dalrymple et al9gb® and developed in more detail

“It is tempting to say that (8.47) and (8.48) have similarttrtinditions, but this would be an error, since (8.47) does
not have truth conditions as a whole.
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by Kokkonidis (2003), or Compositional DRT (Muskens 19943, pursued by van Genabith and
Crouch (1999a). A second method is to keep the meaning lgegsiatic and to allow the linear
logic that composes meanings to also handle contextuateipttas effectively moving the dynam-
ics into the linear logic side. This approach was initialgvdloped by Crouch and van Genabith
(Crouch and van Genabith 1999, van Genabith and Crouch 1@®fbfurther developed by Dal-
rymple (2001:291ff.), but it is still to some extent work irogress. | am not at this point going to
move to a dynamic framework, both because it would add catitpléhat is not really necessary
and because processing-resumptives are clause-bournkkedyhtactic resumptives. However, |
will help myself to a notion that is fundamental to dynamigrnfreworks: certain discourse referents
are globally available (those corresponding to noun plsrisa are principal ultrafilters, for which
the lower type-shift is well-defined, i.e. names, indefinites and defi) Partee 1987), others are
available only within the scope of their contributor.

Presupposing a dynamic framework then, the incrementalhstcucted partial semantics for
the island resumptive we have been looking at would get @&septation like (8.49), whete y, £,
andt are discourse referents contributed/byhe linguist Kate, and Thora, respectively.

(8.49)  [s,y,k,t | meet(s,yllinguist(y)]) x forget(k, see(t,vy[linguist(y)]))] : m @ f
An indefinite example like (8.50) would get a partial inteation as in (8.51):

(8.50) I met a linguist that Kate forgot if Thora had seen hefolpe.

(8.51) [s,y,k,t | meet(s,linguist(y)) x forget(k, see(t, linguist(y)))] : m & f

In sum, the island-resumptive is both syntactically andasinally ill-formed. However, definites
and indefinites alike lead to incremental construction ofrdarmative partial interpretation that
contains much of the essential content that a successtrpnetation would contain, but that is
nevertheless distinct from a full interpretation that mdy integrates the restrictive relative clause.

This gives a ready explanation for Sells’s (1984:11-12¢olmion that what he calls intrusive
pronouns and what | am calling processing-resumptives talltwv bound variable readings. The
following version of the weak island example we have beekitapat with the linguistreplaced by
every linguistindeed seems to be markedly worse and Sells (1984:12, (S&ipres the sentence a
star®

®Notice that now is just marking the definite as a definite.
5The precise sentence in Sells (1984) is actuldlyike to meet every linguist that Mary couldn’t remembéshe
had seen him before
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(8.52) *I met every linguist that Kate forgot if Thora had sd@m before.

The theory of anaphora that | have been assuming throughisuthesis is variable-free (Jacobson
1999), so it is important to establish what the equivalena dfound-variable reading is on this
theory.

In order to receive a bound reading, a pronoun must make amg$i®n on its antecedent that
is discharged within the scope of a scope-taking elementbeldischarged within the scope of
a scope-taking element means to be discharged in a conigauduproof that extends from the
assumption to the point at which the scope dependency ibatiged (see the discussion afdit
trails by Crouch and van Genabith 1999:160ff.). This is illustidtg the following sentence, which
is ambiguous between a reading whbBeggets a bound interpretation froevery girland a reading
wherehertakes the nam&im as its antecedent:

(8.53) Every girl said Kim thinks John likes her.

The two readings are shown in (8.54), where the antecedditris and in (8.55), where the an-
tecedent is worevery girl. The proof in (8.54) is more indirect than it needs to be, fqository

purposes.
j j—h—ol
8.54 —_—
(8.54) k' k—ol—t [h)? h—ol
l—ot ! k> k—o(k®h)
t k®h
Re 1,2
t t—og—os
VX .[(g— X)— X] g—os
S
k k—os
S
i j—oh—ol
(8.55) ko k—ol—t [h]? h—ol
[—ot l
t t—og—os
9" g—os 9> g—(g@h)
S g h

Reg 1,2

—°7,3

VX [(g— X)— X] g—os
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In the bound reading in (8.55) the assumption on the antetésielischarged within the scope of
every girl, but in (8.54) it is not. The more direct proof that can be tamsed for (8.54) would
make no assumption dnat all, allowing the pronoun to take the name directly asnteeedent.
Now let us return to (8.52). The noun phraseery linguist unlike the linguist cannot take
a typee meaning. The lift cannot apply and there is no way tower every linguistfrom its
generalized quantifier meaning to a typeneaning, becausevery linguistis not a principal ultra-
filter (Partee 1987). Therefore the premise contributedusyy linguistmust be of the generalized
quantifier type((e, t), t), asin (8.56), and cannot have the typthatthe linguistreceived above.

(8.56)  AS.every(z, linguist(z), S(z)) : VX.[(l— X) —o X]

This means thagvery linguistmust be a scope-taking element and that a pronoun that tekeam
antecedent must be a bound variable.

Consider the proof that results from replacing the resaufoethe linguistin (8.46) with the
resource foevery linguist

(8.57) thora seen
' | met kate forgot t t—oh—os
i i—ol—om k k—os—f h—os [h)?

him l—m [ s—of s

[n? l— (I®h) m f
(%4
[®h mef
®e1,2
me f

The argument of the pronominal resource must be introduced by assumptian because there
is no! that corresponds to a typeindividual and the pronoun must be a bound variable. Thdtresu
of incremental interpretation at this stage is:

(8.58)  meet(s,x) x forget(kate, see(thora,x)) : m ® f

This says that two things hold: the speaker met whateveia variable for and Kate forgot if Thora
had seen whatever is a variable for. This is obviously highly uninformativein€e the theory is
variable-free and there are never any free variables or ssigrmanent functions, there is not even
an assignment function to help out (whatever that would mean

Furthermore, it is impossible to adelery linguistto the incremental interpretationEvery
linguist requires a dependency of the foimo X, but there is no such dependency available. Dis-
charging the assumption dmresults in the following:

(8.59)  Az.meet(s,z) x forget(kate, see(thora,x)) : | — (m® f)
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There is no single type linear logic atom that can serve &5 for every linguist Therefore, in-
cremental interpretation ends up with an uninformativejuwaction and the conjunction does not
sayanythingabout every linguist. In sum, the impossibility of a bounddig for a processing-
resumptive (intrusive pronoun) is a reflection of the faett tifi it is a bound variable incremental
interpretation cannot assign an informative meaning tadltative clause.

If the pronoun in (8.52), which is resumptive @very linguist cannot receive a bound in-
terpretation, then to the extent that it receives any imetgbion at all it must be some “other”
interpretation (Sells 1984:9ff.). Chao and Sells (1988uarthat the other interpretation in question
for intrusive pronouns with indefinite or definite relativeduds as antecedents, i.e. the kind that
| argue leads to informative partial interpretation, is Ex¢ype interpretation defended by Evans
(1980). Sells (1984:454) abandons this approach and gieseasons for doing so. The first is
that the work of Heim (1982) and Kamp (1981) in dynamic sefcanindermines an appeal to E-
type pronouns as involving a special mechanism for pronahiimerpretation (which was crucial
to the Chao and Sells 1983 approach), because a single dynasttiod for interpreting pronouns
subsumes E-type interpretations. The second reason isiéhai (1982:25—-33) shows that E-type
readings make certain false predictions.

Heim (1982) in fact only claims that the E-type account haslite withindefiniteantecedents,
not universals. She makes a slightly more subtle claim tharctaim that the E-type account makes
false predictions. She shows that it fails to make a certalid prediction and that the assumptions
necessary to make the prediction on an E-type account arelwiusly consistent with other
predictions of the account. She subsequently writes:

Recall that | have attributed to Evans two assumptions waiehindependent of each
other: (a) the assumption that certain anaphoric pronowenrthe same thing as cer-
tain definite descriptions, and (b) the assumption that defaescriptions are to be
analyzed in a certain way, which involves predicting unitgss-implications for sin-
gular definite descriptions. As it turns out upon closer dtiggtion of the facts, itis (b)
and not (a) that we should question ... Heim (1982:31-32)

Her basic point is what is behind Sells’s first reason for dbaing the Chao and Sells appeal to
E-type interpretation. She argues that the task of promatpunting for definite descriptions in
E-type pronominal reference to indefinites boils down totdsk of accounting for pronouns with
indefinite antecedents. This is the subsumption that Setss to.

However, Heim (1982) does not consider cases of E-typeemderto aneveryantecedent.
Evans (1980:220, (21-22)) noted that an E-type interpoetd this case requires a plural pronoun,
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even though the antecedent is singular (the grammatigatiyfements are those assigned by Evans):
(8.60) *Every congressman came to the party, and he had aetitry time.
(8.61) ?Every congressman came to the party, and they hadvalioas time.

| am not going to argue that dynamic semantics could not sométandle this case, but however
it is handled it could not follow from the standard mechanshdynamic variable-binding. Dy-
namic semantics explains the following semantic chestguidfining a contextualized notion of
variable-binding that allows an indefinite to bind acrostaage boundary but which does not allow
a universal to do so:

(8.62) A man walked in the park. He whistled.
(8.63) Every man walked in the park. * He whistled.

If E-type binding just is the dynamic binding mechanism thievant contrast would be impossible.
I am not disputing the dynamic semantics account of defimitekindefinites, but rather pointing
out that not all instances of E-type binding can be assisdlé dynamic binding.

Evans (1980:220) offers the following explanation for (8.6nd (8.61):

If it is the role of [E-type pronouns] to refer to the objegtfghich verify the antecedent
clause, the deviance of [(8.60)] is explained, since in thte@dent clause there are
asserted to be a plurality of such objects. [(8.60)] is aalstamproved by pluralizing
the pronoun [as in (8.61) — AA]

It is not clear that the antecedent clause “asserts” thak tleea plurality of objects. It would
rather seem to presuppose or implicate it (since if thereevoaty one object it would have been
more informative for the speaker to usfee or a), but the presupposition or implicature can be
contextually cancelled. The following could be uttereddomic effect:

(8.64) Every honest CEO came to the party. He had a marveilmes

As for the intermediate grammaticality that Evans assig8l(), it perhaps arises due to a conflict
between the necessity of using a plural pronoun because ofiflicature and the lack of agreement
between the pronoun and its linguistic antecedent. | patlsodo not find (8.61) ill-formed in the
least, but in the dialect of English that | speak third perplumal pronouns likehey may also be
interpreted as third person singular with indeterminatedge
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The overall picture that | have been presenting is the faligw Incremental processing of
island-resumptives, gives rise to incremental interpic@ta Due to the impossibility of integrat-
ing the filler in the island, the result of incremental intefation is only partial. However, if the
antecedent of the processing-resumptive is a definite efiimite, the partial interpretation is never-
theless informative and contains much of the essentiatrimétion of an equivalent fully-interpreted
restrictive relative clause. A bound variable reading f@racessing-resumptive fails to give rise
to an informative partial interpretation. The only intesfation that a processing-resumptive with
a quantificational antecedent can attempt is an E-typeprgttion. The following version of the
sentence we have been looking at certainly seems to be thettetheeveryversion (making certain
adjustments to make the sentence more plausible):

(8.65) I've met few linguists that Kate manages to rememb€hora has seen them before.

This would have to be tested more systematically, thougithEtmore, the matter dfow E-type
interpretations get resolved needs to be settled.

If processing-resumptives have E-type readings, a codjplatterns of data are explained — one
from the literature and one that | have collected myself. @fmay Swedish informants consistently
ranks the Swedish equivalentsefery-examples as follows: gaps are best, and bote@@Bonoun
and a ®L pronoun in the gap position are fairly bad but not completelgossible. This is shown
immediately below. It should be noted that Swedish does aet¢ lweak islands and that the gap
equivalent is therefore well-formed (Engdahl 1982). Thymgicance of this will be explored later
in this chapter.

(8.66)  Jagskullevilia traffa varje lingvist somMaria inte kundekomma ihagom hon hade
I will want.tomeet everylinguist that Maria not could remember if she had
sett  forut.
seen __ before.

I'd like to meet every linguist that Mary couldn’t remembieshe had seen before.

>

(8.67)  Jagskullevilia traffa varje lingvist somMaria inte kundekomma ihagom hon hade
I will want.tomeet everylinguist that Maria not could remember if she had
sett honomforut.
seenhim  before.

I'd like to meet every linguist that Mary couldn’t remembgshie had seen him before.
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(8.68)  Jagskullevilia traffa varje lingvist somMaria inte kundekomma ihagom hon hade
I will wanttomeet everylinguist that Maria not could remember if she had

sett dom forut.
seenthembefore.
I'd like to meet every linguist that Mary couldn’t remembkshe had seen them before.

This pattern of data is partially explained if the pronouattis anaphoric on the universally quan-
tified nominal must have an E-type reading. The singularfe-ig incompatible with the universal
antecedent and is therefore ill-formed (it does not seenetodmpletely precluded though). The
plural E-type is compatible with the universal, but Swedisles not allow the dialectal English
use of the BL pronoun as a gender-indeterminate singular. The agreesoefiict discussed above
therefore arises.

Equivalent sentences withgen linvist (‘no linguist’) were judged to be completely ungram-
matical with either pronoun:

(8.69) * Jagskullevilia traffaingenlingvist somMaria inte kundekomma ihdgom hon hade
I will want.tomeet no linguist that Maria not could remember if she had

sett honom/ dom forut.
seenhim  /thembefore.
I'd like to meet no linguist that Mary couldn’t remember ileshad seen him/them before.

Evans (1980:218-219) notes thai X does not allow E-type reference and it is obvious why this
should be so. If the E-type interpretation that the pron@aaeives in, e.gfew congressmen admire
Kennedy, and they are very junigs the congressmen who admire Kenngthen this is the same
E-type interpretation that the pronoun receive% ko congressmen admire Kennedy, and they are
very juniorand the latter sentence is just a contradiction.

A second pattern of data comes from the literature on Hebeswmptives and again concerns
everyversusno (actually, not any). Shlonsky (1992:448, fn.3) disputes Sells’s (1984) asialpf
Hebrew and writes:

| believe that Sells is wrong in claiming that Hebrew allovesumptive pronouns to
be linked to quantificational heads whereas English does Tias is manifest if one
considers relative clauses headed by negative quantifitrerrthan universal ones.
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He then gives the following example:

. inalo ?ahavarafbalsanSe-Dalya hikira ?et ha?iSa Se-hu pagas.
8.70) * Rinalo ?ahava?af bal Dalya hikira ?et ha-? h
Rina notloved no linguistthat-Dalyaknew Acc the-womarthat-hemet
Rina did not love any linguist that Dalya knew the woman tleatrtet.

Shlonsky’s entire account is centered around the ECP arldfoa Hebrew subject resumptive is
there to avoid an ECRHat-trace) violation. Without taking on board Shlonsky’s sfiegroposal,

in terms of the present theory the resumptive in the abovwapleawould be a processing-resumptive
if Hebrew subject resumptives are not syntactically lieehslf this is true, then the fact that the
resumptive in question must receive an E-type interpatatnmediately accounts for Shlonsky’s
observation that a universal quantifier allows the releirssttince of resumption whereas a negative
quantifier does not. The theory actually makes a more péatiquediction: any quantifier except
one that entails the non-existence of its restriction ghaliow the requisite resumptive. Thus,
something likefew linguistsshould allow the resumptive, even though it is a monotoneedsing
(negative) quantifier. The distinction that Shlonsky memgi does not follow from anything in his
theory or the theory of Safir (1986) that he cites in the fot#rno question in support of his claim.
It would have to be stipulated.

So far | have only been considering quantificational antestdto processing-resumptives, but
the observation that bound variable interpretations of@seing-resumptives lead to uninformative
partial interpretations applies to scope-taking elemengeneral and therefore also appliesitb-
phrases. The question is what about questions? Chao arsd(8883) present two kinds of data
that indicates that resumptive pronouns in questions arédamd variables. The first kind con-
cerns the inability to provide list-answers to resumptivie-questions. List answers are however
perfectly well-formed fomwh-questions in which thevh-dependency terminates in a gap rather than
a resumptive. Here is an example of the resumptive case:

(8.71) Q: Who did you say you'd forgotten whether $taal paid her fees?
A: Abby
#A: Abby, Buffy, and Connie
(Sells 1984:475,-(169))

The E-type interpretation fashemust bethe (female) persoand the question is questioning the
identity of this person. The impossibility of answering hvd list then follows from the fact that
Abby, Buffy, and Connigs not a female person, but rather an aggregate of such gerson
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The second kind of data that Chao and Sells (1983) considarecons functional questions
(Engdahl 1986). They note that resumptivé-questions cannot be understood functionally and
that a functional answer is therefore impossible:

(8.72) Q: Which woman does no Englishman even wonder ifsslienake a good wife?
A: Margaret Thatcher.
#A: The one his mother likes best.
(Sells 1984:477~(173))

A standard analysis of functional questions is that the gafiee variable of typée, e), a function
from individuals to individuals, rather than the typeof an individual (Engdahl 1986). Jacobson
(1999:149ff.) presents a variable-free and trace-fremradtive to the standard analysis. By contrast
the processing-resumptive is assigned an E-type intatipet The E-type pronoun is therefore
just the wrong sort of thing and does not allow a functionadieg of the question. The only
interpretation the definite description in the answer cdnsggbizzare “lucky” woman / conspiracy
of mothers reading where all the English mothers have dd@dea single woman as being the best.

Summary Island- and ECP-resumptives are treated as ungrammati¢hlsotheory, but they can

lead to informative partial interpretation if the antecattis a definite or indefinite or if the pronoun
can receive an E-type interpretation. This result followsrf the usual grammatical analysis of
the relevant constructions and the theoretical assumfi@nincremental parsing is incrementally
interpreted.

8.1.2.2 Complexity-resumptives

The key difference between complexity-resumptives armhisi and ECP-resumptives is that in the
former the equivalent sentence with a gap instead of theepsilng-resumptive is grammatically
well-formed. Erteschik-Shir (1992:89, (1-4)) offers tlwldwing examples; the judgements are
hers:

(8.73)  This s the girl that John likes /* her.
(8.74)  This s the girl that Peter said that John likes/ ?? her.
(8.75)  This is the girl that Peter said that John thinks that Bkes _ / ? her.

(8.76)  This is the girl that Peter said that John thinks tlestgrday his mother had given some
cakesto? /her.
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These examples illustrate two separate things. First, egligtance between the filler and the
gap site increases, a gap becomes less acceptable. Sesdhd,distance between the filler and
the process-resumptive increases, the resumptive beamoresacceptable. The cut-off point for
speakers is pretty variable for both. Sentences like thediample are rejected quite strongly,
though, and the experimental literature, which | will calesibelow, confirms this.

The features of the model that are relevant to exlaining dexitg-resumptives are the follow-

ing:

(8.77) 1. Parsing of unbounded dependencidiiés-driven.
(Active Filler Strategy (AFS); Frazier 1987, Frazier andrek d’Arcais 1989)

2. Parsing is limited by short-term memory.
(Kimball 1973, Dickey 1996, Lewis 1996, Gibson 1998)

3. Unsuccessful parsing results in reanalysis.

Point 1 bears a little elaboration. The Active Filler StgpteFrazier 1987, Frazier and Flores
d’Arcais 1989) has two components that are relevant. Theifirthat the search for a gap be-
gins when the filler is encountered rather than when a “mjsaigument” (i.e., gap or putative
trace) is encounteredNotice that this happens to be in agreement with what the Lie@mar is
independently doing, since a filler is described in termsnobatside-in functional uncertainty that
is initiated when the filler is encountered.

The second component of the AFS is that the parser attemtickothe filler in as soon as
possible. Here is the formulation of the AFS by Frazier aratdd d’Arcais (1989:332, (3):

(8.78)  Active Filler Strategy
Assign an identified filler as soon as possible; i.e., rankaion of a gap above the
option of a lexical noun phrase within the domain of an idesdifiller.

The postulation of a gap before lexical material will be gatarly important,
The AFS and the fact that English does not have syntactiamgsues is sufficient to explain
the striking ungrammaticality of short-distance resungsti

(8.79) * This is the girl that John likes her.

"The AFS is consistent with the postulation of traces. It atstes that the trace itself is not what drives parsing
of a filler-gap unbounded dependency. Pickering and Ba®9X)l make the even stronger argument that traces are not
psychologically real. Further discussion is offered byssiband Hickok (1993) and Pickering (1993).

8Gibson (1998:54ff.) argues that the AFS effects be deriveth his Syntactic Prediction Locality Theory (SPLT).
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According to the AFS, a search for a gap is initiated as sodheaslause begins. The first potential
gap site is the subject of the relative clause. This gap siteetupied by lexical materiall¢hr)
and the parser must therefore engage in reanalysis. A keg pieevidence in favour of the AFS
is that subject relatives are processed faster than olgtattves, since there is no need to revise
the parser’s first attempt (for discussion and referenees@bson 1998:54ff.). Reanalysis results
in continued search for a gap. The second gap site is thetalfjéi&e. The parser integrates the
active filler here. At this point the sentence is syntacdijcabmplete and incremental interpretation
can construct a full interpretation for the sentence. THengacomesher. The parser cannot do
anything with this word. The sentence is therefore as ungratical as, e.g.:

(8.80) * John likes the girl her.

Notice that this is just a matter of parsing and not a causalaeation. The sentenckhis is the
girl that John likes heis not ungrammatical on this theobecausehe sentencéhis is the girl
that John likess grammatical. There is no transderivationality requiiedtate that the resumptive
sentence is out.

The assumption that the parser is limited by short-term nmgrbecomes relevant for long
sentences where resumptives improve:

(8.81)  This is the girl that Peter said that John thinks tlestgrday his mother had given some
cakes to her.

The assumption is not a controversial one (for an overview, lsewis 1996). It has previously
formed the basis of a parsing model of resumptive pronourBitkey (1996), who discusses the
issue of memory limitations in parsing in some detail. Dicgkemodel is principally meant to
address the amelioration effect of a resumptive versus aagdpt does not address the issue of
reanalysis or the issue of general ill-formedness of pingsesumptives in English, which has
been established experimentally in the meantime (McDamel Cowart 1999, Alexopoulou and
Keller 2002). Furthermore, he only looks at what | am callbognplexity-resumptives and does not
address island- and ECP-resumptives. However, Dickey imeantanguages that | do not examine
here (Chinese, Igbo, Swahili) and provides some pilot d&tace his model is largely compatible
to this one in its appeal to memory constraints (althougtsfieeifics are of course different), taken
together the two models can hopefully serve as a good badigrther investigation of resumptive
processing.
The proposal | want to make specifically with respect to rgsiva pronouns is the following:
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1. Aresumptive pronoun reactivates a filler that is no loragdive (due to memory limitations).
2. This results in reanalysis of the local structure thatptemoun appears in.
3. If reanalysis succeeds in integrating the filler, the pronisremoved

On the model developed here, the perceived deterioratiengafp as distance gets larger follows
from incremental construction of locally well-formed gtture. If a filler is no longer being posited,
then the gap will be initially perceived as an illicitly misg argument.

The reanalysis that is posited here seems quite radicahinitthctually removes the linguis-
tic contribution of a word. Reanalysis typically conceresgising syntactic assumptions based on
ambiguity (for a fairly recent discussion, see Frazier atittdd 1996). But, the fact that it is a
destructive operation is not in itself radical, becauseabesis always entails the destruction of
posited grammatical material and its replacement with neatenal (otherwise it would be just
more analysis, noteanalysis). Despite its unconventional nature, the cumpeoposal really just
is the usual sort of remove-and-replace reanalysis. Fumitre, the alternative to removal of the
pronoun is not really in prospect. Any syntactic formulatio the effect that the pronoun is un-
derlyingly a gap, etc., would have to explain why the shodmeples are ill-formed. It might be
tempting to attempt a transderivational (e.g., Last R@soqplanation to the effect that the short
examples with a pronoun are ill-formed because a short ebeawith a gap is well-formed. But,
the long examples with a gap are also well-formed. A syntaamticount would therefore have to
make reference to distance or count nodes or some such thingrteschik-Shir (1992:90) points
out, “distance is not a syntactically well-defined notio8yntactic operations are either unbounded
or they are local.

The question to ask is why the pronoun is initially permititethe first place. The answer is the
same as in the island- and ECP-resumptive cases. The pategng to build locally well-formed
structure and a gap does not meet this requirement. In isEnmlECP-resumptives this was due to
the impossibility of integrating the filler. In complexitgsumptives it is due to the fact that, when
the resumptive is encountered, there is no filler to integrahe difference between the present case
and the other two is that after reanalysis there is no proliteimtegrating the filler, since there is
no island. The kinds of processing-resumptives are notedptindependent, though. The model
does not entail that just because an island-resumptives@ssalfficiently far from or in a complex
embedding relation to its filler that it counts as a compiergisumptive instead. It does count as a
complexity-resumptive, but reanalysis of the filler is notcessful because it cannot be integrated
in the island. Reanalysis merely reveals an island-resuenpnd it is analyzed as in the previous
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section. Similarly, if the language in question does notehtlne relevant sort of island-violation,
then the “island-resumptive” is not an island-resumptitall It is just a complexity-resumptive.

It will only be grammatical if the filler is no longer active @meactivation of the filler will result

in successful reanalysis that removes the pronoun. The samments apply to the interaction of
complexity-resumptives and ECP-resumptives.

Summary Complexity-resumptives, island-resumptives, and EGR+#rgptives share the property
of allowing construction of locally well-formed structurdn the latter two cases, it is impossi-
ble to construct well-formed structure otherwise, due tpassibility of integrating a filler. In the
complexity-resumptive case, the filler has become inactive to memory limitations. The parser
is therefore not positing gaps when the resumptive is enteoeth and the resumptive meets the
parser’s expectations and allows construction of a locajl-formed structure. In finding its an-
tecedent the pronoun reactivates the filler. The reaabndBads to reanalysis with respect to the
filler and the pronoun and attempted integration of the fiN#hether this integration is successful
or not depends on the syntactic structure in which the prormacurs. If the filler can be suc-
cessfully integrated in this structure according to thengretical constraints of the language in
guestion, then the filler is integrated and reanalysis isptetaed by removing the pronoun. If the
filler cannot be integrated in the structure according togfe@nmatical constraints of the language
— for example if there is an island or ECP configuration andeh&re grammatical violations in
the language — then the filler is not integrated and the pnorioanctions as it does in island- and
ECP-resumptives. The sentence is ill-formed and leadsljopamtial interpretation.

One might question what happens if there are multiple piatieamtecedents for the pronoun:

(8.82)  This is the girl that Peter said that Julia thinks tresdterday his mother had given some
cakes to her.

If the pronoun takeduliaas its antecedent then full interpretation is not possible sentence will
result in an uninformative partial interpretation. Eitliee perceiver will perceive it as ungrammat-
ical or else another attempt at reanalysis will be made. Thesstipn really just boils down to the
more general one of how a perceiver recovers from misideéngifa pronominal antecedent.

8.1.2.3 Complexity-resumptives in Swedish

In chapter 7 | noted that Swedish has been claimed to havmpises in four environments. | then
set aside all but the resumptives that occur immediatelpfahg material at the left-periphery of
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CP, which | argued were the only true, syntactic resumpfiv&wedish. | would now like to return

to the other three environments, which are repeated here:

1. Deep embedding (at least two clauses)

(8.83)

Igar  sagjag[enfilm]; [cp SOmjagundraromnagonminns  [cpvemsom
Yesterdaysawl a film that I wonderif anyoneremembers who that
regisserat_ ; / den]].

directed /it

Yesterday | saw a film that | wonder if anyone knows who dide@te

(Engdahl 1982:154+-(12))

2. Sentential subjects

(8.84)

[Vilkenskadespelargyar detatt publiken intekande igen ; /honom ganska
which actor wasit thataudiencedeFnot recognize __ /him rather
konstigt?

strange

(Which actor was the fact that the audience did not recogfhize) rather strange?)
(Engdahl 1982:165, (58))

3. Crossing dependencies

(8.85)

[Denhar presenten]kandu sakertaldrig kommapavem; jag fick den /* __;

this herepresenbDEF can you surely never come onwho | got it /
av. _ ;.
from _

(This present you'll never guess who I got (it) from.)

(Maling and Zaenen 1982:236,(13a))

Engdahl (1982) argues that these all arise due to procetsitays. | will show in this section that

all of these cases can be analyzed as complexity-resuraptive

The first case involves distance and is just the sort of castevth have already seen in sec-

tion 8.1.2.2. As discussed in that section, distance is neelkdefined syntactic notion and the

fact that these resumptives become acceptable as theyrtfetrférom their binders indicates that

they are governed by processing factors, not by grammdéictdrs. Swedish patterns exactly like

English with respect to complexity-resumptives and distarEngdahl (1982:152—-153) notes that
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while sentences like (8.83) are accepted by native speakieost examples like the following are
not:

(8.86) * Nobelpriset i medicinska vi snartfa reda pdemsomfatt det.
the.Nobel prizen medicineshallwe soon find out who that got it
The Nobel prize in medicine, we will soon find out who got (it).
(Engdahl 1982:152;-(4))

(8.87) *Ilgar sagjagenfilm somjagredan glomtvemsomregisseratien.
Yestedaysawl a film that | alreadyforgot who that directed it
Yesterday | saw a film that | already forget who directed (it).
(Engdahl 1982:152, (5))

(8.88) * Vilkenbok kundeingen minnas vemsomskrivit den?
Which bookcould nobodyrememberwho that wrote it?
Which book could nobody remember who wrote it?
(Engdahl 1982:152, (6))

The corresponding gap examples are grammatical. Noti¢ehisas extraction from an embedded
guestion, which is ungrammatical in English, but gramnadtin Swedish. Engdahl (1982:154)
writes that “[a]lthough one might occasionally hear a regtive pronoun instead of a gap in a
sentence with only two levels of embedding, as in [(8.8688H, the general consensus among
speakers of Swedish is that a gap is preferable.” This nsismdrat Erteschik-Shir (1992) notes about
English complexity resumptives: they start improving atend the second level of embedding and
become quite good at the third. Lewis (1996) has argued imp#yeholinguistic literature that
two or three levels of embedding seems to be the significanbdfEypoint for a variety of parsing
phenomena.

Resumptives in sentential subjects can also profitably bé/zed as complexity-resumptives.
Showing this involves a little bit of setting up. The exangpie question first have to be shown to
count as complex in the relevant sense. Engdahl (1982) wdxsérnat there is a strong tendency in
Swedish to extrapose sentential subjects. She notes ti8&) (8 “by far more natural” (Engdahl
1982:165) than (8.90):

(8.89) Detvar konstigtatt publiken inte kande igerEvertTaube.
it wasstrange thatthe.audienceot recognize Evert Taube
It was strange that the audience did not recognize Evert &aub
(Engdahl 1982:165, (57¢))
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(8.90) Detatt publiken inte kande igerEvertTaubevar konstigt.
it thatthe.audiencaot recognize Evert Taube wasstrange

That the audience did not recognize Evert Taube was strange.
(Engdahl 1982:165, (57b))

Engdahl goes on to note that extractions out of sententigésts, as in (8.91) are quite unnatural,
and that speakers greatly prefer (8.92) and even spontsiggmoeduce such questions when asked
about sentential subject extraction.

(8.91)  Vilkenskadespelarear detatt publiken inte kande igen_ ganskakonstigt?
which actor wasit thatthe.audienceot recognize _ rather strange
(Which actor was that the audience did not recognize rathr@ange?)
(Engdahl 1982:165, (58))

(8.92)  Vilkenskadespelarear detganskakonstigtatt publiken inte kande igen_ ?
which actor wasit rather strange thatthe.audiencaot recognize __
Which actor was it rather strange that the audience did nobgmize?
(Engdahl 1982:165, (59))

Nevertheless, when prompted for a grammaticality judgerabaut (8.91) speakers accept it. On
the reasonable assumption that sentential subject ertmamit of a non-extraposed sentential sub-
ject counts as complex in the relevant sense, both the megoef speakers in accepting gaps in this
environment and the possibility of a complexity-resumgptire explained. The assumption regard-
ing the complexity of the gap sentence needs to be indepdpademfirmed, but the complexity of
non-extraposed sentential subjects in general has beanlisksed in the psycholinguistic literature
(Frazier 1985:177, Gibson 1998:53).

The last remaining environment is crossing dependenciegd@hl 1982, Maling and Zaenen
1982). Engdahl (1982:168) notes that although it had ptslobeen claimed that syntactically
interchangeable fillers must be interpreted in a nesteddiagthe Nested Dependency Constraint
Fodor 1978), this does not seem to be universally valid ardSitandinavian languages in gen-
eral seem to allow non-nested readings, although in the afasriltiple gaps nested readings are
still more readily available. The preference for nestedlirggs is derivable from the Active Filler
Strategy, if it assumed that the most recent filler is thevadtiler. The difficulty of an intersecting
reading is then due to the necessity of reanalysis, sinchlldrethat is integrated first is integrated
in the wrong gap. In other words, the reading that is firstlatsée for (8.85) with multiple gaps is a
bizzare reading in which the perceiver is being urged to gud® the speaker got from the present,
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rather than who the speaker got the present from. Engda8(189—170) notes that if symmetric
predicates are used or if the gaps are of distinct kinds, ahesumptive is not necessary to get an
intersecting reading. The following example is a case okghpambiguated by kind:

(8.93) Sina foraldrag ardetlatt att glommahur mycket, manar skyldig _; _
SELFs parents is it easytooforget howmuch one owes

It is easy to forget how much one owes one’s parents.
(Engdahl 1982:169, (80))

The crossing dependency case can also be explained as azdaypsumptive case and therefore
should not be captured in the grammar.

8.1.2.4 Summary and discussion

Three kinds of processing-resumptives have been proposkoheestigated in this section: island-
resumptives, ECP-resumptives, and complexity-resumgtiVhe parsing model offers explanations
for all three phenomena. The basic outline of the model isatgul here:

1. Parsing is incremental.

2. Incremental parsing attempts to construct locally i@ltned structures.
3. Global well-formedness applies only to the output of pays

4. Parsing is constrained by memory limitations based orptexity factors.
5. The result of incremental parsing is incrementally ipteted.

6. Parsing of unbounded dependencies is filler-driven.

7. Unsuccessful parsing results in reanalysis.

The components of the model are supported by the psych@dtngliterature, although their exact
nature is far from a settled matter.
The remaining questions posed at the beginning of sectib@ 8an now be answered.

1. Why is it that although speakers of language that have ntasiic resumptives produce
processing-resumptives, they

(a) reject some sentences with processing-resumptivdisfasied?
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(b) prefer some sentences with processing-resumptivesrtiaic environments to sentences
where the resumptive is absent?

The sentences that speakers reject as ill-formed are thasmvolve island- and ECP-resumptives.
They are rejected because they underlyingly ungrammaticak., they do not meet global well-
formedness criteria — and receive only a partial interpi@ia Some partial interpretations are
more informative and therefore more acceptable than otHe@P-resumptives are the only case
that have been demonstrated to be better than the corrasgaap sentence (McDaniel and Cowart
1999). This is arguably because the gap incurs additiomahgratical violations that the resumptive
pronoun does not, since the relevant constraint (EbBRtftrace) by definition applies only to gaps.
Island and ECP effects are discussed further in sectio Betow.

The sentences that speakers supposedly do not reject aedkiolving complexity-resumptives.
Erteschik-Shir (1992) discusses complexity-resumpthagng to do with distance and her judge-
ments are that deeply embedded resumptives are well-forhaésb argued that the resumptive pro-
nouns that do not fit the bill of syntactic resumptives in Sislke@re complexity-resumptives. These
resumptives are also perceived as grammatical. The thepgcts this to be the case, because the
structures underlying complexity-resumptives after edggis are grammatical. This expectation
has not been confirmed by experimental findings (see AleXopcand Keller 2002, 2003), but it
has not been disconfirmed either, since the relevant expatidid not test complexity-resumptives
that were embedded more than two clauses deep. These argprotesl to be well-formed if the
filler is still active. These experiments are discussechfurin the next section.

The next question was:

2. How is it that speakers interpret processing-resumgive

Speakers interpret processing-resumptives incremgntaling the normal grammar. Island- and
ECP-resumptives receive only partial interpretation,clitthay or may not be informative. Complexity-
resumptives are interpreted like gaps, since reanalysisves the pronoun.

The last question was:

3. If alanguage has syntactic resumptives (e.qg., IrishrélelSwedish) how does this aspect of
its grammar affect processing resumptives?
(a) Can alanguage have both kinds of resumptive and if sgrumdat conditions?

(b) Will processing-resumptives take on different chagastics in a language that also has
syntactic resumptives?
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Swedish has both syntactic resumptives and processingimses. The conditions that govern
its processing-resumptives are just the same conditidrgtigern the ones in English, except that
island-resumptives do not arise due to the general laclarids in the language and there are no
ECP-resumptives, because in that environment Swedistyhtectic resumptives. The complexity-
resumptives yield to the general explanation of complesagumptives. The answer to the question
of whether processing-resumptives take on different ataratics in a language that has syntactic
resumptives therefore seems to be negative at this stage.

As for the general question of how syntactic resumptiveshiradfect processing-resumptives,
the language that offers the most promise of the three thavé been looking at in depth would
seem to be Irish, since it has the most comprehensive andtrgtammaticized resumptive strategy.
However, it is hard to see how Irish could have processisgagtives at all. Island-resumptives
and ECP-resumptives are irrelevant, because the lang@agsyhtactic resumptives in these envi-
ronments. Given the analysis of filler-gap dependencieshicwthe filler is successively passed
up from complement to complement, one wonders see how caityptesumptives could possibly
arise. The filler is integrated into each new clause, so iarg o see how it could become inactive.
One possibility presents itself, though. It may be thatysialpresented in chapter 5 and the analysis
of McCloskey (2002) is wrong in treating the Pattern 2 mixkdins as a grammatical phenomenon.
Recall that this pattern has the fomh ... aN ... Rpra The dependency is marked at the top by
the filler-gap complementizeal and at the bottom by the binder-resumptive complement2ér
It may be that the pronoun at the bottom is actually a prongssisumptive. However, both gram-
matical analyses derive this pattern from general praggedf the language. There is no real reason
to suppose that the resumptive pronoun in question is a gsoweresumptive and there is quite an
array of grammatical data that would seem to stand in the wapysuch assertion. Nevertheless,
the processing theory developed here makes several poadietnd therefore indicates somethings
that would have to be shown about Irish to back up the putataien. | now turn to the predictions
made by the processing model in concert with the grammahealry.

8.2 Predictions of the overall theory

In this section | want to discuss the predictions of the pseitey theory, the predictions of the

grammatical theory of resumptive pronouns developed ivipus chapters, and predictions of the
overall theory of resumptives constituted by the procesamd grammatical theories taken together.
The predictions of the grammatical theory have already bdesussed in depth in previous chapters,
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but it is nevertheless useful to mention them again whereogpiate, since this better reveals the
big picture.

8.2.1 General predictions

Syntactic resumptives and processing-resumptives atik@minary pronouns in this overall the-
ory. A syntactic resumptive is present in the syntax and gnatitally sanctioned by a manager
resource. Processing-resumptives are inserted throggbsiiial grammatical means and preserve
local well-formedness. Complexity-resumptives that amaved by successful reanalysis also must
be inserted through the usual grammatical channels, eeeiglththe decision is later revised. How-
ever, they could not be inserted in the first place if, for egkanthey did not have the right case or
agreement information. In all cases, the simple insertfahi® pronoun into local structure means
that whatever grammatical constraints the pronoun brings ivmust be satisfied. The overall
theory therefore makes the following general prediction:

(8.94)  The resumptive pronoun’s lexical information isganeved.

The term lexical information is meant to include the formhaf pronoun and whatever grammatical
information it bears. Grammatical information includesesmgment, case, and any conditions the
pronoun places on its antecedent through lexical spedificat

Next let us consider similarities and differences betwesnmptives and gaps that are predicted
by the theory. There are three points of possible similattgissimilarity: 1) syntactic, 2) proof-
theoretic (Glue proofs), and 3) model-theoretic (Glue nrgatanguage).

(8.95) Complexity-resumptives that are removed by sudglissanalysis of a filler display syn-
tactic, proof-theoretic, and model-theoretic charastes of gaps.

(8.96) Island- and ECP-resumptives do not display any cherniatics of gaps.

(8.97) Syntactic resumptives do not display syntactic atiaristics of gaps, since in the syntax
they are pronouns; however:

1. Syntactic resumptives display apyoof-theoreticcharacteristics of gaps, i.e. any
characteristics of gaps stated on the proofs, since theglerent at the proof level
after their removal by manager resources.

2. Syntactic resumptives display amodel-theoreticcharacteristics of gaps, i.e. any
characteristics of gaps stated on the meaning languagee #ieir removal by a
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manager resource results in the corresponding semantimarg being interpreted
like a gap.

Predictions (8.94)—(8.97) will be discussed with respegbdrticular phenomena in the next few
sections.

8.2.2 Interpretation

Since syntactic resumptives and processing-resumptisgsaje ordinary pronouns, the following
prediction is made.

(8.98) Syntactic and processing-resumptives are intesgras ordinary pronouns.

Syntactic resumptives receive a bound interpretation higdis an intepretation that is available
for other pronouns. Island- and ECP-resumptives receiMe-gipe interpretation, which is also a
generally available pronominal interpretation. If E-tyipgerpretation is successfully subsumed to
some other interpretive strategy, island- and ECP-resuegpshould display the characteristics of
that other strategy. Complexity-resumptives are not pmtted at all if successfully reanalyzed and
therefore satisfy this vacuously.

A corollary of (8.94) and (8.98) is:

(8.99) Syntactic and processing-resumptives block necifip / de dictoreadings.

Zimmermann (1993) shows that non-specifide/ dictoreadings are contingent on properties of
certain quantified NPs. Sells (1984, 1987) shows that prosidu general cannot take these NPs
as antecedents. This was discussed in detail in section Eapter 4, section 5.4 of chapter 5, and
section 7.3 of chapter 7. It is therefore a lexical propeftpronouns that they cannot take such
antecedents and this is preserved under the current theory.

The theory correctly predicts that processing-resumgtimé=nglish block the relevant reading:

(8.100) Island-resumptive
John is seeking a unicorn that Mary doubts if he will find it.

(8.101) ECP-resumptive
John is seeking a unicorn that Mary knows that it will shy adrayn him.

(8.102) Complexity-resumptive
John is seeking a unicorn that Mary claimed Bill told Susaat tio one except a fool
would persist in the attempt to find it.
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None of these sentences permit a non-speciie dictoreading.

8.2.3 Island and ECP effects

The first prediction regarding islands concerns syntaescmptives and follows from the fact that
syntactic resumption involves anaphoric binding whichads island-sensitive. This is a standard
prediction made by most theories of resumptives for the Engason that most theories treat
resumption as a kind of anaphoric binding, rather than a &ndovement (for a recent exception,
see Boeckx 2001, 2003).

(8.103) Syntactic resumptives are not island- or ECP-teasi

This prediction is confirmed by Irish and Hebrew. Swedishtitclier case, because it does not have
that many islands. According to the analysis of the previhapter the only syntactic resumptives
in Swedish occur immediately following material in the Ipériphery of CP. In standard dialects of
Swedish this position is an ECP violator for a gap, thougrs ttherefore impossible to test the pure
island violation.

The part of the following prediction that has to do with graatitality has been confirmed by
experimental work. The part about interpretation is notogetfirmed.

(8.104) Island-resumptives and ECP-resumptives resldcal well-formedness but the resulting
parse is globally ungrammatical and results in only paitirpretation.

McDaniel and Cowart (1999) and Alexopoulou and Keller (208203) found that insertion of a
resumptive pronoun does not improve the grammaticality wéak island violation. These exper-
iments were all carried out using similar methodologies ttolved using Magnitude Estimation
(Bard et al. 1996, Cowart 1997) for grammaticality judgetsesf written material. Magnitude
Estimation allows subjects to construct their own scaleiarah inherently relational measure of
grammaticality, since subjects compare grammaticalitgudfsequent items to an initial item to
which they have assigned an arbitrary value. Alexopoulali legller’'s experiments were carried
out on the web using WebExpwhereas McDaniel and Cowart’s was carried out using a stée&na
line-drawing method (Cowart 1997:74—75). McDaniel and @dis experiment was on English.
Alexopoulou and Keller (2002) ran experiments for Engligkd &reek that were methodologically
identical and Alexopoulou and Keller (2003) ran a third, ieglent experiment for German. In all of
these experiments island-resumptives in weak islands repated to be worse than grammatical

Software and documentation availablénat p: / / www. her c. ed. ac. uk/ web_exp/ ; checked 05/12/2003.
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controls and as bad as equivalent items with gaps. Alexopioahd Keller (2002, 2003) ran items
at both one level of embedding and two levels of embeddingotrol was included at zero levels
of embedding. The zero-embedding control obviously didoooitain an island, but it did contain a
resumptive pronoun which was judged to be vastly worse thgapa The weak island-resumptives
did not even improve at two levels of embedding. Complergtsumptives did not improve with
embedding either, but it should be noted that two levels diedding is not thought to be necessar-
ily sufficient for complexity to arise (Lewis 1996) and thestietical literature also indicates that
more embedding than this is required for distance to impresamption (Erteschik-Shir 1992).

Swets and Ferreira (2003) carried out both a visual and@ydirammaticality judgement task
with grammaticality assigned by a forced scale (1 for grativag 5 for ungrammatical). They
found that subjects assigned weak island sentences cogtagsumptives a mean judgement of
greater than 3 in both the visual and auditory presentati@entences that controlled for surface
length with nowh-island violation, such aghis is a dog who doesn’t know what it hasere
assigned a mean judgement of less than 2 in both visual aritbaugdresentations. Swets and
Ferreira did not test correspondimgh-islands with gaps instead of resumptives, so their regiglts
not indicate whether resumptives were better or worse thpa.gn sum, the experimental literature
shows that weak islands containing island-resumptivesiageammatical.

The case for strong islands is slightly murkier and perhapsefore more interesting. Alex-
opoulou and Keller (2002) tested island-resumptives iongtrislands (but not in ECP positions).
The following are example items for strong islands at onelle¥ embedding and at two levels of
embedding Alexopoulou and Keller (2002):

(8.105) Who does Mary meet the people that will fire/ him?

(8.106) Who does Jane think that Mary meets the people thidirei _ / him?

It must be noted that the use of the present tense in thesgpéxaounds quite odd in English, since
it leads to a habitual interpretation that is hard to contate. Nevertheless, the point is that in
both the English and Greek experiments resumptive pronfailesl to improve the grammaticality

of strong island violations. There was no significant défeze between the grammaticality of re-
sumptives and gaps in either the one- or two-level embeddii@f the items were judged to be as
bad as a zero-level resumptive pronoun:

(8.107) * Who will we fire him?

This item got the worst ratings in both English and Greek atgitions confirm its ungrammatical-
ity in both languages.
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However, in Alexopoulou and Keller's (2003) experiment oer@an, strong islands were the
only condition in which resumptives became significantl§tdrethan gaps. It is a little hard to know
what to make of this data, though. Resumptive pronouns amgtislands, whether at one or two
levels of embedding, were not significantly better than #evel resumptives, which are as bad in
German as in English and Greek. What happened instead wagaips became drastically bad in
strong islands. But the gaps were still not significamityrsethan the zero-level resumptives. Thus,
although the gaps became worse than resumptives, all tagdits are crowded together and if we
take the zero-level resumptive as the gold standard of umgiticality for the experiment, resump-
tives and gaps alike were ungrammatical. The results shaveammuch that island-resumptives
improve strong islands in German, but rather that Germaakgps have extremely low tolerance
for strong-island violations.

The German results are tremendously interesting, sincasitdeen claimed in the theoretical
literature that “standard German seems not to possessrti@kresumptive strategy familiar from
English (‘intrusive’ resumptives) at all” (Merchant 20@39). The presupposition in this quote is
that Englishdoeshave some kind of resumptive strategy. | have argued thatghiist a processing
strategy though and that the resulting sentences are untgadoal and only partially interpretable.
The experimental results uphold this. The examples thatht (2001) gives do not undermine
this theoretical position, since all they show is that speslof German, like speakers of English,
resist resumptive pronouns. What would have to be showratssfieakers of German do not even
build a partial interpretation for these sentences. Thatlevbe more problematic on this theory,
but would follow if wh-operators in German obligatorily bind variables and neakw E-type
pronominal interpretation. In turn, the present theorysdoet undermine Merchant's own point,
which is that sluicing cannot be reduced to a binder-resivemtependency. This result stands,
because all that is necessary to establish it is that Germas ot allow resumption but allows
sluicing, which Merchant (2001) demonstrates to be trueGdfman does allow resumptives in
strong islands, then this undermines both the presentythbecause this is predicted to be un-
grammatical, and Merchant's theory, since German woulgr &l have some kind of resumptive
strategy (though any proponent of the resumptive analyssduaing would have to explain why
the resumptive strategy is so marginal while sluicing is).nétowever, in order to establish that
German does have a resumptive strategy, it must be demiaasthat resumptives in strong islands
are better than controls, not just better than gaps, andhésisiot been demonstrated.

In addition to testing weak island-resumptives, McDaniel &owart (1999) tested ECP-resump-
tives. They found that ECP-resumptives were in fact sigaifily better than ECP-gaps. The theory
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of processing-resumptives developed here does not ptadicbut it does not conflict with the the-
ory either. In order to predict this finding, the theory wobkie to be invested with a notion of de-
grees of grammaticality (Keller 2000). At present, the tiggaerely predicts that ECP-resumptives
are ungrammatical, which McDaniel and Cowart’s resultsficon Their findings can be accom-
modated in the current theory if we make the auxiliary asgionghat, in addition to the island vi-
olation that is common to ECP-resumptives and correspgnglaps, an ECP-gap violates a further
constraint, namely théhattrace filter or its equivalent. This seems like a reasonabkimption
and is what is generally independently assumed to be behadlservation that ECP violations
in islands are worse than island violations on their own. pilesent theory undermines the asser-
tion by McDaniel and Cowart (1999:B23) that “[Their] resufirovide evidence for a framework
like Minimalism that incorporates competition among dations.” There is no competition among
derivations on the present account and if | am granted thargst#on that McDaniel and Cowart
(1999) share that ECP-gaps violate additional grammatioaktraints that do not apply to pro-
nouns, then their pattern of data is predicted. Thereftwr tesults are compatible with both a
framework that has competition among derivations and oatdbes not and fails to provide any
evidence for the former kind of framework. Insofar as trams@tionality is an added theoretical
assumption and their account is consistent with a theonydib@s not make this assumption, their
findings actually provide evidence against a transdedwatitheory, for reasons of parsimony.

In addition to these implications for syntactic and islamathd ECP-resumptives, the theory
makes predictions about complexity-resumptives witheesto island and ECP effects:

(8.108) Complexity-resumptives in an island or ECP conégjan in a language that does not
have grammatical constraints against the relevant comtiger display the following
characteristics:

a. In short / non-complex dependencies where the filler iveggcthe complexity-
resumptive is ungrammatical.
b. Inlong/complex dependencies where the filler is no lorgére, the complexity-

resumptive leads to successful reanalysis and the sernteg@mmatical.

These predictions have not been verified by experimentak taomy knowledge, but there is data
in the theoretical literature that supports them.
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The first prediction is verified by Swedish pairs like thedaling:

(8.109) Vilkentavla kandedu faktisktkillen sommalat?
which pictureknew youin fact the.guythat painted

Which painting did you actually know the guy who painted?
(Engdahl 1985:10, (15))

(8.110) * Vilkentavla kandedu faktisktkillen sommalat derf
which pictureknew youin fact the.guythat paintedit
Which painting did you actually know the guy who painted(it)
(Engdahl 1985:10, (15))

The first sentence is a short strong island violation thagtaenmar of Swedish allows. The corre-
sponding sentence with a processing-resumptive is ungediceth

The second prediction is also verified by Swedish. | arguesiion 8.1.2.3 above that extrac-
tion out of a non-extraposed sentential subject in Swedsimts as complex and noted that this is
in accord with what has been claimed in the psycholinguligdcature, although these claims were
not made about Swedish. If the argument that these extnaciice complex is correct, the theory
correctly predicts that a resumptive pronoun is possibd¢ermd of the gap, as noted above. The
relevant sentence is repeated here:

(8.111) Vilkenskadespelarear detatt publiken inte kande igerhonomganskakonstigt?
which actor wasit thatthe.audienceot recognize him  rather strange
(Which actor was that the audience did not recognize himaagitrange?)
(Engdahl 1982:165, (58))

8.2.4 Local well-formedness

The experiments discussed in the previous section confiengltibal ill-formedness of island- and
ECP-resumptives, but they have nothing to say about loc#ffarenedness, since they were all
off-line experiments and therefore only accessed judgé&maglobal well-formedness. The pre-
dictions of the theory with respect to processing-reswaptis that sentences containing such re-
sumptives arglobally ill-formed, but that the local structure containing theuragtive is locally
well-formed. The theory therefore makes the following fceédn about the timing of on-line pro-
cessing:
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(8.112) If an on-line processing task measures local veeihedness, structures containing pro-
cessing-resumptives will do better on the measure tharegponding structures with

gaps.

A common measure of local well-formedness, or at least ¢jb#-formedness up to the point of
interest, is a self-paced reading task. If the subject thkeger to initiate presentation of the next
word after a gap than after a processing-resumptive, thaighi@n above would be supported.

8.2.5 Form-identity effects

On the standard assumption that any non-default casewah-phrase or relative pronoun at the
top of an unbounded dependency is assigned in the baseoposite theory makes the following
prediction:

(8.113) The binder in a syntactic binder-resumptive depaog cannot bear the case of the syn-
tactic resumptive.

This is just Merchant’s (2001¢ase and resumptive-binding operator generalizgtisich was
initially discussed in chapter 4, section F. It follows frahe theory because syntactic resumptives
are base-generated pronouns. The binder does not origiirthepronominal position and therefore
cannot receive that case. The binder will instead receimeestefault case, typically nominative.

The theory makes the opposite prediction with respect topbexity-resumptives that result in
successful reanalysis. The result of reanalysis is intiegraf a filler (not a resumptive binder) into
the position in which the complexity-resumptive occurs.

(8.114) Afiller that successfully reanalyzes a complexggumptive bears the case of the base
position.

If case is assigned to the base position and the filler in a tmditpresumptive reanalyzes the
resumptive pronoun as its gap, then it must bear the casempye for that position, since case
is assigned locally, or else it could not be integrated ssafodly. | do not have any data from a
language with the right case-marking properties to testghediction.

The prediction for island- and ECP-resumptives is lessggttimrward and depends on auxiliary
assumptions. These cases are by definition ungrammaticatefre, whether the filler bears case
associated with the pronominal position or it bears neuak is to some extent beside the point:
the sentence is ungrammatical in either scenario. Howegappose that it seems reasonable that
bearing case which is not grammatically sanctioned cowd te additional ungrammaticality. On
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this assumption, a filler with neutral case should lead tesdedegree of ungrammaticality than a
filler with non-neutral case. As stated above, though, tlesgmt theory does not have a notion of
graded grammaticality built-in, so any such prediction {dalepend on adding such a notion to the
theory.

8.2.6 Weak crossover

The theory makes the following prediction about weak cresséor syntactic resumptives:
(8.115) Syntactic resumptives do not result in weak cromseilations.

This was confirmed in previous chapters by data from Iristhrede, and Swedish.
Complexity-resumptives are reanalyzed as gaps, but iskmdi ECP-resumptives are not. The
theory makes the following two predictions about weak cvuss

(8.116) Island- and ECP-resumptives do not result in weaksaover violations.
(8.117) Complexity-resumptives result in weak crossovelations.

The first prediction is not easy to test, since the relevamtiesees are ungrammatical. Once again,
it may be that weak crossover leads to additional ungrancaléyi. But since weak crossover is
a fairly subtle effect, it will probably be swamped by the tanrgmaticality of the island violation.
However, it does seem that the following weak crossover @kl worse with a gap than with an
island-resumptive:

(8.118) Whaq did his; mother wonder if Mary likes hig?
>

(8.119) Wha did his; mother wonder if Mary likes ;?

This will be quite hard to test experimentally, though. We after all talking about relative gram-
maticality of two sentences that speakers judge to be intkgrdly bad.

Testing complexity-resumptives for weak crossover is gigite difficult. Since the sentences
are independently long or otherwise complex, it is quiteharbring out the weak crossover effect.
The following example with a gap is quite a bit worse than tkaneple with a pronoun, but we
know that this level of embedding leads to gaps being degradgway:
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(8.120) Wha did his; mother tell Jo that Nikki said that Thora suspects that Adivhim; yes-

terday.
>

(8.121) Whae did his; mother tell Jo that Nikki said that Thora suspects that Alvs ; yester-
day.

Furthermore, | have a rather strong intuition that the caxipl-resumptive example (8.120) is
worse than an example in which both pronouns are embeddesiqui

(8.122) Wha did Alli tell Jo that Nikki said that Thora suspects that;hisother saw himyes-

terday.
>

(8.123) Wha did his; mother tell Jo that Nikki said that Thora suspects that Adivshim; yes-
terday.

If these judgements are upheld, it would seem to indicatevileak crossover is perceived quite

early.

8.2.7 Reconstruction
The theory makes the following prediction about reconsioac
(8.124) Syntactic resumptives block reconstruction.

This prediction was confirmed for subject resumptives in @gle(see section 7.1.5.1).
The processing theory makes the following additional mtiatis, based on the fact that only a
complexity-resumptive is reanalyzed as a gap:

(8.125) Island- and ECP-resumptives block reconstruction
(8.126) Complexity-resumptives do not block reconstarcti

Safir (1986:685) has claimed that English island-resuraptio not allow reconstruction (Safir's
judgement is given):

(8.127) ?*Michael Jackson, a picture of whom Mary wonderéd would buy it, arrives tomorrow.
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This lends some initial support to the theory.

The case of complexity-resumptives was confirmed by théraigeconstruction data from Za-
enen et al. (1981), although I noted in chapter 4, sectioraGrédtonstruction is not straightforward
even for these cases:

(8.128) Vilkenav sing flickvannerundrade du om detatt Kalle; inte langrefick traffa _ ;
which of his girlfriends wonderedyouif it thatKalle no longer sees

kundeligga bakomhansdaligahumor?

could lie behind his bad mood

Which of his girlfriends do you think the fact that Kalle no¢er gets to see could be
behind his bad mood?

(Zaenen et al. 1981:680, (5))

The resumptive in this example is in a non-extraposed sealtaubject. These resumptives were
argued to be complexity-resumptives, and the possibilityeoonstruction is correctly predicted.
Clearly more work needs to be done on the relationship betwesimptives and reconstruction.

8.2.8 Parasitic gaps and ATB

If parasitic gaps and ATB can be analyzed at the proof levelrgued for in section 7.1.5.1 of
chapter 7, the theory makes the following predictions, Whiere discussed in that section:

(8.129) Syntactic resumptives license parasitic gaps.
(8.130) Syntactic resumptives do not violate the congti@inATB extraction.

These predictions were confirmed by Swedish, as discussedction 7.1.5.1. Notice that they
do not mean that no other constraints can hold of these stagct For example, the fact that He-
brew syntactic resumptives do not robustly license pacagitps can be due to other aspects of its
grammar, such as the Leftness Condition discussed by 3882} and Demirdache (1991).

The processing theory makes the following predictions apatasitic gaps and ATB extraction:

(8.131) Island- and ECP-resumptives do not license parasips and lead to ATB extraction
violations.

(8.132) Complexity-resumptives license parasitic gagbdmnot violate the constraint on ATB
extraction.
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The island / ECP case is again hard to test, since these at@umgtical anyway, but the following
examples give some support:

(8.133) *What did you wonder if it repulsed John upon tasting
(8.134) *Which cats do you forget if John deloused them withHaurting?

Furthermore, a weak island with a gap — which is normally esed of as only weakly ungram-
matical, as confirmed by experimental results (Alexopowad Keller 2002, 2003) — licenses a
parasitic gap, whereas the same example with an islandapise does not:

(8.135) Which cake do you forget if John dropped beforeng8ti
>

(8.136) Which cake do you forget if John dropped it beforéing®
ATB extraction with a weak island gap are similarly bettaarttwith an island-resumptive:

(8.137) What show do you forget if Alli watches but dislikes?
>

(8.138) What show do you forget if Alli watches it but dislg&

The prediction about complexity-resumptives does noiaithytseem to be supported, because a
complexity-resumptive does not seem to allow a parasiticig@&xamples like the following:

(8.139) *What did Becca tell Jo that Nikki said that Thoramerged that Alli sold it after buying?

However, this could well be due to the adjunct being parseith Wie material containing the
complexity-resumptive, in which case the parasitic gapasperceived as having a proper host
gap. If more material is added to the right of the complerégumptive, the sentence becomes
much improved:

(8.140) ?What did Becca tell Jo that Nikki said that Thorgpsased that Alli sold it to the scary
man from Wellington who frightens children after buying?
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ATB cases pattern similarly. They are bad if the ATB gap isspdrwith the complexity-
resumptive, but improve with the addition of separatingeriat:

(8.141) Which book did Becca tell Jo that Nikki said that Tdn@uspected that Alli reads it
repeatedly to the kids at Thora's preschool who are therehomsBays and still enjoys?

>

(8.142) Which book did Becca tell Jo that Nikki said that Tdn@uspected that Alli reads it
repeatedly and still enjoys?

For some reason that | do not understand, | find the case withieuvening material better for ATB
than for parasitic gaps.

Conclusion

| have presented a processing model that explains seveetsfaf the distribution of non-grammati-
cized resumptive pronouns, which I have called processagmptives. The model is based on the
following assumptions:

(8.143) 1. Production and parsing are incremental.

2. Incremental production and parsing attempt to constogetly well-formed struc-
tures.

3. Global well-formedness applies only to the output of picitbn and parsing.

4. Production and parsing are constrained by memory liroitat

These are all assumptions that are supported by the psyghistic literature, although the model
itself has not yet been tested experimentally. Severaligiieds of the processing model together
with the resource management theory of grammaticized retues were identified in the last sec-
tion. These predictions can form the basis for future expenital work.

The processing model was further articulated in models oflgection and parsing. The pro-
duction model explained how processing-resumptives avdyzed, despite being rejected as un-
grammatical by native speakers. The model was based on tioa rod fragments in LFG, which
allow a definition of locally well-formed structures. | aglithat in producing locally well-formed
structures that are consistent with the production plaalgrs can insert pronouns and other nom-
inals in positions where a filler ought to be integrated. Taé&ds to local well-formedness, even
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though the overall result is global ill-formedness. Howegince production is incremental, such
productions can nevertheless be uttered. This accountetthddPrince (1990) examples like the
following, where a nominal occurs where afiller could be ssstully integrated:

(8.144) You get a rack that the bike will sit on it

Another option for the formation of locally well-formed gtture is to integrate the filler, resulting
in the fully locally and globally well-formed equivalent tfis example without the resumptive.

The situation for the production of processing-resumgtiveislands, as originally discussed
by Kroch (1981), is similar. The key difference is that thiansl blocks integration of the filler.
This means that the only choice for constructing locallyls@med structure is to insert in the gap
position in the island a pronoun or other nominal that is ast with the production plan and
local well-formedness. This gets sentences like the foligw

(8.145) This is a donkey that | don’t know wherdives.
(8.146) There was one prisoner that we didn’t understandtivinguywas even in jail.

Locally well-formed structures are possible in these caseause the island theory of LFG identi-
fies islands externally to the island structure through tairgs on outside-in functional uncertainty.
Theories which identify islands internally would have diffity even generating the required local
structure.

The parsing model explained how processing-resumptivepansed despite their ungrammati-
cality. Three major subclasses of processing-resumptiege identified: island-resumptives, ECP-
resumptives, and complexity-resumptives. Island- and-E&Bmptives are underlyingly ungram-
matical on the model, which is supported by recent experiahdimdings. However, parsing of the
relevant sentences leads to partial interpretation thaneaertheless be informative. Whether the
partial interpretation is informative depends on progsrtif the resumptive’s binder or antecedent.
If the resumptive is bound by an operator, e.g. a quantifiavieword, the resulting partial in-
terpretation is uninformative. By contrast, if the resugis bound by a type binder, such as
a name, indefinite, or definite, partial interpretation imative. This explained patterns of data
that have been noticed in the literature for intrusive pror® | argued in support of Chao and Sells
(1983) that the only interpretation that a processing#rgstive with a quantificational antecedent
can attempt is an E-type interpretation. The E-type intdgtion of operator-bound processing-
resumptives explained the impossibility of giving list ewess to resumptivevh-questions.



8.2. PREDICTIONS OF THE OVERALL THEORY 359

The memory limitations that | assume for parsing were imsgmtal in the model’s explanation
of complexity-resumptives. | also assumed the Active Fllrategy, whereby the integration of an
unbounded dependency is driven by the filler rather than &g#p. Complexity-resumptives occur
when a pronoun is encountered after the active filler hagpdmput of working memory. When the
pronoun finds its antecedent, the filler-gap dependencyaizatgzed and the pronoun is removed.
Complexity-resumptives are therefore reanalyzed as daftether the reanalysis results in well-
formedness depends on whether the underlying structurelistavmed. In the typical distance
resumptive cases discussed by Erteschik-Shir (1992),ntierlying structure is grammatical. The
theory of complexity resumptives was then applied to anangtion of the non-grammaticized
Swedish resumptives that were set aside at the beginningapter 7.
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Chapter 9
Copy raising in English

Introduction !

In this chapter | show how the resource management theorgsofmption can unify resumptive
pronouns and copy raising pronouns. It has been previoumsgroed that the two phenomena are
related (McCloskey and Sells 1988, Boeckx 2003), but thee n@sisted a unified, formal analysis.
The analysis of copy raising needs a little scene-settingudgh. In particular, | spend the first
part of the chapter arguing that true copy raising vedeefnand appearin English) should be
distinguished from superficially similar perception vethmok, sound smell, feel, tastq.

| introduce the two related phenomena in section 9.1 anchdlaat copy raising verbs and these
perceptions verbs share the same syntax but have diffeoempasitional semantics. In particu-
lar, copy raising verbs contribute manager resources, e@lsethe perceptions verbs do not. The
equivalent syntax accounts for their similarities and tHfeknce in lexical specification of man-
ager resources accounts for why copy raising verbs reqapg pronouns whereas the perception
verbs do not. In section 9.2 | present a critical review of eqrevious approaches to copy raising.
Section 9.3 presents the shared syntax for the copy raisidi@erception verbs. In particular, both
verb classes take predicative complements, which in tlewvaat cases are realized as predicative
PPs headed by the prepositioliiee andas The similarities between the two verb classes follow
from their identical syntax. | show how a lexicalist anatythat localizes special properties of the
two constructions in the lexical entries for the preposgidke and as accounts for the curious
possibility of raised and doubled expletives. Finally, @cton 9.4 | show how the resource man-
agement theory of resumption extends to copy raising. Igisa that certain facts about the scopal

This chapter is a revised and expanded version of Asudel#}200

363
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behaviour of copy raising subjects follows from the progbsempositional semantics. The section
ends with a discussion of the prospects for extending thigsiaaf copy raising to other languages.
A puzzle about Irish copy raising is shown to be solved by fe®ty.

9.1 Copy raising and perceptual resemblance

Alongside nonfinite and predicative raising complemenssjna(9.1), English has finite raising
complements, as in (9.2):
(9.2) a. Richard seems / appears to have won

b. Richard seems/appears sad.

(9.2) a. Richard seems like he won.
b. Richard seemed as if he hated the movie.
c. Richard appeared like he was happy.

d. Richard appears as though he got caught in the rain.

Finite raising complements are typologically common. Imgnanguages, they are toaly raising
complements, as illustrated by Greek (9.3) and Farsi @.4):

(9.3) a. Fenete oti i kopeles 6a fevgun.
seem.3G coMp thegirls.NOM FUT leave

It seems that the girls will be leaving.
(Perlmutter and Soames 1979:156, (10); based on Joseph 1976

b. | kopeles fenonde na fevgun.
thegirls.NOM seem.®L SUBJUNCTIVE leave
The girls seem to be leaving.
(Perlmutter and Soames 1979:156, (11); based on Joseph 1976

(9.4) a. Bensezaniad (ke) beecheh&heestehaesteend.
opinion PREScome.3G (coMp) children tired be.3L
It seems that the children are tired.

2Ghomeshi (2001) states that the subject in examples liké)$ actually a topicalized constituent, i.e., not a sobje
but data that | have gathered from my informants challenigisscbntention, indicating that there could well be dialect
variation at play. Further work is required.
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b. Beecheh&®enaezaemiand (ke) kheestenaesteend.
children opinion PREScome.®L tiredbe.3L
The children seem to be tired.

In both (9.3b) and (9.4b) the complement to the raising vera finite pro-drop verb. The com-
plement is saturated by a null pronominal copy of the pluratrir subject, as indicated by plural
agreement on the embedded verb. The matrix subject alsesagith the matrix verb.

The phenomenon in (9.2)—(9.4) is standardly referred toopy raising Unfortunately, copy
raising in Greek does not seem to be as robust as initiallgrtep — many speakers reject (9.3b).
The Farsi examples also raise complex issues: it is not iflé@ matrix copy raising subject is a
subject (see footnote 2) and speakers vary on whether thagreement between the putative copy
raising subject and the matrix verb. However, copy raisiag Ibeen reported in a number of other
languages as well, including Samoan (Chung 1978), Hebrewpin 1984), Irish (McCloskey and
Sells 1988), Haitian Creole (Déprez 1992), Igbo (Ura 1988 Turkish (Moore 1998). It is thus
neither a rare construction nor one that is idiosyncratlado-European languages, although I think
it is fair to say that at this point it is less well-understabdn paradigmatic raising from infinitivals.

Rogers (1971, 1972, 1973, 1974), in pioneering work on gued reports in English, proposed
the transformation “Richard” (which is actually doublingdacopying; see Postal 1974:268, fn.1 and
Horn 1981:353-356) to account for an alternation in whatlll wall perceptual resemblance verbs
shown in (9.5). Rogers sought to assimilate copy raisingssetch aseemandappearin (9.2) to
the Richard class of perception verbs, based on the factittyaparticipate in the same alternation,
as shown in (9.6).

(9.5) a. Richard smells like he smokes.
feels as if
looks as though
sounds
tastes
b. It smells like Richard smokes.

(9.6) a. Richard seems like he smokes.

b. It seems like Richard smokes.

3This was initially brought to my attention by Jason Merchgmt.; 25/04/2002) and my own work with native
speakers has confirmed it.
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Recent work continues to treat copy raising verbs (CRVs) @mardeptual resemblance verbs
(PRVs) as a unitary phenomenon (Bender and Flickinger 1B88dam and Runner 2002, Ma-
tushansky 2002), but despite certain similarities, thera s$triking difference between the classes
of verb: CRVSs require a pronominal copy in their complemgwtsile PRVs do nof.

My key claims about the syntax of copy raising verbs and peuze resemblance verbs are as

follows:
(9.7) The syntax of copy raising and perceptual resemblaedss isidentical
(9.8) The complement clause is a predicative prepositiphedse headed bike or as

The similarities between CRVs and PRVs follow from theimitieal syntax and complementation..
My key semantic claim about CRVs and PRVs is:

(9.9) The compositional semantics of CRVs and PRVs is diffemwith respect to how they
compose with their complements:

A copy raising verb consumes a pronominal resource in itsptement and composes
with a complement containing an unsaturated propositidiereas a perceptual resem-
blance verb does not consume a pronominal and composes egthfElement containing

a saturated proposition.

The difference between CRVs and PRVSs, that the former regupronominal copy while the latter
do not, follows. In other words, copy raising is a case of iestion and will be analyzed in terms of
the resource management theory that has already beenchexiensively to analyses of resumptive
pronouns.

9.1.1 The data

There are five key similarities between copy raising and gt@l resemblance verbs, some of
which have been alluded to already:

1. CRVs and PRVs take complements introduced by the samé s@bardinating conjunctions
(like, as if, as though also see (9.2) and (9.5) above.

(9.10) Richard seems like he drinks.

“Matushansky (2002:221) notices that pronouns “seem rigayatory” in the complements of copy raising verbs,
but does not observe the asymmetry between the two verkeslaBsirthermore, the obligatoriness of the copy pronoun
does not follow from her analysis.
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(9.11) Richard looks / smells like he drinks.
2. PRVs and raising verbs can take predicative complements:

(9.12) Richard seems drunk.
(9.13) Richard looks / smells drunk.

3. CRVs and PRVs can take expletive subjects:

(9.14) It seems like Richard won.

(9.15) It looks / smells like Richard is drunk.

4. CRVs and PRVs can raise expletives (Rogers 1971, Postd| Hbrn 1981

(9.16) %There seems like there is a problem with the car.

(9.17) %wThere looks / smells like there is a problem with the car.

5. CRVs and PRVs cannot take scope over their subjects (hak§84, Potsdam and Runner
2002):

(9.18) Many goblins seemed like they had hidden in the coal.
many > seem
* seem > many
(9.19) a. Many goblins looked like they had hidden in the coal
many > seem
* look > many
b. Many goblins smelled like they had hidden in the coal.
many > seem

* smell > many

The crucial difference between copy raising and percepasgmblance verbs was mentioned
in (9.9) and is repeated here:

1. A CRV needs a bound “copy” of its subject in its complemérappin 1983); a PRV does
not. Copy raising verbs thus constitute a resumption enment.

There is dialectal variation here (Horn 1981, Potsdam anmthBu2002), which will be accounted for below.
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(9.20) *Richard seems like Gonzo has been baking.

(9.21) Richard smells like Gonzo has been baking.

No account of copy raising that | am aware of has noticed tendtion between CRVs and PRVs
with respect to the pronominal copy requirement shown here.

9.2 Previous approaches

The original Richard transformation posited by Rogers rsdkie subject of the clause afiéke / as
into the matrix subject position and leaves a pronominayaojits place. This kind of construction-
specific, ad hoc transformation is clearly undesirable aebdot fit into current linguistic theory,
in which there is a general consensus that variation is ipatlg lexically conditioned.

Ura’s (1998) Minimalist proposal suffers from a similar weass. He proposes a language-
particular rule for copy raising, which he caRule $ that spells out a trace in an A-chain as a
pronominal copy of the A-chain’s head. Potsdam and Runr@2@note this problem and further
point out that since Ura’s proposal treats Rule S as a lasttreperation he predicts that copy
raising should function like other pronominal insertioreagtions in English that are candidates for
a last resort characterization, in particular intrusivenmuns (Chao and Sells 1983, Sells 1984);
this prediction is incorrect, as shown in detail by Potsdah Runner (2002).

Potsdam and Runner also point out that Ura’s proposal iegoA-movement across a tensed
clause boundary. This violates the Tensed S Conditon of Gkprfl973). Although the Tensed
S Condition itself is theoretically outdated and no longenstrued as a theoretical construct, it
continues to be descriptively accurate. Potsdam and Ry@086@) also point out that the effects
of the Tensed S Condition are still derived in current trarmefitional theory in the Minimalist
Program. In particular, it holds under Chomsky’s recenbihef phasegChomsky 2000, 2001).
Phases include tensed clauses (CPs). In order for an eléonamiergo A-movement out of a phase
it must first move to the edge of the phase. However, there imoivation for A-movement to
the edge of the tensed CP in question, since no features aidkied element or landing site need
checking. More generally, under Minimalist assumptiofe tentral problem is why the copy-
raised subject would move from the embedded position whenel¢mbedded position apparently
satisfies all of the A-moved element’s feature-checkingliregnents and 2) the moved element in
its base position satisfies all of the embedded positioasife-checking requirements.

Boeckx (2001:76-77,165-166, fn.1) mentions that his Malist analyses of resumptive pro-
nouns could possibly be extended to copy raising, althoegixplicitly sets this phenomenon aside.
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His analysis of resumptive pronouns involves Merging a titurent consisting of a resumptive
pronoun and its antecedent and subseqentovement of the antecedent, stranding the resump-
tive pronoun in the base position. The straightforward msitn of this analysis to copy raising
— Merge of pronoun and antecedent plus subsegdemtovementand stranding — would en-
counter the Tensed S problem that Potsdam and Runner (23@2)ss for Ura’s analysis: why is
A-movement possible out of a tensed clause?

Potsdam and Runner (2002) themselves propose that in fécth®ocopy-raised subject and its
pronominal copy are base-generated and that an A-chaimmetbbetween these two elements to
make sure that the matrix subject does not violate Full pmegation (FI; Chomsky 1986). While
this proposal avoids the difficulties noted above, the apjekull Interpretation suffers the crit-
icisms offered in section 3.3.6 of chapter 3. Furthermdres still unclear what the difference is
between a language that has copy raising and one that dodn fautt, there would seem to be noth-
ing more lexicalist about Potsdam and Runner’s proposalltha’s. Second, although Potsdam and
Runner rightly propose that this kind of A-chain formatidfravailable at all, must be available in
general, it is unclear what conditions limit it, leaving ughwthe following question: if pronominal
elements can form A-chains with nominals so that the latersatisfy FI, why is this strategy not
generally available? Not only is there potential for wildeoyeneration, the proposal also offers no
explanation as to why pronouns are obligatory in CRV compleis but not in PRV complements.
By contrast, the proposal in this chapter conditions cofsing purely lexically, which accounts for
the limited distribution of the relevant pronouns and alscoaints for linguistic variation according
to current theory. Third, Potsdam and Runner fail to accéanthe similarities between CRV / PRV
complements headed like / asand predicative complements. Fourth, no explanation sred
of why copy raising can occur with only these particular ctempents. They offer a speculative
explanation in terms of phases (Chomsky 2000, 2001) as toashy raising from a CP headed
by thatis impossible, but as we will see in the next section thereason to believe that the copy
pronoun is sometimes contained in a CP anyway, so this is geharal solution.

Matushansky (2002) presents an exploration of scalar cermgahts to the verbeenthat touches
on various issues that are relevant to the issue of copygg#s resumption and the similarities and
differences between copy raising and perceptual resemcdiaerbs. However, the main concerns
of this chapter and Matushansky (2002) are largely orthafj@ince she is principally concerned
with the syntax and semantics of scalar complemense&m There are a number of key points of
divergence that should be mentioned, though. First, Matsky is largely concerned with predica-
tive complements teeem since these are the ones that exhibit the scalarity efébetss interested
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in. She assumes that complements headelkbyandasare CPs and not predicative complements
(Matushansky 2002:221). She therefore sets these compleragside after some initial discussion
(Matushansky 2002:228). However, | argue at length in the section that the complements to
copy raising and perceptual resemblance verbs are priedi€®s and not CPs. Second, Matushan-
sky assumes that subjects of copy raising verbs are assagtieada-role (Matushansky 2002:221).
This fails to account for the obligatoriness of the copy jmam and the difference between CRVs
and PRVs with respect to resumption. Third, on a related, M&tushansky claims that predicative
complements taeemhave a perceptual rather than epistemic semantics. Howevexplanation
is offered for what the perceptual semantics is or how it isved. It is hard to conceive of a
semantics foseemthat treats it as anything other than a monadic predicatéesproposed dis-
tinction between epistemiseemand perceptuaseemis not readily apparent. By contrast, on the
present proposal the perceptual / epistemic distinctionhich Matushansky alludes is tied to the
semantics of the head of the predicative PP complement afdpy raising verb —ike or as(see
section 9.4). It is true that the proposed explanation ferdistinction in its current state does not
extend to raising verbs with complements not headefikeyor as(e.g.,Richard seems sagbut it
serves as a concrete starting point for further work.

In the next section, | argue that the fact that copy raisingoissible from these complements
has to do with them being predicative PPs. The claim thatdhgotements are PPs is also made by
Maling (1983), Heycock (1994), and Potsdam and Runner (202 is not explored in any detail.

9.3 Similarities between CRVs and PRVs are syntactic

Recall from page 366 that the similarities between copyingiand perceptual resemblance verbs
are to be accounted for by treating them as syntacticallyticlel. Evidence for this comes from the
behaviour of raising verbs and PRVs with respect to predieabmplements, to which | turn next.

| will afterwards argue that thike/ as if / as thoughcomplements (hencefortfke-complements)

to CRVs and PRVs are arguments (rather than adjuncts, ad tegsupposed) and that they are
predicative prepositional phrases and can therefore eitsed to the class of predicative com-
plements.

9.3.1 Predicative Complements

As shown in examples (9.12)—(9.13) above, PRVs take priackkoeomplements, as do raising verbs.
These can be treated as subject-to-subject raising frondjentaal predicate. The lexical entries
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for the raising verb and the PRV therefore require a funelicontrol equation:
(9.22) (" xcomp suB) = (] suB)
Examples (9.12)—(9.13) have identical c-structures astduietures, modulo the verb and adjective:

Richard VP

T=1 (T xcowmp) = |
A AP
I
seems / looks / smells A
drunk

b. PRED ‘seem/look/smell’

SUBJ

PRED ‘drunk’
XCOMP
SUBJ |PRED ‘Richard’

In order to be a raising predicate, a predicate must not tsile@ thematic subject (or object).
PRVs and raising verbs do not select for a subject. It is tleelipative complement (AP) that
licenses the subject. Of course, predicative complemeatsa necessarily APs, and can generally
be of any major category. Note that raising and perceptsahnblance verbs tend to resist nominals
as predicative complements:

(9.24) *Richard seems /looks / smells a student

There is some dialectal and register variation under ceciecumstances; see Matushansky (2002:237—
239).
In addition, raising and perceptual resemblance verbsaalyegradable PPs, not spatio-temporal

ones:

(9.25) Richard seems / looks / smells pretty under the weathe
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(9.26) *Richard seems /looks / smells under the bed.

This distinction is discussed at length by Maling (1983).

9.3.2 Like-complements

In this section, | will argue thdike-complements to copy raising and perceptual resemblarbs ve
are arguments (not adjuncts) and that they are in fact @tdgicprepositional phrases. This allows
them to be treated much like other predicative complements.

9.3.2.1 Arguments or adjuncts?

Various syntactic tests show thite-complements are in fact arguments. | will present evidence
from extraction, deletion, and coordinatién.

It is possible to extract from CRV and PRKe-complements (9.27)—(9.31), but not from more
clearly adjunctike-phrases (9.32)—(9.33):

(9.27)  What did Richard seem like he was ashamed of?

(9.28)  What does Richard smell like Mary has been baking?
(9.29)  Who does this place look like the floor has been deditpy@
(9.30) How much does Richard seem like he enjoys running?
(9.31) How badly did Richard look like he lost in Vegas?

(9.32) a. Richard slinked away like he was ashamed of hisreti

b. *What did Richard slink away like he was ashamed of?

(9.33) a. Richard runs like he enjoys it a lot.

b. *How much does Richard run like he enjoys it?

It is not possible to delete thigke-complement: it either leads to ungrammaticality (9.34) or
changes the meaning of the verb (9.35). By contrast, an etdjka-phrase can be dropped without
affecting semantics or grammaticality (9.36):

(9.34) *Richard seemed / sounded / tasted / felt.

6See Bender and Flickinger (1999) for further evidence thegé are arguments.
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(9.35) #Richard looked / smelled.

(9.36) a. Richard ran like he couldn’t be bothered.
b. Richard ran.

Lastly, it is possible to coordinate tHige-complement with a predicative argument (9.37)—
(9.38), but it is impossible to coordinate an adjulik¢-phrase with an argument (9.41):

(9.37) Richard seemed quite ashamed and like Gonzo hacdestchioh.

(9.38) Richard looked filthy and as if the disposal had exgtbdgain.

(9.39) Richard put the ice cream in the freezer like he meaaat it later.
(9.40) Richard put the ice cream in the freezer and on thd.shel

(9.41) *Richard put the ice cream in the freezer and like hamho eat it later.

In conclusion, evidence from extraction, deletion and dowtion shows thdike-complements
to CRVs and PRVs are in fact arguments.

9.3.2.2 Categorial status

If these complements are arguments, what is their catdgbaitis? There are at least two sensible
options for the categorial status of thike-complement:

1. Like-complements are CP§ke, as if andas thoughare complementizers.
(Bender and Flickinger 1999, Matushansky 2002)

2. Like-complements are PPEke andasare prepositions.
(Maling 1983, Heycock 1994, Potsdam and Runner 2002, Hetileand Pullum 2002:971)

| will argue that the second analysis is correct; in particlike complements are headed by prepo-
sitions with clausal complements.

The first argument comes from the fact tiide-complements take the same pre-modifiers as
prepositions (9.42)—(9.43); these cannot modify compterners (9.44):

(9.42) a. Richard put the book just on the shelf.

b. Richard smells just as though he has been drinking.

"Examples (9.37) and (9.38) are better with kixe-complement as the second conjunct rather than the firssuhaes
that this has to do with effects of the sort found in heavy Nt §iWasow 2002).
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(9.43) a. Richard passed the ball almost at the sideline.

b. Richard seems almost like he’s been drinking.

(9.44) a. *Richard thinks almost / just that he won.
b. *Richard wonders almost / just whether he won.
c. *Richard asked almost/ just if he had been bad.

d. *Richard wanted almost / just for Gonzo to leave.

The second argument comes from two different kinds of umifty: uniformity of as / like
with prepositions, and uniformity af / though with complementizers. First, treatirags and like
as prepositions (there goes one now!) allows us to assenitedir uses irlike-complements to

prepositional uses:

(9.45) Richard dressed like / as Charlie Chaplin.

(9.46) Richard is wary of actors as directors.

(9.47)  With transformations like these, who needs globigls?i

Second, treatingsas a preposition taking a clausal complement allows us im#date the occur-
rences off andthoughin as if / as thougho normal complementizer usés:

(9.48) Richard rarely drinks, though he enjoys the occadibaer.
(9.49) Richard wondered if he should leave early.

In other wordsasin like-complementsakes a CP complement introducedibyr though
Treatingif in as ifas a complementizer also explains the possibility of suttjue mood with
as if, since the complementizét generally licenses subjunctive:

(9.50) If he were alive today, John Lennon would probablytgsbthe war.

8Huddleston and Pullum (2002:971) classify the subordigationjunctionthough as a preposition rather than a
complementizer. Similarly, they classiés if as a complex preposition and presumably would do the sanasfttrough
although it is not found in their list. This classificationegonot really affect things here. The main point is thee-
complements are predicative PPs headedbgril on this point there is agreement between their clagidiicand this
account. In generative terms, it seems reasonably to agsigrse othoughin question the category’C
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(9.51) But the way the section was constructed, it seemeithasweretelling the party it was

bigoted and no longer welcome at his convention.

(Peggy Noonan, “Welcome to Hard Truth¥ime August 26, 1996.

http://ww. cnn. conlf ALLPOLI Tl CS/ 1996/ anal ysi s/ ti me/ 9608/ 26/ noonan. sht m
checked 29/02/2004)

The alternative is to postulate, less parsimoniously, ithahd as if are both complementizers that
license the subjunctive.

The third argument comes from dialect variatfonertain dialects of English use full CPs after
like. An internet search turned up several examples, of whickdent just two:

(9.52) I had some interest in Bill Bradley but it seemed likatthe totally cateretb the pro-

choice people on the abortion side and | thought that he stggbsome reconciliation on
this issue as Tony Campolo and Jim Wallis have promoted.

(http://ww. soj 0. net/soj omai | /i ndex. cf nf acti on/ soj omai | /i ssue/ 031700. ht ni

checked 29/02/2004)

(9.53) My bike barely missed him as he seemed like that hétdigtan notice us

(Douglas T., “Drunken Apparition"Paranormal Story ArchivedMarch 2002
htt p://paranormal . about.conm library/bl story_march02.01. htm
checked 29/02/2004)

If we were to maintain thalike is a complementizer, then thi&e that dialect would either have a
double complementizer or we would have to maintain thatimdralectlike is a preposition while
in the standard dialect it is a complementizer. By contrastoae elegant explanation is possible
if we assume thatike is a preposition in both dialects: in tHike that dialect like takes a CP
complement, whereas in other dialects (including the operted here) it takes an IP complement.

In conclusion, evidence from modification, uniformity, asidlect variation suggests thigke-
complements are prepositional phrases, headdik&yr as Like takes an IP or CP complement,
depending on dialect, whilastakes a CP complement, headedibgr though

Having established thdike-complements are PPs and that raising verbs and PRVs can take
predicative PP complements, it is a natural move to tlikatcomplements of copy raising verbs,
as well as those of perceptual resemblance verbs, as predi®Ps. In other words, CRVs and
one alternant of PRVs are syntactically just raising verlib predicative complements. Perceptual

°I thank Mary Dalrymple for bringing these to my attentiono(p. | have not have much information about these
dialects, but they seem to be concentrated in the AmericathSo
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resemblance verbs also have an alternant that is not agaisib and that can take a thematic
subject. Recall the CRV and PRV examples (9.5a) and (9.6ayea0bserved for raising verbs and
PRVs with AP complements, (9.5a) and (9.6a) have identisituctures and f-structures, modulo
relevant lexical substitutions:

(9.54) a. P
/\
(TsuB)=| T=1
DP I’
Richard r=1

T=1 (T xcowmp) = |

Vo PP
seems/smells |
P
/\
T=1 (T comp) =
P P
‘ _— T
he  (susd=l 1=l
DP I
A |
T=1
he VP

smokes
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b. _PRED ‘seem/smell’ ]
SUBJ
—PRED ‘like’ ]
SUBJ |PRED ‘Richard’
PRED ‘smoke’
XCOMP [pRED ‘pro’ |
COMP PERS 3
SUBJ
NUM  sg
GEND masg

The f-structure in (9.54) is essentially the same as theuttire in (9.23) for the adjectival com-
plement. The only added complication is that the prepastiile takes a clausal argument as well
as asuBl. It is thelike-complement that licenses the subject; the functionalrobetjuation in the
lexical entry for the CRV / PRV raises the subject to be therixaubject, too. Importantly, since
the PP lacks a c-structural position to host a subject, theeshsubject is realized in the matrix
subject position and not in the PP (see page 379 below).

| have thus far accounted for the following similaritiesveeén copy raising verbs and percep-
tual resemblance verbs: 1) PRVs and raising verbs takegatdgs complements; 2) CRVs and
PRVs takelike-complements. Next | turn to an account of their behaviouhwkpletives.

9.3.3 Expletives

Copy raising verbs and perceptual resemblance verbs htemsting behaviour with respect to
expletives:
(9.55) a. Itseemed/looked /smelled like Richard was drunk.

b. Itseemed/looked /smelled like it rained.

c. Itseemed/looked / smelled like there was a problem.

d. %There seemed / looked / smelled like there was a problem.

e. *There seemed / looked / smelled like it rained.

There are two noteworthy aspects here. First, as shown im@ra (9.55a—-9.55c¢), CRVs and
PRVs can take expletive subjects and the expletivig, ias we would expect. Second, and more
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surprisingly, some dialects (including my own) allow thesebs to take dhereexpletive subject
(9.55d), but only if the complement éike / asis headed by a verb that independently licenséeee
subject (9.55e). Not only is it surprising that a verb suclseamtakes an expletive subject with
form thererather thanit, it is also surprising that the verb apparently raigesenot from its own
complement, but rather from the complement of its compla@m®@imce raising is a local operation,
we would expect that the verb could raise only the subjechefike-complement; otherwise we
would have to give up the locality of raising.

A more natural assumption is the following, which maintaine locality of raising, but has
consequences for LFG’s theory of open complements, as Weesilshortly:

(9.56) Like andashave raising alternants.

This means thatike or as the head of thdike-complement, raises the expletive subject from its
complement, and then the expletive is raised one step fubh¢he CRV / PRV, which we know
independently can raise the subject of its predicative ¢ement. Thus, we have double raising,
but each step is completely local.

Let us next explore the consequences of assumption (9.6@ufotheory before turning to a
more detailed exposition of the expletive pattern in (9.538% have already noted that the head of
the like-complement, i.e.ljike or as licenses the subject of a copy raising verb. Thus, assompti
(9.56) means that there must be two entriedif@, one that licenses thematic subjects and one that
licenses non-thematic subjects:

(9.57) like;: P’ (1 PRED) = ‘like’
IP € CAT(T comP)
CP¢ CAT(T comp)
(T PTYPE)= clausal-comparative

(9.58) like;: P° (1 PRED) = ‘like’
IP € CAT(] CF)
CP¢ CAT(T CF)
(T PTYPE)= clausal-comparative

{ (T suB) = (] XCOMP SUB) | }

(T SUBJ EXPLETIVE) =, IT
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The second and third line of each entry uses the CAT opéfatidaplan and Maxwell 1996, Dal-
rymple 2001) to ensure that the complement is an IP, not ar@@&nhation from CP and its IP
complement generally map to the same f-structure nodetHergfore insufficient to only state that
IP is in the set of labels of the complement, because this doepreclude CP from also being in
the set. The lexical entries for dialects that h&ke that would simply lack the line precluding
CP, which would allow complements tike with or without that, or else have a a line requiring
CP, which would only allow CP complements like. The fourth line states that this use like
heads a PP that functions as a clausal comparative, sedttapgit from other uses dike, such
as nominal comparativegdhn talks like Bilj) and appositive usesSbme sentences, like this one,
contain appositive “like’).

Turning tolike,, in the standard fashion for raising predicates, the nemttic subject can be
filled either by an expletive or by raising its complementibject. This latter possibility is stan-
dardly expressed by a functional control equation, as we pesviously seen for raising verbs. The
optionality of the equation allows the use of an expletivéltthe subject position instead. As with
the majority of raising predicateske, subcategorizes for ahexpletive; athereexpletive can only
serve as the subject éke, if it is raised from a complement that licenses thereexpletive, such
as an existential or locative predicate. Lashke, subcategorizes for @OMPLEMENT FUNCTION
(cF), i.e. xcomp or comP. When the functional control equation is realized dris anxcowmp,
otherwise it is a&cOMP.

The entries formsin its like-complement usage would be similar, except that they walalgh s
that the category of the complement is CP, as discussed ddikehthat dialect above, and place
further restrictions on the form of the complementizer, sihinust bef or though'*

The assumption that the prepositidike / asin like-complements can be raising predicates has
immediate consequences for the theory of open complementaPs, Bresnan 1982a, 2001). Itis
standardly assumed thatompsare complements that have an f-structuwaby, but that they are
projections of lexical categories (i.e.9,R/9, A%, or N°) and therefore do not host subjects in their
specifiers at c-structure. Since these complements siglocete for asusJbut cannot host it in c-
structure, they can only be licensed as complements of athatlshares itsuJwith the xcomp
via a functional control equation and provides an IP hosttlier subject at c-structure (Bresnan

10Using the inverse of the function, which is defined to have sets as values, this operaturns the set of c-structure
labels that map to the f-structure node identified by its angt (see Dalrymple 2001:171).

Upresumably this would be done by lexically specifying theothof the clause the complementizer introduces, in
this case subjunctive, as this should be compatible withetkieal specifications of only the relevant complemengzer
otherwise we would have to resort to an approach that sét@cpecific complementizers using tbeMPFORMattribute
(see page 253 in section 7.1.2 of chapter 7).
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2001). The key point is that the criterial difference betwaeompP and anxComP is that the latter
lacks a c-structural position to host a subject, while threnfer does not.

However, the complement dike / asis always an IP or CP, even when it is aoomp. The
alternative would be for it to be aomp and for the functional control equation like, to read
(T suBJ) = (T comP suB). But, this effectively removes the distinction betweerm@and closed
complement functions at f-structure, despite the fact ginatnmatical functions in general are f-
structural entities. Arguably, it is better to remove thetictural requirement that ancomp
always corresponds to a lexical projection. Under the meatifin to LFG theory proposed here,
the defining property okCcomP is not its c-structural category, but rather whether it aom a
grammatical function that is the target of a functional colnéquation.

The following c-structure and f-structure for (9.55d) dttate the proposal:

(959) a. P
/\
(TsuB)=| T=1
DP I’
JANRE
T=1
There VP
/\
T=1 (T xcomp) = |
Vo PP
‘ —
seemed |~ (T xcomp) = |
PP IP
‘ —
DP I’

there was a problem
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(9.60) PRED  ‘seem’
SUBJ
PRED ‘like’
SUBJ
PRED ‘be’
XCOMP
SUBJ [EXPL ther% /
XCOMP
PRED ‘problem’
OBJ
SPEC [PRED ‘a’]

The verbwassubcategorizes for #iereexpletive subject. This subject is raised to be the subject o
the like-complement via the functional control equation in the emibr like,. The matrix raising
verb or PRV raises the same expletive again to matrix supjsition. Each raising step is entirely
local, from complement’s subject to own subject, resulimghe same expletive filling thregusJ
values. Given that there are three f-structural subjedtipns, why do only two expletives occur in
the c-structure? That is, what prevents the occurrencendéisees such as:

(9.61) *There seemed there like there was a problem

Sentences like this are blocked becauselite=complement, being a PP headed by the lexical
category B, cannot host a subject in its specifier.

I have thus far accounted for example (9.55d), the puzzlasg ©f long distancthereraising.
We have seen that we can maintain the locality of raising ifassume thatike / as have rais-
ing alternants. Yet we noted that not all dialects have thesibdity of thereraising with like-
complements. Horn (1981) argues that these dialects heless have expletive raising with
expletives, as in sentence (9.55c¢) above. Horn notes tbaRitthard sentence (9.62) below is non-
contradictory, even though the closely related extrarsgentence (9.63) is contradictory.

(9.62) It seems like it's raining harder than it is.
(9.63) #It seems that it's raining harder than it is.

Since (9.62) patterns like raising sentences, Horn arqusstiere ist-raising throughlike-com-
plements, even in dialects withotkiereraising. However, in the present analysis there wouldl stil
be raising from the subject dike in (9.62) to the matrix subject, which may in fact be the calici
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difference between raising sentences and extraposititersees. Even if this were not the case, this
does not preclude an alternative where the uppermaststructure-shared between the subject of
seemsandlike, but not with that ofraining. If this second reading is contradictory, the first reading
would nonetheless be available.

The dialectal raising difference can be captured if in di@evith thereraising thelike andas
heads ofike-complements do not subcategorize for the form of the expléallowing eitherit or
there when they raise their complement’s subject (as in the dotryike, in (9.58) above), while
in dialects with onlyit-raising these heads subcategorize foitagxpletive whether the expletive
is raised or not? The difference between the two dialects is reduced to a niéxizal difference.
Notice that we lack clear motivation for stating this dig#edistinction in the entries for the relevant
verbs, because the dialects that prohibéreraising for CRVs still allow it for raising verbs with
non-finite complements, as ithere seems to be a problem

Accounting for the other examples requires no further agpsiams. Consider first examples
(9.55a) and (9.55b), which | repeat here:

(9.64) It seemed / looked / smelled like Richard was drunk.

(9.65) It seemed / looked / smelled like it rained.

These are licensed by the instantiatiorliké, that selects for ar that iscomp and anit expletive
subject. Example (9.65) can be alternatively realizedlantyito (9.55d), by double raising thé
expletive subject ofained(see above).

Example (9.55c¢), which | repeat here, is essentially liké4R

(9.66) It seemed / looked / smelled like there was a problem.

This example cannot be an instance of double raising, bectugge would then be unification
failure for the value of th&xPLETIVE feature (T VErSusTHERE).
Lastly, (9.67), which was presented above as (9.55¢), igenrated at all:

(9.67) *There seemed /looked / smelled like it rained.

The expletivethereis not licensed by either the matrix raising / PRV verb orirgjdike, since
these select for ait expletive or else raise their complement’s subject. Therdatption is again
not possible due to unification failure for texPLETIVE feature.

12This amounts to modifying the entry fdike, so that the material in braces is replaced by:

0] ((T suB) = (] Xcomp suB))
(T SUBJ EXPLETIVE =, IT
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9.4 Copy raising as resumption

The key difference between copy raising verbs and percemsamblance verbs is that the former
but not the latter absolutely require a pronoun in their clemmgent:

(9.68) a. *Richard seems like Gonzo has been baking.

b. Richard seems like he has been baking.
(9.69) Richard smells like Gonzo has been baking.

The obligatoriness of this pronoun, the fact that it is natessarily in subject position, and the fact
that the subject of the copy raising verb cannot be a thersakifect of that verb but must instead be
interpreted in the position of the pronoun all indicate @@y raising is a case of resumption. The
difference between this case and what are normally coregicker be resumptive pronouns in the
literature is that copy raising does not involve an unbodndependency. This has been observed
only in passing in the literature. For example, Boeckx (2063-166, fn.1) conjectures that copy
raising is the A-movement analog Afmovement resumptive pronouns. This specific proposal was
criticized in section 9.2 above.

The theory of resumption that has been developed here cdityraacommodate copy raising.
| only need to make the assumption that copy raising verbs hmnager resources of the kind that
we have already seen in part Il. Furthermore, as in Swedistiebiresumptive dependencies (see
section 7.1 of chapter 7), the manager resource in copygaisispecified in terms of tr®UBJECT
that the manager resource is local to. The manager resauthe lexical entry for a copy raising
verb (e.g.seen) would be:

(9.70)  APXz.z:[(] suB), — ((1 SUBY, ® (T GF")y)] —o [(T SUBY, —o (T SUBJ),]

This premise is coupled to another lexical specificationtendopy raising verb that states that its
subject must be the antecedent of a pronoun embedded imiglement. The specification is just
the usual kind we have seen before (see section 2.1.5 ofart@)pt

(9.71) (" suBJ, = ((T GF"), ANTECEDENT)

The local names method discussed in chapter 5 can be used fordeer control where necessary.
The normal, unbounded nature of anaphoric binding expldiascapacity for a copy raising
verb to be satisfied even if the pronoun it finds is not the F8gkabject or even a subject at all:

(9.72) Richard seems like the judges have finally annourttaichie won.
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(9.73) Richard seemed like Gonzo had scolded him.

(9.74) Richard seems like the assertion by Mary that Thospestts the motives behind the gift
offended his dignity.

Any account that tries to assimilate copy raising to stritital raising would have trouble accom-
modating these facts. Yet the current account does notaogst raising as an unbounded depen-
dency. Its unbounded nature stems purely from the resoussegement theory of resumption,
which depends on anaphoric binding, which is non-local.

Finally, the account offers some preliminary explanation the fact that copy raising is re-
stricted to only the verbseemandappearand cannot be arbitrarily extended to any raising verb:

(9.75) *Richard tends like he won.
The raising verb in question must allow a predicative comgliat, whichtend does not:
(9.76) *Richard tends sad.

Furthermore, since the manager resources that allow cagiggare properties of the lexical entries
of seemandappear only these predicative raising verbs may license copyngis
A sample lexical entry is given here:

(9.77) seem V (T PRED) = ‘seem’
(T suBd), = ((T GF"), ANTECEDENT)

APz.x

[(1 suBY, —o (1 SUBY, ® (1 GFY),)] —
(1 sUBY), — (1 SUBY),]

AzAP.seem(P(z)(z)) :
(1 suBYy —o [(T sUBY, — (T GF'); —o (T COMP)] —o 1,

Consider the following example and the premises that result

(9.78) Richard seems like he drinks.
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(9.79) 1. richard : r Lex. Richard
2. XxA\P.seem(P(z)(z)) : r—o(r—oh—ol)—s Lex.seems
3. APXz.z : [r—(r®@h)]—(r—r) Lex. seems (MR)
4. AxAp.resemble(z, p) :r—od—ol Lex. like
5. AzzXxz:r—(r®h) Lex. he
6. drink : h—d Lex. drinks

These premises construct the proof in Figure 9.1. The oslatkpressed folike is presented in
a rough form: it merely states that there is a resemblanegioel betweerlike’s subject and the
proposition for its complement. This does not really gettthieh conditions completely right, but it
expresses the basic combinatorics. A more appropriatergasavould involve events or situations.
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Richard

MR
APXz.z : [r—o(r®h)]— (r—or)

he
Az.zXz:r—o(r®h)

seems rich = r

Az.x: (r—or)

AzAP.seem(P(z)(z)) : r—o(r—oh—ol)—os

rich : r

AP.seem(P(rich)(rich)) : (r—oh—l)—os

like drinks
[u:r)! AzAp.resemble(z, p):r—od—ol [v:h)? drink : h—d
Ap.resemble(u, p):d—ol drink(v) : d
resemble(u, drink(v)):1
7.2

Av.resemble(u, drink(t

):h%zlgD

Audv.resemble(u, drink(v)

)
)

—°7,1
tr—oh—ol

seem((Audv.resemble(u, drink(v)))(rich)(rich)) : s

seem(resemble(rich, drink(rich))) : s

=8

Figure 9.1: Proof folRichard seems like he drinks
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However, theresemble relation contributed byike provides a clue to the epistemic / perceptual
distinction that arises between copy raisisgemand the version obeemwith a that-clause or
infinitival complement (Matushansky 2002:221). This iswhdy the following examples:

(9.80) a. Richard seems like he is baking.

b. It seems like Richard is baking.

(9.81) a. Richard seems to be baking.

b. It sesms that Richard is baking.

Suppose the speaker and hearer walk into Richard’s kitahesee evidence of baking (e.g., baking
pans, utensils, flour, etc.). If Richard himself is absenivduld be appropriate for the speaker to
utter either of the sentences in (9.81) or (9.80b). Howetequld be inappropriate to utter (9.80a)
unless Richard can actually be perceived. The resemblat@gon points to an explanation of
this asymmetry. If in (9.80a) the resemblance is betweemdrit and an event or situation of
his baking, then Richard must be perceivable for the resmmabl relation to be verified. Neither
(9.81a) nor (9.81b) involves resemblance and thereforsethaly have an epistemic interpretation.
Example (9.80b) involves a resemblance relation too, bwboilld have to be a relation between
two events or situations: the situation witnessed and orieidfard baking. It can therefore be
uttered appropriately in the absence of Richard, sincenibisa resemblance relation involving him.
Although the resemblance-based explanation of the epistgmerceptual distinction is speculative,
I think it is a promising avenue for future work.

It is nevertheless possible to treat the subject of copyn@igerbs as thematic subjects without
giving up the resource management account of copy raisiogopins as resumption. In order to
do this, we just need to replace the relevant meaning castrin the copy raising lexical entry in
(9.77) with the following meaning constructor:

(9.82) AzAP.seem(z, P(x)(x)) :
(1 sUBY), — [(1 SUBY, —o (1 GF*), —o (1 COMP)| —o 1,

The sole difference between the meaning constructor abmddhee corresponding meaning con-
structor in (9.77) is that the meaning constructor abovtestthat thesusJECTIs also the first
argument ofseem The subject is thus treated thematically. However, | antequincertain what it
means for the subject aeermto be thematic and | therefore think that an alternative axpbn for
the epistemic / perceptual distinction should be pursuech ss the one offered above in terms of
the resemblaelation.
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9.4.1 Copy raising and scope

Recall from page 367 that copy raising verbs cannot takeesowpr their subjects, unlike raising
verbs with infinitival complements. This observation, arajly due to Lappin (1984), was extended
to perceptual resemblance verbs by Potsdam and Runner)(Z082relevant data is repeated here:

(9.83) Many goblins seemed like they had hidden in the coal.
many > seem

* seem > many

(9.84) a. Many goblins looked like they had hidden in the coal
many > seem

* look > many

b.  Many goblins smelled like they had hidden in the coal.
many > seem

* smell > many

These examples only allow surface scope readings. For dga(@@B3) cannot mean that it seemed
like many goblins had hidden in the coal. The quantifier make twide scope: (9.83) can only
mean that many goblins are such that they seemed to havenhidtee coal.

Contrast (9.83) with the related infinitival version:

(9.85) Many goblins seemed to have hidden in the coal.
many > seem

seem > many

This example has both a reading witlany goblinstaking wide scope oveseemand one where
it takes scope undeseem | have demonstrated in previous work (Asudeh 2000, 200%i) the
following meaning constructor is appropriate for infindivandthatcomplementseem

(9.86) Ap.seem(p): (1 CF)y — 15

This seemtakes its complement function Gomp or XCOMP) as its only argument. | show in the
works cited above that this allows both wide and narrow séopquantificational subjects.

This scope distinction is predicted by the compositionahaetics of copy raisingeem The
relevant meaning constructor is repeated here, instadti@nemonically to resources contributed
by (9.83) v is the copy pronoun’s resource):



9.4. COPY RAISING AS RESUMPTION 389

(9.87)  AzAP.seem(P(z)(z)) : g—o(g—op—ol)—os
The quantifiermany goblinswould contribute the following meaning constructor:
(9.88)  ARAS.many(z, R(z), S(z)):VX.[(g— X)— X]

The quantifier can only take its scope by finding a dependency. dThere are two such depen-
dencies in (9.83), corresponding to the two predicates wakemany goblinsas a subjectseem
and like. Seemcontributes the meaning constuctor above, wlite contributes the following
schematic meaning constructor:

(9.89)  AzAp.resemble(x, p): g—oh—ol

The only way for the quantifier to scope undmemiis if it takes thelike-complement as its scope.
The partial proof corresponding to the quantifier takingpecover thelike-complement is
shown here (leaving aside the modiferthe coaland currying the function folike):

(9.90) hidden
1
like [p] p—h
many goblins h—og—l h
VX.[(g—X)— X] g—ol
l [/ X]
— o711
p—l

At this point there is no way to combine the resplt-o [ with the premise contributed by copy
raisingseem The copy raising verb’s meaning constructor is also a digrecy ong, but the only
instances of have been consumed.

The surface scope derivation is successful, however. Therdiency ory in the copy raising
verb’s meaning constructor is satisfied using an assumpiltioh is subsequently discharged to
form the scope of the quantifier. This is shown in Figure 9.2teNthatgoblin* represents the
denotation of the plural common nogwblins Notice that the scope results are maintained even if
the subject of the copy raising verb is treated as a themigio@ent, as in (9.82) above. The scope
results follow from just the linear logic term associatedhvthe meaning constructor and this term
was identical in (9.82) to the one that | have been discussing
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like hidden
MR they g g—h—l [p  p—oh
l9—(g®@p)]—(9—9) g—(9®p) h—ol h
seem 9] g—og I
g—(g—op—ol)—os g p—tl
(g—op—ol)—os g—op—l
many goblins —ors
VX.[(g— X)— X] g—os
[s/X]

many(x , goblin®(z), seem(resemble(z, hide-in-coal(z)))) : s

Figure 9.2: Proof for surface scope readingdny goblins seemed like they had hidden in the coal
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The situation for perceptual resemblance verbs is simiidren they license a thematic subject,
they have control-like meaning constructors:

(9.91)  AzAP.look(zx,P(z)) : (T SUBJ), — ((] SUBJ), —o (T XCOMP),)— T,

The perceptual resemblence verb takes its subject as amangand also applies its open comple-
ment to the subject. This will result in the following sortsgmantics for, e.gRichard looks like
he drinks

(9.92)  look(richard, resemble(richard, drink(richard)))

In Asudeh (2000, 2003b), | demonstrate that such meaningtremtors yield only surface scope
for a quantificational subject of the verb. The reasoningléniical to what we just saw for copy
raisingseem if the quantifier takes narrow scope, there is no way to fydie verb’s dependency
on the subject. On the other hand, if the quantifier scopes it dependency can be handled by
assumption and a succesful proof is possible.

9.4.2 Prospects for extending the analysis to other languag

At the beginning of section 9.1, | noted that copy raisingasjast a quirk of English, but is actually
quite widely attested cross-linguistically. Although Mezonly addressed copy raising in English, it
should be apparent how the analysis could be extended tolatigriages. The crucial thing is for
the copy raising verb to contribute a manager resource tregumes a copy pronoun’s resource.
Other details of the raising may vary. For example, manyuaggs do not have the equivalent
of the English prepositionske andasin copy raising. The exact compositional semantics of the
copy raising verb will be slightly different for these laragies. Preliminary work shows that certain
languages that are closely related to English, in particaeedish and Dutch, do have apparent copy
raising constructions with similar prepositions. Howe@&wedish seems to allow the complements
of copy raising verbs to lack copy pronouns (lda Toivonew,)p. This would seem to indicate
that the construction in question is not a true equivaleringlish copy raising, but rather a very
semantically bleached version of perceptual resemblddgih requires a pronoun in copy raising,
but otherwise patterns somewhat differently to Englisim@gmond 2004). Much more work needs
to be done on the typology of copy raising.

The resource management analysis of copy raising alreamlysspotential in the analysis of
copy raising in Irish, where it makes sense of a puzzling. fadthough Irish has the resumptive-
sensitive complementizexN and copy pronouns seem to be intuitively similar to resumeptiro-
nouns, the neutral complementizgyis used to introduce its copy raising complement (McCloskey
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and Sells 1988:174-178):

(9.93) B’éigeardaobhthagur innis siadan scéaldo.
must to.them comptold theythestory to.him
They must have told him the story.
(McCloskey and Sells 1988:176, (65c))

(9.94) Ni cosulildb go gcuireanrrud ar birthbuaireamtair.
NEG.coPlike to.him comp puts thing any distress  on.him
Nothing seems to bother him.

(McCloskey and Sells 1988:177, (68a))

The resource management theory predicts that the neutragdlementizergo must be used in Irish
copy raising. The theory assumes that the copy raising \ambributes a manager resource. This
licenses the copy pronoun in the complement and allows pi@paposition. We saw in chapter 6
that the resumptive-sensitive complementiadt also contributes a manage resource. This is how
it licenses resumptive pronouns in unbounded dependerBigsf both the copy raising verb and
the complementizeaN were present, then there would be two manager resourcesbchad. It
would not be possible to satisfy the needs of both manageuress with a single copy pronoun.
Therefore, the resumptive-sensitive complementizer aigbe used in copy raising and the neutral
complementizer must be used instead.

Conclusion

| have shown in this chapter that the resource managemeutytioé resumption extends to copy
raising. The copy raising verb contributes a manager resgadilnat requires a pronoun in the copy
raising verb’s complement. Thus, the mechanism that a¢sdon resumptive pronouns also ac-
counts for resumption. | also showed that the associatedimgaonstructor for the copy raising
verb accounts for the fact that the copy raising verb’s stilijannot scope under the verb. Copy
raising verbs were distinguished from perceptual resemaelarerbs by the theory. The latter do
not contribute manage resources. This correctly predietiscopy pronouns are obligatory for copy
raising verbs, but that perceptual resemblence verbs karctanplements without copy pronouns.
Despite initial appearances, perceptual resemblances arth copy raising verbs are distinct, al-
though similar, verb classes.
The similarities between the two verb classes were arguaioov from their identical syntax.

Both copy raising verbs and perceptual resemblance vetbptadicative PP complements, headed
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by the prepositionsike or as. Thesdike-complements were thus assimilated to the general class of
predicative complements to raising and perceptual resamblverbs. The curious ability of both
these verb classes to raise expletives that they cannotasieetake as subjects (e.ghere seemed
like there was a rigtwas explained by positing that the prepositidike andascan exceptionally
raise from their closed complements. The expletivereis raised from the complement dke
or asto its subject position at f-structure and then raised afaim that subject position to the
subject of the copy raising or perceptual resemblence w&ithough it is convenient to describe
the process using these procedural metaphors, the thepyraedy declarative. The expletive is
therefore really just occupying three f-structural subjeagsitions at once. The reason that the
expletive is only realized in two c-structural positiondldars from the general LFG assumption
that lexical projections cannot take DPs in their specifisstructure. Since thigke-complement
is a PP, it follows that the expletive in its subject positadri-structure is not realized in c-structure.
| showed that the behaviour of expletives in copy raising perteptual resemblance construc-
tions — particularly doubledhereexpletives — challenges LFG'’s notion of open complemertts. |
also challenges the adequacy of the Subject Condition (B33, Bresnan 2001:311):

(9.95) The Subject Condition;
Every predicator must have a subject.

Since subjects are only defined at functional structure i@ [tRe Subject Condition is a requirement
that every f-structure predicator has@aBJECT. If the double-raising analysis of the doublébre
examples is correct, the overt distribution of expletivesginot follow from the Subject Condition.
In particular, there is no explanation of why it is impossiltb have an expletive occupy the three
positions at f-structure but only be realized in just thehlesgt position:

(9.96) *There seems like is a problem.

At f-structure the verbis does have a subject (the expletive), so the Subject Cond#isatisfied.
This points to the need for a c-structural correlate of thiej&u Condition.

A c-structural subject requirement would seem to mirrorginectural requirement of checking
an EPP feature in the Minimalist Program (Chomsky 1995, 2@001). There is thus some po-
tentially interesting theoretical convergence. Howetlss, EPP account is also challenged by the
doublethereexpletives. In particular, if the lowgherechecks its EPP feature in the lower clause,
then there does not seem to be any way to raise it further tokcéwe EPP feature in the upper
clause. This indicates that the tvleere expletives are merged independently. But this does not
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explain why an uppethereis licensed only if a lowethereis present. Thus, the double expletive
pattern is challenging for both theories and is a promisieg or future work that might achieve a
theoretical synthesis or at least form a further bridge betwthe two theories.



Chapter 10

Conclusion

10.1 Summary of the main results

The guiding hypothesis of this dissertation has been Resdbensitivity:
(10.2) Natural language is universally resource-sermsitiv

The formal theory behind the hypothesis was explored inildietgart | of the dissertation. In
chapter 3, | distinguished between the above hypothesighwitalled more narrowly Linguistic
Resource Sensitivity, and a notion called Logical Reso8emsitivity which derives from substruc-
tural resource logics. | showed that resource logics, whrehcharacterized by the absence of the
structural rules ofveakeningandcontraction yield a useful perspective on linguistic combinatorics,
particularly that of phonology, syntax, and semanticsglad that all of these systems are equally
resource-sensitive in that no element of combination mdydady discarded or reused, but that they
are order-sensitive to differing degrees. Thus, the siratrule of commutativity which enables
reordering of premises in a proof, was also shown to be retevargued that semantics is not order-
sensitive and that the resource logic that is appropriatelfaracterizing semantic combinatorics is
therefore linear logic.

Although resource logics alone give some insight into listi combinatorics, | argued that
Logical Resource Sensitivity on its own was not linguidticéluminating. | showed that the re-
lationship between Logical and Linguistic Resource Setisitis affected by the choice of logical
connectives. In particular, if conjunction is present, lcafjResource Sensitivity is no longer sat-
isfactory for a characterization of linguistic combinatstr | argued that conjunction was indeed
necessary in the logical fragment. | showed that we canmdgaguistic Resource Sensitivity by

395
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imposing on the resource logic proof a goal condition tham@tivated by linguistic theory. Thus,
Linguistic Resource Sensitivity is founded on Logical Rese Sensitivity but requires input from
linguistic theory. | showed that the Linguistic Resource$#vity for semantics and the syntax—
semantics interface can be captured using Glue Semantiishwses linear logic for semantic
composition. | argued that a number of proposals in thedlitee constitute appeals to Resource
Sensitivity and can possibly be eliminated, without lodiingir important insights.

The hypothesis of Resource Sensitivity is tested by casaspafrent resource deficit or resource
surplus. Part Il of the dissertation was an extended inyatstin of resumptive pronouns as resource
surplus. | presented the resource management theory aghpsism. It is based on the hypothe-
sis of Resource Sensitivity and the theoretical assumpliahresumptive pronouns are ordinary
pronouns. The logic behind the resource management theaiynple. If a resumptive pronoun
is an ordinary pronoun, then it constitutes a surplus seémasgource. If Resource Sensitivity is
to be maintained, then there must be an additional consufrtbie @ronominal resource present.
I introduced the concept ahanager resourceas consumers of pronominal resources. Since the
resources in question are what determine semantic congrositGlue Semantics, the theory treats
resumption as a problem of semantic composition.

Resumptive pronouns on the theory are just ordinary pramofithe language in question that
are licensed by manager resources. This means that they tthees not treat the termesumptive
pronounas a theoretical construct. Manager resources are speleifiedlly using Glue meaning
constructors. The difference between languages with atttbuti resumptive pronouns thus boils
down to a difference in their lexical inventories. Languaggth resumptive pronouns have manager
resources as part of their complementizer system, whilguiages that do not have grammaticized
resumptive pronouns lack manager resources. This uphotf3lddkey’s (2002) conjecture that
grammaticized resumption is purely a matter of lexical imoees.

In chapter 4 | presented a detailed descriptive overviewesfimptive pronouns based on the
following seven characteristics:

A. Resumptive pronouns occur in unbounded dependencies.
B. Resumptive pronouns are interpreted as bound pronouns.
C. Resumptive pronouns are the ordinary pronouns of thekgm

D. Resumptive pronouns and gaps have distinct syntactichdisons.
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E. Resumptive pronouns display restrictions on their pritation which gaps do not and which
correlate with restrictions on the interpretation of nesumptive pronouns.

F. Resumptive pronouns do not display certain key charatiter of gaps.
G. Resumptive pronouns resemble gaps in their interactiinogrtain grammatical phenomena.

I showed in chapter 5 that the resource management theoegwiptive pronouns explains the first
six of these characteristics and has several other theakdtiplications. The seventh, potentially
problematic property has to do with reconstruction, p#éiagaps, and across-the-board extraction
from coordinations. In chapter 7 | showed that the severdpegaty is also handled correctly by the
theory in a manner that lends support to recent theoriesrajie gaps and ATB. | also showed that
the original reconstruction facts were problematic and@néed new data that supports the resource
management theory and ordinary pronoun theories in general

The resource management theory was applied to detailegsasabf Irish in chapter 6 and of
Swedish and Hebrew in chapter 7. The analysis of Irish Iredlthe manager resources that license
resumptives in the lexical entry for the resumptive-sa@resitomplementizeaN. | gave a thorough
treatment of both filler-gap and binder-resumptive depeoi@s. The analysis was extended from
the core cases of Irish unbounded dependencies to the Hifficixed chains” that have been re-
cently discussed by McCloskey (2002). The complementiadéand the gap-sensitive complemen-
tizer aL were each argued to have a dependency-passing and a depegdaunding role. Each
complementizer performs its roles through one of the twdas independently proposed in LFG’s
Extended Coherence Condition for integrating undoundgekmigencies (Bresnan and Mchombo
1987).AL performs filler passing and grounding through functionaladity, whereasN performs
binder passing and grounding through anaphoric binding filler passing performed bglL ex-
plained its apparent successive-cyclic marking effeatissaweral facts about the distribution of gaps
and islands in Irish. The complementiza\ licenses a resumptive in its binder-grounding capacity,
but otherwise just passes a binder-resumptive dependgncihe mixed chains were explained as
an interplay between the complementizers in their passidgyeounding roles. Lastly, the resource
management theory of Irish resumptives was compared iil detoe recent Minimalist analysis
of McCloskey (2002). | showed that there were many pointsebtetical convergence, which is
significant given the quite different starting points of tia® theories. | argued that the resource
management theory is to be preferred because it handlesy8ermamposition correctly, whereas
McCloskey’s (2002) theory has serious problems with contipos
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Chapter 7 continued the empirical investigation with ases/of resumptive pronouns in Swedish
and Hebrew. Swedish resumptives have proven especidigulito assimilate to other kinds of re-
sumptives (McCloskey 1990). | presented new data on Swediidishowed how the theory brings
Swedish resumptives in line with Irish and Hebrew resungstiwvith the result that they do not
constitute a different class of resumptive. The theory tigkls a unified account of resumptive
pronouns in the three languages. It nevertheless leaves faostating differences between the
languages, too. In particular, | showed that the key diffeeebetween resumptive-licensing in the
three languages is whether the manager resource occully lticghe resumptive’s binder at the
top of the dependency (Irish, Hebrew) or locally to the regtive pronoun at the bottom of the
dependency (Swedish). Data from thiandssvenskdialect of Swedish was used in several of the
arguments in the chapter. | argued that this dialect casisusedoubt on the empirical adequacy
of Last Resort theories of resumption. | ended the chaptér avgeneral argument against special
pronoun theories of resumptives. The form of the argumesiniple. If resumptives are not or-
dinary pronouns, then they should not be interpreted likinary pronouns. But in fact they are
interpreted like ordinary pronouns, even in Swedish, wihiati previously been thought to provide
the best case for a special pronoun theory of resumptiorth&umnore, if resumptive pronouns are
underlyingly gaps in particular, then they should be inteted like gaps. However, they are not,
even in Swedish. | therefore concluded that it is untenabtedintain that resumptive pronouns are
underlying gaps or special pronouns. They are ordinaryqros.

The unification of Swedish resumptives with Irish and Hebreaumptives depended in part
upon separating, following Engdahl (1982), true gramnmedit Swedish resumptives from ap-
parent resumptives that are processing effects. Chapteovdpd a processing model for non-
grammaticized resumptive pronouns. The model has bothuptiath and parsing components. |
showed that the processing-resumptives in Swedish candoessfully explained as complexity-
resumptives in the parsing model. Complexity-resumptaresresumptive pronouns that occur due
to memory limitations for filler integration. These pronsureactivate an inactive filler and are
subsequently reanalyzed as gaps, although they are natyindly gaps in the grammar; they are
initially inserted as ordinary pronouns.

Along with complexity-resumptives, | also identified twdiet kinds of processing-resumptives:
island-resumptives, which occur inside islands, and E€H¥ewnptives, which occur ifhattrace po-
sitions. A large part of the parsing section concerned mergal interpretation and intrusive pro-
nouns in English. The theory treats intrusive pronouns ggsammatical; this has been confirmed
by recent experimental findings. However, parsing of sex@gigontaining intrusive pronouns leads
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to partial interpretation that can nevertheless be inféikma Whether the partial interpretation is
informative depends on properties of the intrusive’s birmteantecedent. If the intrusive pronoun
is bound by an operator, e.g. a quantifievar-word, the resulting partial interpretation is unin-
formative. By contrast, if the intrusive is bound by a typéinder, such as a name, indefinite, or
definite, partial interpretation is informative. This eaipls Sells’s (1984) observation that intrusive
pronouns cannot be operator-bound.

Chapter 8 also presented a production model for processsgnptives. It explains why
processing-resumptives occur in the first place, despitéaitt that they are judged as ill-formed by
speakers. | argued that processing-resumptives ariseifitr@mental production. The production
model is based on the notion of fragments in LFG (Bresnan:Z@981), which allow a definition of
locally well-formed structures. In producing locally wétirmed structures that are consistent with
the production plan, speakers have two options. The firghiojt to integrate the filler, resulting in
fully locally and globally well-formed structures. The sed option is to insert pronouns and other
nominals in positions where a filler ought to be integratethisTeads to local well-formedness,
though the overall result is global ill-formedness. Howegince production is incremental, such
productions can nevertheless be uttered. Even thoughdineiie general two methods for forming
well-formed local structures — filler integration or ingert of new lexical material — only the lex-
ical insertion method is available in island and ECRdttrace environments, since fillers cannot
be integrated in these positions due to separate constrdsiand- and ECP-resumptives are the
only options for locally well-formed structures in theseses then. Although the result is locally
well-formed, it is once again globally ill-formed due to theintegrated filler.

Part Il achieved a unification of resumptive pronouns armycaising under the resource man-
agement theory of resumption (chapter 9). | showed that litigadory pronouns in the comple-
ments of copy raising verbs are explained if the copy raisemp contributes a manager resource:
the manager resource requires a pronominal resource tarmengherefore there must be a pro-
noun in the complement. | showed that the resulting comiposit semantics derives the fact that
copy raising subjects cannot take narrow scope with regpeaxipy raising verbs, even though the
subjects of infinitival raising verbs can take narrow scoplee contribution of a manager resource
distinguishes copy raising verbs from superficially simgarceptual resemblance verbs that do not
require pronouns in their complements. These latter vebtharefore not true copy raising verbs.
Much of chapter 9 was devoted to explaining the similaritiesveen the two verb classes. | argued
that copy raising verbs and perceptual resemblance verlgstha same syntax, particularly with
respect to complementation. Both verb classes can tak&ptivd PP complements headed by the
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prepositiondike or as | argued that these prepositions can exceptionally raiseubject of their
finite complement. This explains patterns of expletive diogbthat occur with both copy raising
and perceptual resemblance verbs.

10.2 A brief discussion of previous approaches

I have discussed several previous approaches to resuntipéwsing and copy raising in the main
body of the thesis, particularly in section 6.6 of chapten@ section 9.2 of chapter 9. Here | want
to make some brief remarks about certain approaches thatel i@t mentioned explicitly. The
remarks will consist of identifying aspects of these apphes that have already been discussed at
length in the previous chapters.

There are a number of theories of resumption that can beakared as transformational syn-
tactic operator-binding theories; examples include Ms&éy (1979, 1990, 2002), Borer (1984),
Sells (1984), Demirdache (1991), Pesetsky (1998), and iBog&003). In chapter 6 | discussed
McCloskey (2002) in considerable detail. As McCloskey @200otes, the problem for this kind of
theory is ensuring proper semantic composition. In padicif the abstraction operation that the
operator intitiates applies in intermediate positiongntthe correct semantics is not derived. | ar-
gued in chapter 6 that even if the intermediate traces caamdidd somehow, the Irish mixed chain
cases constitute a challenge for the operator-bindingoagprwith respect to semantic composition.

There are specific exemplars of the transformational opelkanding theories that treat resump-
tion as involving movement. Recent examples are Peset888]land Boeckx (2003). Movement
analyses are challenged by the general island-insemgitiffresumptive pronouns, the lack of weak
crossover effects, and lack of scope reconstruction eff@teckx (2003) is an extended movement
treatment of resumptives that attempts to deal with th@dslasues. Boeckx (2003:151-157) also
makes some remarks about weak crossover and reconstruictinay be that these arguments can
be met by movement analyses. However, there is anotherrré@asssume that resumption is not
movement and that has to do with form-identity effects. Mart (2001) notes that movedh-
operators can have non-default case if the extractionssaiegap. This is explained on the standard
transformational assumption that Case is assigned in tbe jpasition of filler-gap dependencies
or by the standard assumption in declarative constraisedbéheories like HPSG and LFG that the
head of the filler-gap dependency simultaneously occupiesap and bottom of the dependency.
Merchant (2001:136) observes that the binder in a bindarngtive dependency by contrast can-
not be case-marked (the “Case and resumptive-binding tmpeganeralization”). If resumption is
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movement the lack of Case-marking is unexplained. Thisraeg is pursued in detail by Merchant
(2003).

A number of theories of resumptive pronouns invoke Last Resechanisms. Examples of
such approaches include Shlonsky (1992), Pesetsky (1888); and Benmamoun (1998), Aoun
et al. (2001) and Willis (2000). The Swedish dialect datassenéed in chapter 7 undermines the
empirical adequacy of these approaches. Inftlamdssvenskdialect of Swedish, there is rthat
trace filter, yet resumptive pronouns are also possibledrrélevant positions. This is completely
mysterious on a Last Resort account, which in general piethiat resumptive pronouns should
occur only where gaps are blocked. This compounds the diffitaced by such approaches with
Hebrew, where both resumptives and gaps occur in directopgsition. The Hebrew data lead
Shlonsky (1992) to propose ambiguity in the Hebrew compldiner system. This account could
be extended to the Swedish facts, too, but it is not indepghdenotivated. Similarly, in Irish
both gaps and resumptive pronouns are also permitted intditgect positions and in embedded
subject positions. Once again, an ambiguous licenser dmiloroposed. However, if the cost of
maintaining Last Resort is the postulation of lexical amiliigin language after language, then |
submit that the cost is too great. Matters would be differketitere were good theoretical reasons
to assume Last Resort, but the principle in fact suffersossrtheoretical drawbacks as well. In
particular, it is a transderivational principle and has pheblems of all such principles (Jacobson
1998, Johnson and Lappin 1997, 1999, Potts 2001, 2002lyrRahd Scholz 2001). There thus
seems to be very little empirical or theoretical motivationLast Resort theories of resumption.

There are also a number of prior non-transformational amres to resumptive pronouns, in-
cluding the GPSG accounts of Maling and Zaenen (1982) anld 8£84), the HPSG account
of Vaillette (2001, 2002), the Dynamic Syntax accounts ofrigson et al. (2001) and Cann et al.
(2003), and the alternative LFG accounts of Zaenen (1988Jratk (2002). Except for the Dynamic
Syntax work and the GPSG account by Sells (1984), these agpes do not address the issue of
semantic composition. | have to confess that | do not unaledsthe Dynamic Syntax approach to
resumption very well yet. However, given my current levelioflerstanding there are a couple of
points of concern. First, Cann et al. (2003) identify onesfinle locus of variation for resumption as
differences in the tree construction operatddarge This is a non-lexical point of variation, so the
approach would seem to give up the lexical conjecture ttsaimgtive-licensing is a matter of vari-
ation across lexical inventories. Another point of condsrthat the construction mechanism itself
should be a strong candidate for a universal aspect of lgyegi&le would then not expect it to vary.
Second, Cann et al. (2003) identify another possible lo€wsmation as the relativizing element.
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This would seem to be too narrow a locus, since it excludesr adsumptive environments, notably
wh-questions. The final locus of variation is the pronoun ftsggrtain pronouns do not make full
semantic contributions. This may be appropriate for soreemgtive pronouns, but it cannot form
a general explanation for the reasons outlined in sectiBrobchapter 5. It thus seems that there
is no locus of variation for resumptive-licensing in the Rymc Syntax account that is sufficiently
general and also lexical.

The HPSG account of Vaillette (2001, 2002) runs afoul of sahthe objections raised for
movement-based analyses. Vaillette (2001, 2002) esBergeneralizes the filler-gap mechanism
of HPSG to cover resumptive pronouns. This fails to explamasymmetries between filler-gap de-
pendencies and binder-resumptive dependencies, altha@iligtte addresses some of these points.
A second drawback of Vaillette’s approach is shared by th& BEcount of Falk (2002). Both of
these approaches treat resumptive pronouns as somehewnediffrom ordinary pronouns. They
are therefore special pronoun theories of resumption. Qlhelfa’s approach, resumptive pro-
nouns have a featuresumpthat stores their index and spreads equivalently testhresH feature
of a gap. Presumably, non-resumptive pronouns lack thereaesuMP or else have an empty
RESUMP. On Falk’s approach, pronouns can either provideRab ‘pro’ to their f-structure or else
provide an equation that is appropriate for resumption.sé&happroaches suffer the drawbacks of
special pronoun approaches. First, they cannot explainthdyesumptive pronouns in question
have the same morphological exponence as non-resumptiveyms. Second, they cannot explain
why resumptives are interpreted exactly like ordinary prors. Falk (2002) is aware of the issue
of ordinary pronoun interpretation and his resumptive ptors share the interpretation of ordi-
nary pronouns. However, because of the underlying lexidB@rdnce between resumptives and
non-resumptives, the similarity is arguably only coincité.

The recent transformational account of Boeckx (2003) i3 alspecial pronoun theory, although
this may not be immediately apparent. On this theory, pros@re always the morphological real-
ization of a I with a null complement. However, resumptive pronouns aansed by movement
of their complement, which is their antecedent, whereaslaegronouns have a null complement
in the sense of an absent complement. The complement to mpé&se pronoun is therefore a
trace or copy of the antecedent, whereas the complementetgusar pronoun is just nothing. Itis
clear that the sense in which pronouns always have a null leongmt is therefore only valid at PF.
At Logical Form there should be a difference between resiwpironoun complements and reg-
ular pronoun complements. While Boeckx’s theoretical agsions possibly derive the equivalent
PF / morphological exponence of resumptive and non-resuenptonouns, the account does not
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predict why the two kinds of pronouns are also interpretadvadently.

10.3 Directions for future work

A direction for future work that immediately suggests itgslto investigate more languages in
terms of the resource management theory of resumption. deraising analysis could be tested
for a start against data from the languages mentioned ineh@pGreek (Joseph 1976, Perimutter
and Soames 1979), Farsi (Ghomeshi 2001), Samoan (Chung, 39 &ew (Lappin 1984), Irish
(McCloskey and Sells 1988), Haitian Creole (Déprez 198f)o (Ura 1998), and Turkish (Moore
1998). The anlysis of resumptive pronouns should also endetd to data beyond Irish, Swedish
and Hebrew. Many African languages have resumptive systeatsseem to behave quite differ-
ently from the ones investigated here. The resumptive pnoranalysis should be tested against
data from these languages, which include Igbo (Goldsmi8118ells 1984), Swahili (Keach 1980,
Sells 1984) , Vata (Koopman 1982, 1983), Yoruba (CarsteB3,18onaiya 1989, Cable 2003), and
Edo (Beermann et al. 2002). Data from Vata and Yoruba seerm éspecially challenging because
resumptive pronouns in these languages do not seem to aateliseak crossover and island ex-
tractions in the ways that an ordinary pronoun theory wouddijzct (Koopman and Sportiche 1982,
1986, Cable 2003). However, it should be borne in mind thagdish was initially believed to
undermine ordinary pronoun theories of resumption, too.

Vata is also interesting because of its predicate clefttcoctson, in which a focused verb is
repeated in its base form (Koopman 1983):

(10.2) le a le shka
eatwe eatrice
We are really EATING ricer
We are EATING rice
(Koopman 1983:38, (50a))

The focused, initial verlte is unmarked for tone (hence bearing mid tone). It occurs iara fborm
without tense particles and cannot be accompanied by coneplis of the verb. It can, however, be
inherently marked for aspect, as in the example above (Kaoph®83:38). Koopman (1983) treats
the focused Vata verbs as the verbal equivalent of resueptimouns (“resumptive verbs”).

A similar focus construction, which Cho and Kim (2003) chk t'Echoed Verb Construction”,
occurs in Korean (Cho and Kim 2003, Cho et al. 2003):
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(10.3)  John-i  sakwa-lul[mek-ki-nun mek-ess-cimanJamwu-eykey-tokwen-ha-ci
JohnNOM appleAcc eatkl-CT  eatPAST-but, anyone-to-even recommend-d@OMP
anh-ass-ta
NEG-PASTDECL
John ate the apples, but he didn’'t recommend them to anyone.

(Cho et al. 2003:(1a))

There are clear similarities to the Vata example. Cho and Ki603) note that the focused verb
(mek-ki-nunin this example) is not fully inflected, but is otherwise itleal to the main verb it
duplicates. In both cases, the focused verb is a morphalbgicnpoverished copy of the main
verb.

If the focused verb provides another instance of the maib’veneaning constructor for se-
mantic composition, then this will be a case of both resodefeit, since there will not be enough
argument resources for both the focus verb and the main andba case of resource surplus, since
the focused verb’s resource is potentially not requiredHerbasic compositional semantics of the
sentence. However, an alternative analysis suggestsiitsghich the focused verb is a semanti-
cally bleached “dummy” verb on a par with English do-supmfot The lack of full morphology
on the fronted verb indicates that it is not a full copy of thaimverb, which makes a dummy verb
analysis initially plausible.

The Vata construction lends further support to this sortralysis. Koopman (1983:158) ob-
serves that the basic generalization concerning whichsverbata can be clefted is that "any verb
with a base form may occur in the predicate cleft construétitn particular, verbs that lack a base
form cannot be predicate-clefted. By “base form”, Koopmagans that the root of the clefted verb
can be the input to morphological processes. Furthermsrapted above, the clefted verb bears
the segmental form of the cleft target, but does not beaoiialtspecification, taking only mid tone.
In (10.2) the main verb happens to bear mid tone. The follgvarample makes the observation
clearer, since the main verb bears falling tone:

(10.4) T O i saka
eats/heaterice
S/he ATE rice
(Koopman 1983:38, (50a))

This example also illustrates the lack of tense on the fatueeb. The morphological conditions on
the Vata predicate cleft verb strongly indicate that foliorabf the predicate-clefted verb is a lexical
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process, rather than a kind of syntactic copying. A lexigakcpss is also plausible for the similar

Korean construction. If we assume that the morphologicatess does not copy the semantics
of the verb, i.e. its meaning constructor, then a dummy vediysis based on sharing of partial

information could be tenable.

The Vata and Korean phenomena bring up a number of importantsp First, given the pos-
sibility of a dummy verb analysis, the constructions shoat $uperficial similarity to resumptive
pronouns is not sufficient to warrant a literal resumptioalgsis. Second, the cases exemplify
the kind of investigation that needs to be carried out tottesthypothesis of Resource Sensitivity:
the hypothesis is tested by cases of apparent resourcet defieisource surplus. Third, the con-
structions show that it is important to be careful in invgsting the hypothesis: it must be clearly
demonstrable that the phenomenon involves extra or misssmurces. In the kind of resumption
examined in the body of this thesis, this followed from thendastration that resumptive pronouns
are ordinary pronouns and the necessity for semantic catiggosf removing resumptive pronouns
and copy raising pronouns at the proof level.

There are other examples that seem to involve similar uspsabuns where the pronouns are
arguably not surplus for semantic composition. For examgmeasidersuch thatrelatives. These
have an apparently saturated complement that often cgnéapronoun that may seem like a re-
sumptive:

(10.5) Every polygon such that it has exactly three sidedrigagle.
However, is is not necessary foisach thatelative to contain a pronoun (Pullum 1985:292, (1e)):

(10.6)  The old crone had a manner such that even the childhensaw her pass in the street
would shudder and turn away.

In this sentence there is no anaphoric element in the relatause that connects it to the relative
heada manner

Another example that initially seems like a case of pron@hiasource surplus is the case of
marked topic{Huddleston and Pullum 2002:1409):

(10.7)  As for caviar, | don't like it.

Once again though, the pronoun is not obligatory and theed net be any anaphoric connection
between the marked topic and the main clause:

(10.8)  As for Best Picture, | can't stay up that late.
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Neither marked topics nasuch thatrelatives are a real case of resource surplus. The resources
contributed in these constructions are proper to the ctatlsy occur in. This does not mean that
the connection between the clauses is not a challenge fargentomposition — it clearly is.

A construction that is related to marked topics is left dislion (Ross 1967). In left dislocation
an anaphoric link between the dislocated nominal and the clause seems to be obligatory:

(10.9)  The Academy, it doesn’t reward understated perfooes often.
(10.10) *The Academy, Sean Penn pleased many voters dédpitead behaviour”.

However, the anaphoric element in the main clause is not acdbpwonoun. AlthoughiNot many
members of the Academgan be a variable binder, as in (10.11), it cannot be lefodakd and
bind a pronouns, as in (10.12).

(10.11) Not many members of the Academy said they vote&&mbiscuit
(10.12) *Not many members of the Academy, they votedSeabiscuit

Resumptive pronouns are always bound pronouns. Therdferanaphoric element in left disloca-
tion is not a resumptive pronoun.

Furthermore, the anaphoric element need not be a convahaoaphor at all. For example, it
can be a relational noun:

(10.13) The Smiths, neighbours never invite to parties.

The implicit argument of the relational noun is sufficientetstablish the link between the main
clause and the left-dislocated nominal. However, | havevshelsewhere (Asudeh 2003a) that
relational nouns cannot function resumptively, even thotingir implicit arguments can be bound,
asin (10.14):

(10.14) Most suburbanites know a neighbour.

Despite their ability to function as bound anaphors, refel nouns cannot function resumptively,
as shown by the following Swedish data:

(10.15) Varjeforortsbo somMariavet att hanarresteradefrsvann.
every suburbanitéhat Maria knewthathe arrestrAss vanished
Every suburbanite who Maria knew that he was arrested vaaish
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(10.16) * Varjeforortsbo somMariavet att engranne arresteradefrsvann.
every suburbanitehat Maria knewthata neighbourarrestrAss vanished
Every suburbanite who Maria knew that a neighbour was aegstanished.

There are therefore at least two compelling reasons toveeliet the pronoun in left dislocations
like (10.9) is not a resumptive pronoun. First, it is not atpronoun. Second, the linking element
can be a relational noun and these cannot be resumptivatedaaping bound readings. It seems
that in left dislocation the resource contributed by thenptm or other linking element is consumed
in the clause it occurs in and does not constitute a surpiairee.

In sum, verb-doubling focus constructions of the kind foim¥ata and Koreansuch thatrel-
ative clauses, marked topics, and left dislocations arthalkinds of candidate phenomena against
which Resource Sensitivity needs to be tested. Howeverlfdhese cases preliminary investi-
gation reveals that there may in fact not be any resourceuatiog problem. These are all good
candidates for further work, though.

Other directions for future work come from the analyses psagl in the main chapters of the
thesis. The analysis of Irish identified two roles for the ptementizers involved in unbounded
dependencies. One was grounding of the unbounded dependbacther was passing of the
unbounded dependency. The filler-gap complementizeperforms filler passing and grounding
via functional equality, whereas the complementiaf performs resumptive-binder passing and
grounding via anaphoric binding. This yields the classifozaof unbounded dependencies shown
in Table 10.1.

| Passing| Grounding |

Filler-gap dependency Irish aL aL
Binder-resumptive dependency| Irish aN aN

Table 10.1: A typology of unbounded dependencies

This classification was essentially motivated by the susigesyclic effects observed faL
and by the analyses of mixed chains. It would be interestrgge whether the classification can be
understood as a general typology of unbounded dependeamuibshether such a typology yields
new perspectives on other languages. First, more langusgg to be investigated to see if the
passing and grounding roles are fulfilled by complemergizarif other elements can serve the
roles of the Irish complementizers. Second, the generaldgy needs to be investigated to check
if passing and grounding effects hold for unbounded depands in other languages. For example,
neither Swedish nor Hebrew was analyzed as having a passirgity. However, neither language
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was investigated in these terms. The passing rol.afeems to have correlates in many languages
— those that show some kind of successive-cyclic markinginéetion paths (for recent overviews
and references, see Bouma et al. 2001 and McCloskey 2002).

In section 6.6 of chapter 6 | discussed how the passing rodd qfotentially explains several
facts about the distribution of gaps in Irish. For examplpredicted the impossibility of extraction
from prepositional object position without the appeal tcaamiliary notion of proper government
(whereby Irish prepositions are not proper governors).tédahat the extraction path specified in
the lexical entries for botlaL andaN might have to be further restricted by off-path constraimts
concluded that a direction for future work is to examine ttatrithution of Irish carefully in light of
the analysis oL given here.

Another area of future work on Irish concerns mixed chairtge @nalysis was shown to predict
the following extended mixed chain patterns:

(10.17) aN ... go... go... aL ... _ Pattern 1
(10.18) aN ... aL ... aL ... _ Pattern 1
(10.19) aL ... aN ... go ... go ... Rpro Pattern 2
(10.20) aL ... aL ... aN ... Rpro Pattern 2
(10.21) aN ... aN ... go... go ... Rpro Pattern 3
(10.22) aN ... go... go... aN ... Rpro Pattern 3

Various combinations of these patterns and other patteenalso predicted. FirsgL is predicted

to repeat successive-cyclically if its lexical conditioos passing can be satisfied. Second, the
lowermostaN is predicted to allow an unlimited number of following neltgo complementizers.
However, all of these predictions are hard to test, becalrsednahains strain the limits of speakers’
grammatical competence (McCloskey 1990:195). Neversielgerhaps future work can reveal new
ways to test longer mixed chains.

The chapter on Swedish and Hebrew presented new data onsBwesthk crossover and recon-
struction and their interactions with resumptive pronouRsat investigation needs to be strength-
ened by looking at more data for both phenomena. | also predéhe sketch of a proof-theoretic
treatment of parasitic gaps. | hope to build on this sketatetelop a fuller theory of parasitic gaps.

The analysis of resumptive pronouns in general appealeditalang-theoretic Highest Subject
Restriction (McCloskey 1990). The HSR was argued to apphjust to Irish and Hebrew, as has



10.3. DIRECTIONS FOR FUTURE WORK 409

previously been shown (Borer 1984, McCloskey 1990, Shipd8i©2), but also to Swedish. To my

knowledge, although various proposals have been made fotdoapture the effects of the HSR

(for example, the one made here and the one made by McCloSké&y,Ino proposal has been made
that explains why the HSR should hold. It cannot be a uniVebggause it does not seem to hold
in Vata (Koopman 1982, 1983) or in Yoruba (Cable 2003). Caaupae study of languages that do

obey the HSR and languages that do not will hopefully revealanation for what is otherwise

essentially a stipulation.

The chapter on English copy raising analyzed several aspéthe syntax and semantics of
copy raising and perceptual resemblance verbs. A lot ohéurtvork needs to be done in both
these areas. For example, | noted that the resemblanc@®melbat | gave as the denotation of
like needs to be embedded in a theory with situations or eventgeneral, it is no small task to
specify adequate truth-conditional semantics lfbe andas The general syntax and semantics
of the wordlike is a topic that is worth pursuing in its own righkike can take both clausal and
nominal complements and the phrases it heads can be eigfuenants and adjuncts. It will be quite
challenging to attempt a unified explanation of this behawio

The semantics of perceptual resemblance verbs is alsestitgg in its own right. In chapter 9
| essentially treated them like control verbs. While thissga the fact that their subject argument
is thematic, it does not do justice to the full range of intetgtions. In particular, there is an in-
triguing ambiguity revealed in the same class of perceptabs when they have simple predicative
complements. Consider the following sentence:

(10.23) Pelle smells bad.

The overwhelmingly favoured interpretation of this senters that Pelle’s odour is bad. However,
it also has an additional reading that is swamped by the “duwaitius reading”. The other reading is
that according to the perceiver's sense of smell, Pelleds(ba., malicious, evil). If the perceiver

is a human being, this reading seems unlikely, since we arargeneral capable of determining
whether someone is good or bad according to their scent.f Bwa perceiver is a dog for example,
the reading becomes more acceptable:

(10.24) That stranger smelled bad to the dog.

This sentence can mean either that the dog found the stramgjedourous or that the dog thought
that the stranger was a nasty customer. On one reading, thenignt simply wrinkle up his nose,
on the other he would probably growl, etc. Similar ambigstarise for the other perception verbs.
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The two possible readings for (10.23) are further disamdtigg if we use a predicative com-
plement that can only readily be ascribed to sentient bemgsh asevil. Consider the following
alternative to (10.23):

(10.25) Pelle smells evil (to the dog).

Since it is strange to conceive of an odour as evil, this seet®nly has the reading in which the
predicate is ascribed to the subject, rather than to thestdsmell.

The two kinds of readings that are available for (10.23) aréhér distinguished by the following
paraphrases:

(10.26) Pelle’s smell is bad.
(10.27) Pelle smells like he is bad.

The first sentence can only mean that Pelle’s smell is maloggy since smells cannot be bad in the
sense of maliciousness. The second sentence can only naddPetle himself is bad according to
smell. The smell itself may not be particularly unpleas&@uppose that we have reason to believe
that cats (Pelle is a cat) that smell like roses are malicjpes bad). TherPelle smells badih the
sense represented by this paraphrase would not entailithadibur is bad.

The two readings of the perception verb can be representbdive same compaositional seman-
tics if a semantic head-switching analysis is adopted fer ading. The following two meaning
constructors could for example represent the two readiagshke verbsmell, with the resource
labels from example (10.23):

(10.28) AzAP.smell;(z, P(x)):p—o(p—ob)—os
(10.29) AzAP.P(smellp(z)) : p—o(p—ob)—os

The ambiguity is entirely in the meaning language. In (1p.28e¢ll; is both the syntactic and
semantic head of the sentence and ig&(e, t), t)) function. In (10.29)smell, is the syntactic
head but its predicative complement (efgggd) is the semantic headsmell, in (10.29) denotes a
type (e, e) function from individuals to their smells which applies tetsubject.

The two alternative readings of (10.23) would be represtate

(10.30) smell; (pelle, bad(pelle)) : s

(10.31) bad(smells (pelle)) : s
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The first meaning is appropriate as the denotatiorPfelle smells badh the sense oPelle smells
like he is bad The second is appropriate fBelle smells badh the sense oPelle’s smell is bad
At this point the head-switching analysis is just a sketalrttier work needs to be done.

Two other avenues for future work were identified in chapteimfe first concerned the per-
ceptual / epistemic distinction betwesaenwith an infinitival complement andeenwith a pred-
icative complement (Matushansky 2002). | proposed thapéneeptual semantics for copy raising
and perceptual resemblance verbs wike-complements had to do with the resemblace relation
that is part of the proposed semantics for the preposifi@anor as In order for the resemblance
relationship to be stated felicitously, it must be perceigal noted, however, that this explanation
does not obviously extend to predicative complements tteahat headed by these prepositions.
Nevertheless, future work might reveal a general solutf@t tnaintains the intuition behind the
proposal.

Another avenue for future work identified in the chapter @ned expletives. | noted that dou-
ble thereexpletives like the following are potentially problemdliic both LFG’s Subject Condition
and for the EPP in the Minimalist Program:

(10.32) There seems like there’s a party in the quad tonight.

The problem for LFG concerned ensuring c-structural ratibn of the shared expletive. The prob-
lem for Minimalism concerned establishing a link betweea tipper and lower instances of the
expletive that explains why an upp#étereis not possible without a lowehere Future work on
this phenomenon might be an opportunity for theoreticattssis or at least further bridging be-
tween LFG and Minimalism.

Lastly, after | presented the processing model for reswapti summarized several predictions
of the processing model together with the resource manageimeory of resumption. | tried to be
explicit and precise in the predictions. The predictions lvapefully therefore serve as the basis for
substantial further work, especially experimental woikt tiests the processing model empirically.
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Appendix A

Glue using Multiplicative Modality-free
Intuitionistic Linear Logic ( MILL )

In this appendix, | define the Glue logic in terms of the inthcafragment of linear logic. In the
first section | define the meaning language, the fragmentnefli logic, and the Glue logic that
puts them together. The presentation follows Dalrympld.€1899b,a) and especially Crouch and
van Genabith (2000). In the second section | present Prayite natural deduction proof rules for
the multiplicative (2 ), modality-free (nd or ? modalities) fragment of intuitionistic linear logic
(mILL), following presentations by Crouch and van Genabith (20B8nton et al. (1993), Troelstra
(1992), Girard (1995), and Dalrymple et al. (1999a). In thiedt section | give the Curry-Howard
term assignments for the meaning language, following tesemtations of Glue meaning language
term assignments by Dalrymple et al. (1999a) and Crouch andGenabith (2000) and general
presentations of Curry-Howard term assignments by Abrgni$893), Benton et al. (1993), and
Gallier (1995).

415



416

A.1 The Glue logic

(meaning

(type)

(glue)

(meaning-const
(meaning-vay
(meaning({meaning)

(meaning x (meaning
(type) — (type)

(type) @ (type)
V(t-var);.(type)

= (meaning:(type

A.2 Proof rules for miLL

A(meaning-vay.(meaning

(e-termy | (t-term) (t-var)

APPENDIXA. GLUE USINGMILL

(constants)
(variables)
(application)
(abstraction)
(product)

(atomic types)

(linear implication)
(multiplicative conjunction)
(universal quantification
over terms fromtype))

Elimination Introduction
: [A]!
Implication (—) | A A—oB :
B A—oB o
[A]' [B)? :
Conjunction (®) Ao B o A B .
C Xe,1,2 A® B
Universal /) ved Aly/z]
Ale/x] VA
c free forz y free forz, y not free inA
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A.3 Meaning language term assignments fomiLL

Elimination Introduction
] [z : A
Implication () | a: 4  f:A—B :
—— 5B
fla): Nef:A—B
[z: A" [y : BJ?
Conjunction (®) 0 A®B f L a:A b:B
Re,1, ;
letabezr x yinf:C oL axb:A®B
Universal /) t:Va.A t: Aly/a]
— Ve —¥
t: Ale/x] t:Vz.A
c free forz y free forz, y not free inA






Appendix B

A fragment of Irish

Notes

[1] Recall that c-structure nodes / c-structure rule elementstional (see chapter 2, section 2.1.2).

[2] The functional equality)( PRED FN = pro in (B.6) uses the decomposition ®RED proposed
by Kaplan and Maxwell (1996) to specify that the rule elemerguestion must be a pronoun (see
Kaplan and Maxwell 1996:89). The rule is used to generata-pgripheral pronouns (Chung and

McCloskey 1987; see chapter 6, section 6.1).

B.1 C-structure rules

(81 CP— P

T=1
(B.2) CP— { XP | €
(1 FOocu9 =| (1 TOPIC PRED = ‘pro’
(ADJ € 1)
REL,

(B.3) I |0 S

r=1 T=1
(B.4) S — DP XP

(Tsus) =1 T=1

419
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(B.5) VP — DP VP
(ToB)=]| T=1
((oBJT) FINITE) =, —
(B8.6) V — VO DP CP DP
P=1 (1oB)=| (1 comp) = (10BY) =1
(T FINITE) = — (1 PRED FN) = pro
B7 D — D NP
(T sPEQ =] T=1
(B8 NP -— NP CP*
T=1 1l € (1T ADJUNCT)
B.2 Lexicon
(B.9) an (‘the’): DO (1 PRED) = ‘the’
ARMS .the(z, R(x), S(x)) :
[((sPEC 1), VAR) —o ((SPEC 1), RESTR)] —o
VX.[((SPECT)y, —0 X) —o X]
(B.10)  na (‘the): DO (1 PRED) = ‘the’
ARMAS.the(z, R(z), S(x)) :
[((SPEC T), VAR) — ((SPEC 1), RESTR)] —o
VX.[((SPECT)y — X) —o X]
(B.11)  rud (‘thing’): DO (1 PRED) = ‘something’
ARMAS .some(z, R(z), S(z)) :
(1o VAR) — (15 RESTR)] —o VX.[(l, — X) — X]
thing : (1o VAR) — (1, RESTR)
(B.12)  cén (‘which’): DO (1 PRED) = ‘which’

APPENDIX B. A FRAGMENT OF IRISH

ARAS.Qu(z, R(z), S(z)):
[((SPEC 1), VAR) — ((SPEC 7).
vX.[((sPECT); — X) —o X]

( RESTR)| —o
X)—o
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(B.13) me(l): DO (1 PRED) = ‘pro’
(T PERg =1
(T NuUM) = sg
s: 1o

(B.14) & (‘him): DY (1 PRED) = ‘pro’
(1 PER9 =3
(T NUM) = sg

(T GEND) = masc

Az.z X z: (1, ANTECEDENT) — ((T, ANT) ® 1)

(B.15)  siad (‘they’) DO (1 PRED) = ‘pro’
(T PER9 =3
(T Num) = pl

Az.z X z : (], ANTECEDENT) — ((1, ANT) ® 1,)

(B.16)  Aturnae an Sit (‘Attorney General’) DO (T PRED) = ‘attorney-general’
a-g: 1o
(B.17)  an aimsir (‘the time’) DP (T PRED) = ‘time’
the-time : T,
(B.18) ant-airgead (‘the money!) DP (T PRED) = ‘money’

the-money : T4

(B.19)  t-Urscéal (‘novel’): NO (1 PRED) = ‘novel’

novel : (1, VAR) — (T, RESTR)

(B.20) fir (‘men’): NO (1 PRED) = ‘man’
(T Num) = pl

man* : (1, VAR) —o (]s RESTR)
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(B.21)

(B.22)

(B.23)

(B.24)

(B.25)

(B.26)

(B.27)

(B.28)

bhean (‘woman?®)  N°

0

pd

mic leinn (‘students?)

scribhneoir (‘writer’): NO

coinne (‘expectation’)  N°

mheas (‘thought?) 19

APPENDIX B. A FRAGMENT OF IRISH

(T PRED) = ‘woman’
(T NUM) =sg

woman : (1o VAR) — (1, RESTR)

(T PRED) = ‘student’
(T NUM) = pl

student® : (1, VAR) —o (], RESTR)

(T PRED) = ‘writer’

writer : (1, VAR) —o (1s RESTR)

(T PRED) = ‘expectation’
(T SUBJ PCASH = OBLsource

expectation :
(1 suBJOBJ, — (] COMP), —o 1,

(T PRED) = ‘think’
(T FINITE) =+

think : (1 SUBJ), —o (T COMP); —o 15

sHl (‘thought'): 10 (1 PRED) = ‘think’
(T FINITE) = +

think : (1 SUBJ)y —o (T COMP), —o 1o

mholann (‘praise”) 10

thuig (‘'understood’)  °

(T PRED) = ‘praise’
(T FINITE) =+

praise : (T SUBJ), —o (] OBJ), — s

(T PRED) = ‘understand’
(T FINITE) = +

understand : (T SUBJ), —o (] OBJ), —o s
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(B.29)  bhfaighinn (‘get’) 0 (1 PRED) = ‘get’
(T FINITE) = +
(T mooD) = irrealis
(T OBL PCASE) = OBLgource

get-from :
(T suUBJ), — (] OBJ)y — (T OBL OBJ), —© |

(B.30)  choimhionfadh (‘confirm’) 1 (T PRED) = ‘confirm’

(T FINITE) = +
(T MmooD) = irrealis

confirm : (T SUBJ), —o (] OBJ), —o s

(B.31) raibh (‘was’): 10 (T FINITE) = +
(T TENSE) = past
(T suBJ PER$ =3
(T suBJ NUM) = sg

( (1 suBJd = (] XCOMP SUB) )

be : (] XCOMP), —o 1,

(B.32)  rabh (‘were’): 0 (T FINITE) = +
(T TENSE) = past
(T suBJ PER$ =3
(T suBJ NUM) = pl

( (1 suBJ = (] XCOMP SUB) )

be : (] XCOMP), —o 1,

(B.33)  ag il (‘hope’): Vo (1 PRED) = ‘hope’
(T FINITE) = —
(T ASPECT) = progressive

hope : (T SuBJ), — (1 COMP), —o 1,

(B.34) dileas (‘loyal): A0 (1 PRED) = ‘loyal’

loyal-to : (1 SUBJ)y —o (T OBL), — 1,
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(B.35)

(B.36)

(B.37)

(B.38)

(B.39)

(B.40)

APPENDIX B. A FRAGMENT OF IRISH

do’'n Ri (‘to-the King’): PP ( PRED) = ‘king’
the-king : 1,
agam (‘at me") PO (T PCASE = OBLgource

(T oBJ PRED = ‘pro’
(T oBJPERS =1
(T oBJ NUM) = sg

s: (1 oBJ),

uaithi (‘from her’): PO (T PCASE = OBLgource
(T oBJ PRED = ‘pro’
(T oBJPERg =1
(T oBJI NUM) = sg
(T oBJ GEND) = fem

Az.Z2 X 2

((T oBJ), ANT) — (((7 OBJ), ANT) ® (T OBJ),)

REL,: APAQMz.Q(z) N P(x) :
[(T TOPIC), —o 15] —
[[((ADJ € 1), VAR) — ((ADJE€ 1), RESTR)| —o
[((ADJ € 1), VAR) —o ((ADJ € 1), RESTR)]]

aL: C { (1 ubF) = (1 comP uDA | (T UDF)=(] GF)}

aN. C
{ (T UDF), = ((T GF" UDF), ANTECEDENT)

AP.P: ((1 GFt UDF)y —o1y) —o ((1 UDF), —01,)]

(1 uDF), = ((T GF"), ANTECEDENT)
APAy.y

[(T UDF), —o ((T UDF)s ® (T GF+)0)] —o ((T UDF); —o (T UDF),)

AP.P: ((1 GFt)y —15) — ((1 UDF); —o 15)
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B.3 Examples

Relative clause filler-gap dependency (see pages 188-190)
(B.41)

ant-UrscéalalL mheasméal thuig mé
thenovel al thoughtl alL understood
the novel that | thought | understood

(McCloskey 1979:17, (42c))

/\

(B.42) DP
/\
(TsPEQ = T=1
D NP
\
an T=1 1 €(1 ADJ)
the NP CP
|
t-Grscéal T=1
novel IP
/\
T=1 T=1
0 S
/\ /\
T=1 =1 (TsuB) =]
C 10 NP
\ | \
aL mheas mé (T comp) = |
thought I
/\
T=1 T=
0 S
/\ ‘
T=1 T=1 (TsuB)=|
C 10 NP
| | \
aL thuig mé

understood

425
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(B.43) [PRED ‘novel
'PRED ‘the’
SPEC
DEF +
[PRED  ‘think’ 1
TOPIC Pp/PRED ‘pro’ N
PRED ‘pro’
SUBJ il|PERS 1
N NUM  sg
[PRED  ‘understand’
ADJ  qt TOPIC
PRED ‘pro’
COMP U|SUBJ i2|PERS 1
NUM sg
OBJ
| TENSE past ]
TENSE past
L \ - =74
(B.44) 1. ARMS.the(z, R(z), S(z)) : Lex. an (‘the’)
(v—or)—oVX.[(n—X)—o X]
2. novel :v—or Lex. t-Grscéal (‘novel’)
3. think : il —ou—ot Lex. mheas (‘thought’)
4. s:il Lex.mé (‘)
5. wunderstand : i2 —op—ou Lex. thuig (‘understood’)
6. s:i2 Lex.mé (‘)
7. APAXQXz.Q(z) A P(z) : REL,

(p—t) —[(v—or)—e(v—or)



(B.45) s understand :
12 12 —op—ou
understand(s) : s think :
p—ou ly:p]* it il —ou—ot
understand(s,y) : think(s) :
U u-—ot
think (s, understand(s,y)) :
t
—o7,1
Ay.think(s, understand(s, y)) : APAQAz.Q(z) AN P(z) :
p—ot (p—t)—[(v—or)—o(v—or)
AQAz.Q(2) A think(s, understand(s, z)) : novel :
(v—or)—o(v—or) v—or

ARMS.the(z, R(x), S(x)) :
(v—or)—oVX.[(n—-oX)—X]

Az.novel(z) A think(s, understand(s, z)) :
v—or

AS.the(x, novel(x) A think(s, understand(s, z)), S(z)) :VX.[(n — X)— X]

SITdWVvX3 €9

YXAY
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Wh-question filler-gap dependency (see pages 190-192)

(B.46) Cén t-UrscéalaL mheasméal thuig mé
whichnovel  aL thoughtl aL understood
Which novel did | think I understood?
(McCloskey 1979:54,-(10))

(B.47) CcP
(1 Focug = | T=
DP IP
/\ /\
(T sPEQ =] T=1 1= T=1
D? NP 10 S
\ T T — T
cen % =1 1=1 (1 sus) = | =1
which novel C 10 DP VP
\ \ \
al mheas mAé (1 comp) = |
thought | cp
|
T=1
P
/\
1= =1
10 s
— T \
t=1 t=1 (1suB)=]
e 10 DP
\ | i 2
aL thuig me

understood |
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(B.48)

(B.49)

[PRED  ‘think’
PRED ‘novel’
FOCUS n o
SPEC |PRED WhICh]
PRED ‘pro’
SuBJ il|PERS 1
NUM  sg
[PRED  ‘understand’
FOCUS
PRED ‘pro’
COMP U|SUBJ i2|PERS 1
NUM sg
OBJ
| TENSE  past
TENSE past

1. A\S.Qu(z, novel(zx), S(x)) :
VX .[(n—o X) —o X]

2. think :il —ou-——ot

3. s:il

4. understand : i2 —on—ou
5. s5:142

Lex. Cén t-arscéal (‘which novel’)

Lex. mheas (‘thought’)
Lex.mé (‘)

Lex. thuig (‘understood”)
Lex.mé (')

429
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(B.50)

S understand :
12 12 —on—ou
understand(s) : s think :
n—ou [y:n)' i1 il ou—ot
understand(s,y) : think(s)
U u—ot

think (s, understand(s, y)) :

t
AS.Qu(z, novel(x), S(x)) : A\y.think (s, understand(s,y)) : T
VX.[(n— X)— X] n—ot o

Qu(z, novel(x), think(s, understand(s, z))) : t
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Binder-resumptive dependency (see pages 198-202)

(B.51) fir ar shil Aturnaean Staitgorabhsiaddileasdo’n Ri
menaN thoughtAttorneythe Statego werethey loyal to-theKing
men that the Attorney General thought were loyal to the King
(McCloskey 2002:190, (16))

(B.52) DP
\
T=1
NP
/\
T=1 L €(1 ADJ)
NP CP
\
fir 1 :‘l
men P
T=1 T=1
10 S
/\ /\
T=1 T=1 (TsuB)=| T=1
C 10 DP VP
| | |
ar shil — (1 comp) = |
Aturnae an Stait
thought Attorney General cP
T=1
IP
1= T=1
10 S
/\ T
T1=1 1=, (TsuB)=1| 1=
& 10 DP AP
\ \
go rabh siad dileas do'n Ri

were they loyal to the King
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(B.53) [PRED ‘man’ 1
NUM  pl
[PRED  ‘think’ 1
TENSE past
TOPIC a[PRED ‘pro’]———\\\
m SUBJ g[“Attorney General’] ] THL -
ADJ t PRED ‘loyal
PRED ‘pro’ TN
comp ||SUBJ P|PERS 3  |1MH~-0 - Ps» {ANT ag[ ]]
NUM  pl
OBL k| “to the King”
L \ - B =74
(B.54) 1. men:v—or Lex. fir ‘men’)
2. APXQMz.Q(z) AN P(x) : REL,
(a—t)—[(v—or)—(v—r)]
3. APAz.x: Lex. ar (aN)
[a— (a®p)]—(a—oa)]
4. AP.P:(p—t)—(a—ot) Lex. ar (aN)
5. think:g-—ol—ot Lex. shil (‘thought’)
6. a-g:g Lex. Aturnae an Stait (‘Att. Gen.")
7. Xz.zxz:a—(a—op) Lex. siad (‘they’)
8. loyal-to: k—op—ol Lex. dileas (‘loyal’)
9. the-king : k Lex.do’n Ri (‘to-the King’)



SITdWVvX3 €9

the-king : loyal-to :
(B.55) : :
k k—op—l a-g : think :
loyal-to(the-king) : p— 1 [z :p]* g g—ol—t
loyal-to(z, the-king) : 1 think(a-g) : 1 —t
think(a-g, loyal-to(z, the-king)) : t
. ) —o7,2
APAz.z : A2z X 2 Az.think(a-g, loyal-to(z, the-king)) : AP.P:
l[a—o(a®p)]—(a—a)] a—(a®p) | pot (p—ot)—o(a—ot)
. . —°I,
Az : (a—oa) ly : a Az.think(a-g, loyal-to(z, the-king)) : ]
y:a a—ot
think(a-g, loyal-to(y, the-king)) :
t
—o7,1
Ay.think(a-g, loyal-to(y, the-king)) : APAQAz.Q(z) A P(z) :
a—ot (a—t)—[(v—or)—(v—or)
AQAz.Q(z) A think(a-g, loyal-to(z, the-king)) : man® :
(v—or)—(v—07) v—or

Az.man*(z) A think(a-g, loyal-to(z, the-king)) : v—or

eey
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Pattern 1 (see pages 209-211)

(B.56) rud a raibhcoinne agama choimhlionfadh__ an aimsir
thingaN was expectatiorat-meal fulfill. COND __ thetime
something that | expected time would confirm
(McCloskey 2002:196;-(28))

(B.57) [PRED ‘something’
[PRED  ‘be’ o m == ]
‘ H] /// T T~
TOPIC pl[PRED pro} \\\G\\
SUBJ TT=—
- . - PZ {ANT pla[ H
PRED ‘expectation’ .
PCASE  OBlsource i
. PRED pro /
SUBJ i
S OBJ PERS 1 /
ADJ b NUM  sg y
XComp € [PRED  ‘confirm’ ]
TOPIC pZ{PRED ‘pro’}
COMP Clsygy t[“the time"} |
OBJ
MOOD irrealis
| TENSE  past |
(B.58) 1. ARMAS.some(z, R(z), S(x)): Lex. rud (‘thing’)
(v—or)—oVX.[(s—oX)—X]
2. thing:v—or Lex.rud (‘thing’)
3. APAQMy.Q(y) A P(y) : REL,
(pl —b)—[(v—r)—(v—r)]
4, AP.P:(p2—b)—o(pl —b)] Lex.a (‘aN’)
5. be:e—ob Lex. raibh (‘was’)
6. expectation :i—oc—oe Lex. coinne (‘expectation’)
7. s:1 Lex.agam (‘at-me’)
8. confirm:t—op2-—oc Lex. choimhlionfadh (‘confirm’)
9. the-time:t Lex.an aimsir (‘the time’)



the-time : confirm :
(B.59) ; top? o . ‘
expectation : E
confirm(the-time) : p2 —oc¢ [z :p2]' i—oc—e i
confirm(the-time, x) : ¢ expectation(s) : ¢ —oe
expectation(s, confirm(the-time, x)) : be :
e e—ob
be(ezxpectation(s, confirm(the-time, x))) :
b
—o7,1
Az.be(expectation (s, confirm(the-time, x))) : AP.P:
p2—b (p2 —b) —(pl —b)
Az.be(expectation(s, confirm(the-time, x))) : APAQAyY.Q(y) A P(y) :
pl—b (pl —b) —[(v—or)—(v—or)]
AQMy.Q(y) A be(expectation(s, confirm(the-time, y))) : thing :
(v—or)—0(v—071) v—or
ARMS.some(z, R(z), S(z)): Ay.thing(y) A be(expectation(s, confirm(the-time,y))) :
(v—r)—VX.[(s—X)—oX] v—or

AS.some(x, thing(z) N be(expectation(s, confirm(the-time, x))), S(z)) : VX.[(s — X) — X]

SITdWVvX3 €9

GEVY
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Pattern 3 (see pages 212-214)
(B.60) anbheana raibhméag sil

a bhfaighinn an t-airgeaduaithi
thewomanaN was |

hopepPrROGaN getcoND.1scGthemoney from-her

the woman that | was hoping that | would get the money from) (her
(McCloskey 2002:199;-(41))

(B.61) [PRED ‘woman’ 1
SPEC [PRED ‘the’}
[PRED  ‘be’ ]
TOPIC tl{PRED ‘pro'}—--s\
& 1 \\\
PRED ‘pro RN
. \\
SUBJ i1|PERS 1 AN
N
NUM S
g \\
[PRED  ‘hope’ SO
\
SUBJ \
_ AN
PRED ‘get’
PRED ‘pro’ A
W suBJ i2|PERS 1 \
ADJ b |
NUM  sg \
\
0OBJ m[”the money’j \
XCOMP h \\
COMP @ PCASE  OBLsource \
13 1 \
PRED ‘pro
OBL P \\
OBJ p|PERS 3 “-H+H 1 \
~
\
NUM sg AN \
A
TOPIC tZ[PRED ‘pro’}—\\ \,\
|
AN
|MooD  conditional N / \
. /
ASPECT progressive \\ / :
L - /
o / !
| TENSE  past g 117 I
L ] K ]
)] ag 1
// /// II
(_/// o
/
Ps | ANTECEDENT 12, |ANTECEDENT tlo[ ] } )/
~2 /
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(B.62)

w N

10.

12.
13.

© NG A

ARMS.the(z, R(x), S(x)) :
(v—or)—oVX.[(w—X)—X]
woman : v—or
APAQAyY.Q(y) A P(y) :

(t1 —b)—[(v—or)— (v —r)]
AP.P: (t2 —b) —o (t1 —o b)]
be:h—ob

sl

hope : il —og—oh
AP.P:(p—og)—(t2—yg)
APAy.y -

[t2 — (2@ p)] —o (12 — t2)
get-from : i2 —om—op—og

s 12

the-money : m

Az.z X 2112 — (12 ®p)

Lex

Lex

437

.an (‘the’)

.bhean (‘woman’)

REL,

Lex.
Lex.
Lex.
Lex.
Lex.
Lex.

Lex
Lex
Lex
Lex

a (‘aN")

raibh (‘was’)
mé (‘')

ag il (‘hope’)
a (‘aN")

a (‘aN’)

. bhfaighinn (‘get”)
. bhfaighinn (‘get’)
.an t-airgead (‘the money")
. uaithi (‘from-her’)
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t-fi : :
569 s
b9 the-money :
get-from(s) :m—op—og m \P.P:
get-from(s, the-money) : p—o g (p—g)—(t2—yg)
s: hope : get-from(s, the-money) :
i il —g—oh t2—g [z: 2]
hope(s):g—h get-from(s, the-money, x) : g be -
hope(s, get-from(s, the-money,x)) : h h—b A2z X 2t APAy.y :
be(hope(s, get-from(s, the-money, x))) : b 2 —(t2®p) [t2 — (12 @p)] — (12 —~12)
—o7,1 . 1012 .
Az.be(hope(s, get-from(s, the-money, x))) : [ : 2] Ay.y 2 —ot2
t2—b z:t2
be(hope(s, get-from(s, the-money, z))) : b
—o72
AP.P: Az.be(hope(s, get-from(s, the-money, z))) :

(t2 —0b) —o (t1 —0b) t2—b

Az.be(hope(s, get-from(s, the-money, z))) :
t1 —ob

APAQAY.Q(y) A P(y) :
(t1 —b) —o[(v—or)—o(v—or)]

woman :

v—or

AQNY.Q(y) A be(hope(s, get-from(s, the-money,y))) :
(v—or) = (v-or)

ARMS .the(z, R(z), S(z)):
(v—or)—oVX.[[w—X)—o X]

Ay.woman(y) A be(hope(s, get-from(s, the-money, y))) :

v—or

AS.the(z, woman(z) A be(hope(s

, get-from(s, the-money, x))), S(z)): VX.[(w — X)— X]



Appendix C

A fragment of Swedish

Notes

[1] Recall that c-structure nodes / c-structure rule elementstional (see chapter 2, section 2.1.2).

C.1 C-structure rules

(C1) CcP— { XP | € } c
(T UDF) = | (T ToPIC PRED = ‘pro’ 1=
( (T UbF), = ((T GF"), ANTECEDENT) )
AP.P:((1 GF")y — T,) — ((T UDF), —o 15)
(C2) C — co IP
T=1 T=1
c3 & — co C
T=1 T=1
(C4) IP— DP K
(TsuB) =] T=1
(C.5) I — 10 VP
T=1 T=1
(C6) VP — V DP CP
T=1 (ToB)=| (T comp) = |

439
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C.2 Lexicon

(C.7)

(C.8)

(C.9)

(C.10)

(C.11)

(C.12)

(C.13)

vilken (‘which’).

elev (‘student’)

skulle (‘would’}

fuska (‘cheat’)

trodde (‘thought’)

APPENDIX C. A FRAGMENT OF SWEDISH

DO (1 PRED) = ‘which’

ARMNS.Qu(z, R(x), S(z)) :
[((sPEC 1), VAR) —o ((SPEC 1), RESTR)] —o
VX.[((SPECT)y —0 X) —o X]

(T PRED) = ‘pro’
(T PER9 =3

(T NUM) =sg

(T GEND) = masc
(T CASE) = nom

Az.z X z: (], ANTECEDENT) — ((T, ANT) ® 1,)

(T PRED) = ‘Maria’

maria : T,
NO (1 PRED) = ‘student’
(T NUM) =sg

student : (s VAR) —o (T, RESTR)

1 (1 TENSE) = future
(1 mooD) = irrealis
(T FINITE) = +
A (T PRED) = ‘cheat’
(T FINITE) = —

cheat : (] SUBJ), —o 1,

c? (1 PRED) = ‘think’
(T FINITE) = +
(T TENSE) = past

think : (1 SUBJ), — (T COMP), —o 1,
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(C.14)

(C.15)

(C.16)

att (‘that’): c0

0: (o (T UDF)

APAy.y : [((T SUBJ, ANT) — [((T SUBJ), ANT) ® (] SUBJ),]] —
[((T sUBJ, ANT) —o ((T SUBJ), ANT)]

0: c APAy.y : [((T suBY), ANT) —o [((T SUBJ), ANT) @ (T SUBJ),|] —o
[((T suBJ, ANT) — ((] SUBJ), ANT)]

C.3 Example: Binder-resumptive dependency (see pages 2281)

(C.17)

(C.18)

[Vilkenelev] trodde Mariaatt han skullefuska?
which studenthoughtMaria thathe would cheat

Which student did Maria think that (he) would cheat?

CP
/\
(1 Focug = | 1=1
DP c
/\
Vilken elev 1 = —
which student C‘ P
/\
trodde (1 sus) = | T2y
thought DP VP
|
Maria (1 comp) = |
CP
I
T=1
Cl
/\
T} 1=1
c P
/\ /\
T=1 T=1 (1 suB) = | 1=1
c ¢ DP I’
| \
att 0
that MR han skulle fuska

he would cheat
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(C.19) [PRED  ‘think’
[PRED ‘student’
FOCUS s _ -+~
SPEC [PRED ‘whlch’] SO
L AN
AN
SUBJ m “Maria”] AN
L N\
PRED ‘cheat 7.
r . \
t PRED ‘pro N
PERS 3 N
SUBJ PINUM sg |17~ S~
COmMP € GEND Masa o Po | ANTECEDENT sc,[ H
~N
CASE nom ~
TENSE future
MOOD irrealis
| TENSE  past |
(C.20) 1. AS.Qu(z, student(z), S(z)): Lex. vilken elev (‘which student’)
VX.[(s —X)—X]
2. AP.P:(p—ot)—(s—ot) SpecCP
3. think:m-oc—ot Lex. trodde (‘thought’)
4, maria : m Lex. Maria
5. APAy.y:[s—(s®@p)]—(s—3s) Lex.( (MR)
6. MzXz:s5—o(s®p) Lex.han (‘he’)
7. cheat :p—oc Lex.fuska (‘cheat’)



(C.21) maria : think :
cheat : m m-oc—ot
L 12
[=: 7] p—c¢ think(maria) :
cheat(z) : ¢ c—ot

think(maria, cheat(z)) :

t
—o7,2
APAy.y : A2z X 2 Az.think(maria, cheat(z)) : AP.P:
[s—o(s@p)}—o(s—os) S—O($®p) . p—ot (p—ot)—o(s—ot)
Ayy:(s—s) [2: 5] Az.think(maria, cheat(z)) :
zZ:8 s—ot
think(maria, cheat(z)) :
t
—oz,1
Az.think(maria, cheat(z)) : AS.Qu(z, student(z), S(z)):
s—ot VX.[(s—X)— X]

Qu(z, student(z), think(maria, cheat(x))) : t

[t/X]

F1dWVvX3 €0

ey
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