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Abstract

In this paper, we present an investigation of the argumejoiiat distinction
in the context of LFG. We focus on those cases where certaimmgatical
functions that qualify as arguments according to all steshtizsts (Needham
and Toivonen, 2011) are only optionally realized. We argureaih analy-
sis first proposed by Blom et al. (2012), and we show how we cakenit
work within the machinery of LFG. Our second contributiogasds how we
propose to interpret a specific case of optional argumeptsral objects.
In this case we propose to generalize the distinction betwasitive and
intransitive verbs to a continuum. Purely transitive arichinsitive verbs rep-
resent the extremes of the continuum. Other verbs, whilerigaowards one
or the other end of this spectrum, show an alternating beh&étween the
two extremes. We show how our first contribution is capablaamounting
for these cases in terms of exceptional behavior. The kégtihge present
is that the verbs that exhibit the alternating behavior cest be understood
as being capable of dealing with an exceptional contexttheravords they
display some sort of control on the way they compose witlr ttaitext. This
will prompt us also to rethink the place of the notion of subgarization in
the LFG architecture

1 Introduction

The distinction betweeargumentsand adjunctsis central for the LFG architec-
ture as it influences the way in which representations of linguistic expresaie
generated both at the functional and the semantic level. At the functioral lev
the distinction between arguments and adjuncts is crucial for the definitior of th
notion ofcompletenesandcoherencef an f-structure, which is in turn one of the
parameters that determines the grammaticality of an expression. Similarly, at the
level of semantics, the distinction between arguments and adjuncts has importan
consequences on the semantic representations we choose and on the ey

trol the composition of these meanings. Arguments are in fact usually esiess

as resources that are consumed by predicates, while adjuncts teneprdsented

as functions that consume predicates to generate modified versions of Them.
choice of whether a particular grammatical function is an argument or ancdjun
requires particular attention from a semantic perspective, as it determines imp
tant properties such as the scopal relations between quantified ézpsessd the

way in which these relations are captured by our semantic theory. While the im-
portance of this distinction for the f-structural level has been recodriiganany

in the LFG literature (Bresnan, 1978; Dalrymple, 2001), we think that iescedf
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at the compositional semantics level are understudied, and an overvithesef
effects can help clarify this important grammatical issue.

Traditionally the distinction between arguments and adjuncts has been made on
the basis of a mixture of ontological and syntactic tests. Needham andnénivo
(2011) provide an overview of these tests in an LFG perspective. Atime time,
they point out that there are cases where the tests fall short of prowadatear
distinction between the two classes. In this paper we will analyze some of these
examples under the perspective of compositional semantics. We are laalticu
interested in cases where grammatical functions that are usually comsaigre
ments becomeptional a property typical of adjuncts. We motivate the discussion
on the basis of the equivalences in (1-6).

Q) Alice ate yesterday afternoors Alice ate something yesterday after-
noon.

(2) Bob drank last night< Bob drank something last night / Bob drank
something alcoholic last night.

3 (?) Bob loves drinking< Bob loves drinking alcohol.

4) Yesterday, Alice debugged for three hourss> Yesterday, Alice de-

bugged some code/some programs for three hdimra.context in which
it is known that Alice finds debugging annoying)

5) Silvio was accused of tax fraues Silvio was accused of tax fraud by
someone. / Someone accused Silvio of tax fraud.

(6) Silvio was accused= Silvio was accused of something by someone.

The lefthand side of the equivalences we have in (1), (2), (3) andh@y that

we can omit the object with certain transitive verbs. However the righthigied s
of the same equivalences show that the argument is not deleted fronmibatge
representation of the verb, but rather it is filled by some default valuendst
cases the argument slot is bound by an existentially bound variable, big tius
always true. For example, in (8) the omitted object is interpreted as a sailyer
bound variable, while in (9) the intuitive reading for the omitted destination of the
arriving event is a deictic or indexical one (the origin seems to be interpastan
existentially bound variablé).

(8) W.H.O. warns against homeopathy use> W.H.O. warns everyone
against homeopathy use.

"However notice that Stanley (2000) proposes an analysis of caseS)ile (hich the un-
expressed arguments are considered bound by a linguistic opergaoieySbases his analysis on
examples like (7) where the raining event location co-varies with the losatioantified over by
“everywhere”.

@) Everywhere Bob goes, it rains.



(9) Bob arrived yesterday Bob arrived from somewhere yesterday to the
contextually relevant location.

Another important aspect of this phenomenon is that it seems to be lexicatly spe
ified. Not all transitive verbs can in fact be constructed with an implicit dbjec
and what is even more interesting is that related verbs may present ofjjeisate
iors. For instance the vedgmatcan be constructed without an explicit object but the
intensified formdevourcan not.

The equivalences in (5) and (6) show a similar situation for agents invgassi
constructions. The by-phrase is always optional, but the descrilmdseare al-
ways understood as requiring an agent. Notice that in this case there isaadlje
specified preference for this construction. All transitive verbs allavafoimplicit
agentive by-phrase.

These examples challenge a resource sensitive semantics, such asi@aure S
tics, in two ways. First of all we have to clarify whether these optionally redliz
semantic roles should be considered arguments or adjuncts. This dedi$ide-w
termine how we represent them in terms of semantic resources. Givenelat th
seem to contribute to the semantic content of an utterance even when thet are
present, we are inclined to consider them core arguments of their prexiGélis
choice motivates the second challenge to a resource sensitive semargineetlV
in fact to clarify how these default resources are introduced in the genckniva-
tion despite the fact that they are not apparently introduced by any lingitéstic

In what follows we present our solution. In a nutshell we propose tgiden
verbs that support implicit objects and constructions like passive as bapable
of actively operating on their context during the semantic derivation. Werekill
ject the hypothesis that these verbs and constructions are in some wayauoig
Instead we will associate a single core meaning to them, but give them the powe
to operate on their context iexceptionalcases. For the case of verbs that allow
implicit object, this notion will prompt us to reconsider the standard distinction be-
tween transitive and intransitive verbs. We will suggest that the distincétwezn
transitive and intransitive verbs is not binary. Instead we proposatincom of
verbal behaviors with certain verbs leaning more clearly towards thetiverend
of the continuum, other more towards the intransitive end, and still othessmtre
ing less marked uses. This shift in perspective has the effect of citptige way
in which we look at the issue of how to distinguish arguments from adjuncts. By
showing that the richer categorization we propose helps to clarify thesmadn
the context of the transitive / intransitive divide, we show that lookingatmosi-
tional semantics may be crucial to better understanding the notiargoment

The paper is structured as follows. Section 2 discusses prior analfyies o
kind of data we are interested in. We will survey a number of proposal&iand
tify a recent one by Blom et al. (2012) as the most promising. In sectionshow
how this proposal can be adapted to work in the context of LFG, and helates
to a previous extension of Glue Semantics that we have proposed in Giamnyblo
Asudeh (2011). In section 4 we provide a detailed analysis of some exaniple



section 5 we discuss the consequences of our proposal for the distibetiween
transitive and intransitive verbs and, more in general, for the notiontafagago-
rization. We conclude in section 6 with some final remarks.

2 Prior work

We start our review of the literature on the topic with Bresnan’s (1978yaiseof
transitive verbs constructed without an explicit object. Bresnan pegp@solution
based onexical ambiguity The verbs that can be constructed without an explicit
object therefore have two entries in the lexicon: the first one correspmihe
standard transitive construction whose meaning is represented by wafbinetion,
while the second specifies an intransitive syntactic structure coupled withrg u
predicate, constructed from the original binary relatiorekigtentiallybinding the
object argument. For example, Bresnan (1978) gives the following lexittees

for the verbeat
eat: V, [——NP], NP, eat NP,

[—1 (3y) NP eat y

The second entry fagatis obtained from the first one by removing the syntac-
tic requirement of an object, and by existentially binding the object positioneof th
predicatecat. We will see that the idea that treating verbs ldaas ambiguous is
a common analysis in the literature.

Dowty (1982) proposes a similar analysis in the context of Montague Gram-
mar by introducing so-calleRelation-Reducing Rule©ne such rule transforms
a transitive verb likeeatinto an intransitive one and at the same time changes the
semantics of the verb by binding its second argument to an existential quantifie
This approach is completely equivalent to the one of Bresnan (1978), weitacth
ditional complication that we have to introduce a device in the lexicon that dentro
the applicability of the Relation-Reducing Rules. Without such a device time-gra
mar would over-generate as it would allow us to derive ungrammatical s=sten
such agYesterday, John devoured

The proposal in Bresnan (1978) does not specify how the implicit quanti-
fier should behave with respect to other quantificational elements in theneente
Fodor and Fodor (1980) tackled this question by first noticing that, in tee ch
a quantifier in subject position, the existential binding the second argurheato
must take narrow scope:

(20) Every boy ate.

The intuitive reading for (10) is the one were there are (possibly) éfffieentities
that are eaten by the bo¥s.

To capture this generalization, and to explain it in terms of general logical
properties, Fodor and Fodor (1980) resort to an approach baseganing pos-
tulates Their first assumption is that the ambiguity that in Bresnan’s proposal

The strongest reading were a single entity is shared by the boys is afecauailable, as it is
entailed by the weaker reading.



V(P (z)) < = Vady(Pa(z,y))

Pi(ci)N...ANPi(cp) N T =—= Jy(Pa(c1,y)) Ao AJy(Pacn,y)) AT

Figure 1: Equivalences between first-order formulae justifying theomescope of
implicitly introduced existential quantifiers.

was restricted to the syntactic component is extended to the semantics. They as
sume that at the semantic representation level there are two predicates$itite

verbs that allow for implicit objects: a standard binary version, and ayunze.

For instance, for a verb likeatwe have a binary predicatext, that represents its
meaning when used with an overt object, and a ueatty that corresponds to the
meaning of a use like the one in (10). The two versions of the predicatéiseare
related through meaning postulates like those in (11) and (12).

(11) eatq(c) <> Jy(eata(c,y)) with ¢ a constant term
(12) Qz(eaty(z)) <> QxIy(eata(x,y)) with @ a quantifier

In words, the unary version of the predicate is required to be equiviaehe bi-

nary one, where the second argument is bound to a an existential quartifee
relative order between the implicit existential quantifier and other quantifitio
operators in postulates like (12) is fixed, with the implicit quantifier havingowarr
scope. This order is not arbitrary but is explained by Fodor and Fatine basis

of postulates of the kind in (11) and general logical equivalenceseXxample, in

the case of a universal quantifier the relative order of the two quastifiadeter-
mined by the equivalences illustrated in the diagram in Figure 1. The assumption
here is that there is at least one constant naming each element in the domain of
quantification. The equivalence on the top row is justified by the equivaliertbe
bottom row, which results from the repeated application of a postulate obthe f

of (11), and the two “vertical” equivalences which are general logigaivalences.

This solution is therefore a mixture of lexical ambiguity, also extended to the
semantic representation language, and general logical axioms. Th&appe-
quires in any case a lexical specification that controls when the unadicptes
are available (for example restricting them to passive constructions). eNibitit
Fodor and Fodor (1980)’s observation is not in contrast with the solafiBnesnan
(1978): in Asudeh and Giorgolo (2012) we show how we can controtelaive
scope of explicitly and implicitly quantified arguments in an LFG setting without
resorting to meaning postulates.

However this solution presents some drawbacks, mainly connected to the fac
that we may have to list a large number of postulates in cases of verbsumedtr
with more than two arguments. Consider (13), for example.



(13) Most politicians were accused of at least two crimes.

In this case we would have to control the meaning of the predicatase by list-
ing postulates covering all the possible allowed combinations of implicit and ex-
plicit quantifiers and constant terms (in the case of a ternary predicatediese
this would amount to 12 (non-equivalent) postulates).

The analyses we have considered so far are based on the idea theeriiee a
tion between constructions where all the arguments of predicates asssegrand
the cases where some specific arguments are left implicit can be beskecdaijptur
terms of lexical ambiguity. Carlson (1984) and Lasersohn (1993) dépan this
assumption and instead propose two similar analyses that explain the alternation
on ontological grounds. Here we focus on the analysis of Lasers@@38)hs it
is motivated on an interesting problem that solutions based on lexical ambiguity
encounter when dealing with distributive readings of certain predicatesrkohn
considers sentences like the one in (14) which is usually interpreted to oA s
thing along the lines of (15). The core intuition here is that the unexpresgsd
is not necessarily the same for all atomic grading events. Thereforeidierdial
quantifier binding the agent variable in the predicate needs to have nacope
with respect to the universal quantifier that enumerates the atomic gradintse

(14) The papers were graded.
(15) Vydz(y € paper” — grade(z,y))

While this seems in line with the observation of Fodor and Fodor (1980), this
is not the case. The problem is in the way in which the universal quantifief is
troduced in the semantic representation. The lexical solution of Fodor @ohot F
(1980) can in fact control the scope of the quantifiers associated with itgtijci-
ments only with respect to quantifiers that are introduced by other lexs@lrees.
However, the standard assumption is that the universal quantifier iris(p&)t of
the lexical entry of the verigrade specifically of its distributive reading that we
can represent as (18).

(18) AyAzVz(z € y — grade(z, 2))

It is easy to see that an approach based on existentially binding the vargaise

3Lasersohn (1993) uses a meaning postulate similar to the one in (16)stoweithe distributive
reading of a verb.

(16) a(X) < Vyly € X — a(y))

This approach makes his argument less compelling as it would be easydifyrthis postulate in
the case of a binary (or in generalary predicate) predicate to obtain the desired result:

a7 Qx(R(z,Y)) +> VyQz(y € Y — R(x,y)) whereQ is a quantifier and” a plural entity.

This approach would however suffer the same drawbacks deséabEddor and Fodor (1980).



sponding to the agent role would lead to the wrong interpretation:

(Ay\zVz(z € y — grade(z, z))) paper™ ~»
(19) JzVz(z € paper® — grade(z, 2))

The solution proposed by Lasersohn (1993) is radically differemh filmose
we have seen so far and is based on a flat semantic representatioed¢antemd
events According to Lasersohn (1993), a sentence like (14) is interpreté2Das
In this representation the event is considered central and the varieasre intro-
duced by specific predicates that link the individuals involved with the e\ ot
importantly, in a case like (14) we are not required to specify an agent.

(20) Jde(grade(e) A PATIENT(paper”™, e))

To explain the equivalences of the kind we saw in (1-6) Lasersohr3jlia9
troduces ontological postulates that require that eaéoynicevent (at least those
showing the behavior under discussion) must have an agent. For iastarap-
ture the intuition behind the interpretation of (14) we can introduce the postulate
in (22)2 In words, postulate (22) says that every atomic grading event must have
at least one agent. The restriction to atomic events is crucial to obtain treeicorr
reading. In fact, by restricting the applicability of the postulates to atomic events
Lasersohn (1993) is able to obtain the correct relative scope betweaemiter-
sal quantifier introduced by the distributive reading of the verb (whiclothing
but a collection of atomic events), and the existential quantifier introducelleoy
ontological rules that Lasersohn assumes govern the meaning of verbs.

(22) Ve(ATOM(grade, e) — Jx(AGENT(z,€)))

While this analysis has some attractive features, like the ability to explain in a
simple and general way the interactions between implicit arguments and distribu-
tive readings, it also has some major drawbacks. The first problemiigected to
the fact that implicit arguments are analyzed as being introduced at a eeeyal
level. This gives the wrong predictions for certain cases. Considexamnple the
verbbreak This verb supports distributive readings, as attested by (23), which is
usually interpreted as equivalentdach mirror was broken by someone/something

(23) The mirrors were broken

However, the ontological postulate that would explain this equivalencaldvadso
give us the wrong prediction that in the case of the atomic event introdyctak b
unaccusative use tifeakin (24) there is an unexpressed agent. This interpretation
does not seem to be supported by intuition, as sentence (24) is nosaklges
equivalent tcSomeone/something broke my. TV

4aToM is defined by Lasersohn (1993) as follows:
(21) ATOM(a, e) > (afe) A =3e (e < e A ale)))

where< is an ordering relation on events (e.g. a mereological one).



(24) My TV broke.

In general, unaccusative uses seem to contradict the ontologicileragunt that
atomic events must have an ager@ntological postulates are applied to all cases
that involve the predicates they control, and there is no way to limit their applica-
tion to predicates introduced by specific linguistic expressions without shifiing

a lexical perspectiv This suggests that the ontological requirement is too strong.
Natural language has the expressive means (through specific atiastswr spe-

cific lexical items) to refer to atomic events that may lack an agent, so we should
assume a more flexible semantic model that allows both ¢ases.

Another problem with the analysis of Lasersohn (1993) is in the assumption
that the existential quantifier that binds an implicit agent in a passive cotistiu
with a distributive reading must always have narrowest scope. Theaaes like
(26) where this generalization does not seem to hold.

(26) The numbers were summed.

The preferred reading for sentence (26) is one where a single entitythe num-
bers (or where at least this entity performs the final addition that givefirtake
result). In this case, the problem again seems to be the strength of the a#blog
postulates, more specifically in the fact that they focus on atomic events.

In our opinion, the drawbacks of Lasersohn’s event-based agipriaa out-
weigh its benefits. At the same time we recognize that in the case of lexical ap-
proaches to implicit arguments, the problem of how to derive the corregesc
between quantifiers binding implicit arguments and quantifiers controlling distrib
tive readings remains open. A naive lexical solution to this problem wouldiatno
to hard coding the relative order of the quantifiers in the lexical entri@y.wWauld
give us the correct interpretation in a case of a sentence like (14).

(27) AyVz3x(z € y — grade(z, 2))

The price to pay to get the correct reading would be to say that the meahing o
a passive construction is not derived by general principles from trenimg we
associate with the active form of the verb, but rather that it is separgtebified

in the lexicon. In turn the lexicon should be enriched with postulates thatigove
the relation between the meaning of active and passive forms. We beli¢t¥bisha

®Some languages use a reflexive-like construction in place of unab&usanstructions. This
could suggest an implicit agent co-referring with the patient. Howeveiglises not seem to be the
case as the following Italian example shows:

(25) leri, alle tre, la porta st chiusa.E stato Marco. Yesterday, at three, the door closed.
Marco did it)

®A variant of this approach is implemented in the event-based lexical solatodiscuss in
Asudeh and Giorgolo (2012).

"To be fair, any lexical solution that does not employ a flat semantics likerteised by Laser-
sohn (1993) will have difficulties in explaining unaccusative construstion



is a rather high price to pay. A more promising approach would probably firs
tackle the question of how distributive readings are represented in thetexide
leave this line of research for future work.

We conclude this review of the literature with a recent proposal by Blorh et a
(2012), that approaches the problem from a lexicalist perspectivavioids the
problematic assumption that implicit arguments are evidence of an underlying am-
biguity. In a nutshell, Blom et al. (2012) assume that the interpretation diqates
that allow for implicit arguments corresponds to functions that can takeiaolar
number of arguments. The implicit arguments are marked at the type level as be
longing to speciabption or sum typeswhich are derived from standard types by
the addition to the domain of a distinguished element that is meant to represent
the absence of any other usable value. The introduction of sum typesisdbe
pled with an extension of the meaning language, the simply-typealculus, that
includes equality predicates for the sum types awticiceterm constructor, e.g.
the familiari f - t hen- el se construction used in many programming languages.
Blom et al. (2012) then represent the semantics of verbditas a function that
takes arguments both of standard types and of sum types. The functiompse
checks on the sum type argument and in case it does not find a usaldqivalu
the function has been passed the distinguished additional element) it gisdcee
bind the missing argument with an existential quantifier. The result is a meaning
capable of adapting to the context in which it is used.

We believe that this solution is superior to the other presented so far fana nu
ber of reasons. First of all, being a pure lexical solution, it avoids tHelifies
encountered by the approaches based on meaning postulates (i.e.ltseoexpf
the number of postulates) and those based on ontological restrictionisal &x-
lutions are capable of a much finer grained control on the distribution of implicit
arguments, also capturing the intuitive idea that these constructions are@eme
tied to lexical knowledge, as the opposite behavior of two related verbsditand
devourso clearly suggests. At the same time, this solution avoids one of the weak
points of lexical solutions: the idea that constructions with implicit arguments are
in some way connected to ambiguous lexical entries.

We see two problems with analyses based on the use of ambiguous lexical
entries. First of all the two entries are not effectively expressing twierdifit
meanings, but rather two different patterns of composition. Our intuition ts tha
the difference betweeMesterday, John atand Yesterday, John ate somethiisg
not related to the meaning of the veate but rather to pragmatic considerations,
such as the availability of certain information or the focus on certain aspécts o
the message transmitted. The second problem, which is connected to thedjrst o
is that the use of ambiguous lexical entries introduces a form of nonraieism
that, again, is not reflected in our linguistic intuitions.

These considerations lead us to think that solutions based on lexical ambiguity
are at best approximations of the phenomenon we want to model. The age of
biguous lexical entries seems justified only because of the limitations of traditiona
formal semantic tools. Instead, the data we consider in this paper suggesietth



of more refined formal tools, capable of dealing in this case with flexible forms
of composition. The analysis of Blom et al. (2012) gives us exactly thim fofr
flexibility.

In what follows we will specify how this solution can be integrated in the LFG
architecture. We will show that the analysis of Blom et al. (2012) is actually an
instance of a more general framework for an enriched form of compositat we
have already presented in Giorgolo and Asudeh (2011), where it wtfgd on
the basis of the unrelated phenomenon of conventional implicatures.

3 Adapting Blom et al. (2012) to the LFG framework

Blom et al. (2012) develop their proposal in the context of Abstract doail
Grammar, a framework that shares many similarities with LFG-Glue but that also
has some differences. The most important difference is the higher impertiazt
Glue Semantics assigns to the resource sensitive nature of semantics.owWe sh
here how Blom et al. (2012)’s ideas can be integrated in Glue Semanticaaed
generally in the LFG framework.

3.1 Monadsfor implicit arguments

We present here the essential technical details of the analysis of Bldn{20E2)
and how they are related to the extension of Glue Semantics we presented-in Gio
golo and Asudeh (2011).

We have already briefly said that Blom et al.’s (2012) solution is based on tw
parallel extensions. At the level of semantic types, Blom et al. introdutierop
or sum types, constructed by generating (inductively) for each typaew type
7°, whose domain is the domain efwith the addition of a distinguished element
x-. At the level of the meaning language, they add an equality relatidor
each new optional type and a special polymorphic funaigti on, shown in (28),
and defined on the basis of a choice construction, here representieel tayniliar
mathematical notation for functions defined by cases.

d if 2 =%
f(z) otherwise

= (1—>0)—>0

(28) option(z, f,d) = {

option works by inspecting its first argument: if it is the distinguished element of
the optional type® the function returns its third argument, otherwise the function
returns the application of its second argument to its first argufh@hiese exten-
sions are put to use in the entries of lexical items that allow implicit arguments. For
instance, (29) is the interpretation proposed by Blom et al. (2012) foretmeeat
(whereo is the object argument ands the subject argument). The verb denotes a

8The assumption here is that every valuerfhthat is notx. is also inT. The fact thatr is a
subtype ofr® would not be a sufficient condition in this case, given that the seconaremngt of
option has a negative occurrencenf



function of two arguments, the first of type “optionaland the second a pueeln
case the first argument is a regular object its value is used by applyingrtbohn
Au(eat (s, u)) toit, otherwise the object argument is bound in the predieatey
an existential quantifier.

(29) AoAs(option(o, Au(eat(s,u)), Jx(eat(s,x)))) : e e —t

Given that the type of the denotationedtis ¢ — e — t, the framework re-
quires also awptionalizationoperation of type- — 7°, that embeds any type into
its optional extensiof. In this way the entry for a verb likeatcan be combined
with an object of type by lifting the last one to the type®. At this point we cannot
combine the verb with a quantifier object. In his master’s thesis, Blom shotys tha
in a system that includes functional abstraction and application (as evsimly-
typed A-calculus does) and the optionalization operator, a typedikes ¢ — ¢
can be “lowered” te — e — t, the standard type for a transitive verb. We now
show that the system described by Blom et al. (2012) is (almost) a monamhréhe
mathematical object of the extension of Glue Semantics we proposed in Giorgolo
and Asudeh (2011).

We start with a brief introduction to monads (the interested reader may find
a more thorough introduction aimed at linguists in Shan (2001) and Giorgdlo an
Asudeh (2012)). A monad can be defined as a tr{ple n, x). M is a type con-
structor that maps any typeto a new typeV 7. n is a function of typer — M 7
that lifts values of type into values of type\/ 7. n must satisfy certain rules with
respect to the third object of the triple, so that it functions as a sort of “identity”
function that simply embeds valueswoin the new typeVl 7. x is a binary function
of type M o« — (o« — M [3) — M f that allows us to bind a value contained in
its first monadic argument to a standard name to be used in the body of a functio
generating a new monadic object. Intuitivelplays the role of a special functional
application that mediates between monadic and non-monadic values.

There are different ways in which we can intuitively understand how mticna
values are different from traditional ones. The metaphor we will use irptper
sees monadic values asmputationghat produce values. The idea is that lexical
resources that have a monadic type require some effort to be unpadkeat is
most important is that these computations may have side effects besidesipgodu
a value, much like computations run by a computer may have other effectedesid
returning a value (e.g. writing some intermediate results to a log file, access a
database or printing warnings to a console). In this paper we will be usingaso
to model computations that possibly fail without returning a value.

In Giorgolo and Asudeh (2011), we presented a system to integrate sonad
in Glue Semantics. Here we present a superior system suggested to usrigy A
Andrews (p.c.) and based on the logic presented in Benton et al. (199&).
present system is at the same time simpler and more elegant and all the analyses
we discussed in Giorgolo and Asudeh (2011) can be easily translated methe

°The operator is explicitly introduced and discussed in Blom (2012).



formalism. The idea is to extend the set of linear connectives with a unangcen
tive ¢ — used to mark monadic resources. In natural deduction format, the proof
theory of this new connective is captured by the usotbductionand elimina-

tion pair of rules, shown here respectively in (30) and (31) with the cpomding
Curry-Howard-like correspondence.

[z :al;

T:a m: Qa n: Ob ‘
B30 (@) :0a (31) mxaob 0P

The introduction rule states that when we have a resource we are dieays
lift it to a monadic level. This is reflected in thecalculus side by embedding the
value in the monadic type by using the “innocuoyshap. The elimination rule is
better understood if we consider first theerms that encode the proof step. What
rule (31) says is that if we are able to produce a monadic valbg assuming
some value that we calt associated with a resoureeand we have a proof of
a computation that generates such a resource, then we can usejleeator to
extract the value from the computation and plug it into the body. dht the level
of Glue Logic, we go from a situation with two monadic resources and an open
hypothesis, to one without the hypothesis and with only one monadic cormectiv
We can now show that the system of Blom et al. (2012) is a monad, more
specifically what is known in the functional programming tradition as(®péion
or Maybe monad. The type constructdr is represented in this case by the oper-
ation -° which generates a new typé for each typer by adding a distinguished
element to its domain. The@ptionalizationoperator corresponds tg as it maps
values of typer into values of type°. n defined in this way can be proven to sat-
isfy the rules we mentioned above with respectktavhich is not used by Blom
et al. (2012), but which would be defined as in (32).

* m = %

(32) m*k = { _
k(m) otherwise

Despite the similarity between (32) and the definition for ¢ipeion operation

given in (28), the two functions are quite different and operate atrdifftdevels,

asx is used to combine different monadic resources, whiteion is used only

internally in lexical entries. This means that we will keep this last operation as

a primitive addition to the language used to specify lexical entries. Finally, the

de-optionalizatioroperation that is needed for the analysis of the composition of

verbs taking monadic arguments with quantified arguments can also be shiogvn to

derivable in this system. We give the proof in (33), where we show theg@urce

Oa —o 3 can be “lowered” to a resouree — [ without monadic subformulae in



negative contexts.

[z :al!
cy @00 T fioa—p
fn(z)) : B

Az.f(n(z)) :a —
In this framework verbs likeat read or drink subcategorize for an object but

they consume it only when wrapped in a monad. For example, (34) wouldebe th
lexical entry for the verteat'©

E

—OIl

eat V (1 PRED) = ‘eat’
(34) AoAs(option(o, Au(eat(s,u)), Jx(eat(s,x))))
O(T OBJ)O’ - (T SUB‘])U — 1y

The A-term in (34) represents the semantic contributioreaf It is a function
of two argumentsy and s, the former acomputationreturning a value of type
while the latter is a pure value of tyge(possibly produced by a computation at
a different level). The body of the function uses ticion procedure to test the
result ofo: if it is a value of typee then the term\u(eat(s,w)) is applied to the
result and the result is used as the second argument of the ratatipotherwise
option returns its third argumentz(eat(s, z)) were the second argumenteit
is bound by the existential quantifier.

In the case of a passive construction we can derive its denotation frem th
active form using the functiopassivize defined in (36) that takes as argument a

function of typee — e — t and returns a new function of tyg@ption e — e —
11

(36) passivize(f) = AaAp(option(a, Aa(f(a,p)), Iz(f(z,p))))

At the level of Glue terms, this corresponds to remapping the template on the left
in (37) to the one on the right.

/\t
(37) (1 0BY)y; — (T SUBY, —o T, O(F 0BL)y —o (1 SUBJ)y —o T4

°For the sake of simplicity we do not require anything of the implicit objectbwxist. A more
realistic lexical entry would require the bound variable to be something tlabdsfor the referent.
For example if Dr. McCoy from Star Trek utters “Every subject ateerahg to a group of alien
beings in his lab, we expect that each subject ate something compatible vbikbidtgy. Notice that
the lexical entry in (34) allows us to make the value of the bound variablependent on the value
of the variables as required. Also see Asudeh and Giorgolo (2012).

HAlternatively we could move theption outside the second lambda abstraction:

(35) passivize(f) = Aa(option(a, AaAp(f(a,p)), ApIz(f(z,p))))

The two definitions are equivalent.




3.2 Implicit arguments and projections

The analysis based on the idea of optional arguments can be easily indeigrate
Glue Semantics as we just described. However, the projective naturg&ofdrces

us to be more precise about the way in which the absence of an argumpets s
ified in the derivation. In fact, although Blom et al. (2012) speak abptiboal
arguments, the absence of an argument is only implicitly signalled by the use of th
distinguished value which still counts as a resource that is regularly consumed.
The fact that LFG allows us to have access to all the linguistic structuresutechp

at earlier stages gives us a way to actually indetify the contexts in which tlee intr
duction in the semantic derivation of the special valus necessary. In this way
we are able to eliminate any source of non-determinism that may stem from the
uncertainty connected to introduction of the “silentValue.

The solution we propose is based on the idea thatiipgon monad can be
interpreted as representing a computation that may fail. In the case of implicit
arguments the computation that may fail is the one that constructs the semantic re-
sources out of the actual linguistic elements of the sentence. In LFG thefuse
projects a semantic structure (s-structure) that is used to construcethesps for
the glue proof. In Glue Semantics the s-structure is then used together with the
lexicon as the input for the procedure that generegssurceqi.e. premises) for
the semantic derivation. This procedure is normally understood as pingdaiset
of resources/premises. What we make explicit is the possibility that thisguoze
encounters an exceptional situation, such as when attempting to instantiate the lin
ear formula template for the vesdst (cf. (34)). In that case, there is no linking
with the s-structure projected by tlaJfeature, as no such feature is present. We
assume that the procedure signals this error and links it to the rest of thiatemp
formula which can instead be instantiated. The error therefore becorfedts)(
premise for the semantics derivatith.

Alternatively we can reuse some of the intuitions of the second analysis we
presented in Asudeh and Giorgolo (2012). If we posit that the lexiday ef a
verb like eatintroduces in the s-structure both aBENT and aPATIENT feature
whose values are determined on the basis of the f-structure laypghgjection we
can understand the presence in our derivations of an error premise {nawghly
equivalent) ways?

1. the values of the features of the s-structure may all be initializedsig-
naling by default that no resource, corresponding to that semantiadeatu
has been explicitly introduced yet. Theprojection fills the values of the
features that have a corresponding f-structural counterpart. lcefeof an

2A fundamental assumption of this analysis is that grammatical functiansurctegorized in
the semantic representation of lexical resources rather than at thetgyofanctional level. We
elaborate more on this idea in section 5.

3In Asudeh and Giorgolo (2012), we use features k&, andARG, instead, sinceGENT and
PATIENT are redundant with predicates in the event semantics in the meaning dendua here we
do not assume an event semantics.



Word Category Constraints

John N (T PRED) = ‘John’
john : 1,
ate \Y (T PRED) = ‘eat’

AoAs(option(o, \u(eat(s,u)), Jx(eat(s,x))))
O(T 0By — (T SUBJY, — 1o

something N (T PRED) = ‘some’
AP3z(P(z))
(TU_O X) — X
kiss \Y (T PRED) = ‘kiss’

AoAs(kiss(s, 0))
(1 0BJ)y — (T SUBJY), —o 14

kisse@ass V (T PRED) = ‘kiss’
passivize(loAs(kiss(s,0))) ~
AaAp(option(a, Aa(kiss(a,p)), Jz(kiss(z,p))))
O(t 0BL)y — (1 SUBY, —o 1,

Table 1: Toy lexicon

implicit object thePATIENT feature receives no value.

2. o by default attempts to fill the values of all s-structural features. If a featu
cannot be assigned a value an error is raised and registered in thetsstr
using the special value

If we choose this second approach we have to change the lexicordaggiprto
make direct reference to the s-structural features. The changesraightfor-
ward. However, in this paper we choose the first implementation of the monadic
approach.

To make our proposal clearer, we now present a detailed analysisnaf ise
teresting cases.

4 Analysis
In all the analyses, we assume the toy lexicon in Table 1.

4.1 Implicit objects

The first example we analyze is the case of an implicit object (38).



(38) John ate

The simplified f-structure associated with (38) is shown in (39).

(39) PRED ‘eat’

“|sues j[PRED ‘John’

When instantiating the Glue Term for the vexte, the parser / interpreter tries
to access thesJfunction in (39). This leads to an error given that no such func-
tion is represented in (39). The error is signaled and propagated tosthef the
interpretation process. The error is explicitly introduced in the semantieadien
by the premis&)n, marked by as it is not a pure value but a computational ob-
ject, and associated with the special vakueThe resulting proof is shown below
and consists of two simple functional applicaticaskliminations.

ate error
John [atd : On —j —e  x:0n -
[Johrj : j AsTz(eat(s,z)) :j —o e .

Jz(eat(john,z)) : e

The error is detected by the meaning componeiteand a default interpretation
for the object (the existentially bound variable) is used. In this way, thar &r
neutralized and the process is successful, leading to the expectedatetopr.

4.2 Explicit objects

The second example we consider shows how the same lexical entry foerthe v
ate generates the correct interpretation when the object is explicitly realizied as
sentence (40).

(40) John ate something

Based on the f-structure in (41) we associate with the sentence the seneaivie d
tion in Figure 2.

(42) PRED ‘eat’

e | SUBJ j[PRED ‘John’}

OBJ st [PRED ‘some’}

The crucial step in the proof is the “lowering” of the type of the denotation of
atefrom the typeOption e — e — t to the typee — e — t. This corresponds to
the de-optionalization proof we presented in (33). At the level of meanimgste
we simply create a new function that wraps its first argument in a monad gsing
therefore generating a computation that does nothing besides returniag|tiee
passed as an argument.



ate EXLik

Jatd : Ot — j — e n(z): Ot fE
As(eat(s,z)):j —oe s
John AzAs(eat(s,z)) :t —oj—e ! [w : 1)
[Johd : j As(eat(s,w)):j —e B
eat(John,w) : e g —~Ek
= \w(eat(John,w)) : t — e ?
something
[something : (t — X) — X 5

Jdy(eat(John,y)) : e

Figure 2: Proof fordJohn ate something

4.3 Passives

Finally, we show how a passive construction withobi/gphrase gets an existential
interpretation. The example sentence and the associated f-structur®arere-
spectively in (42) and (43). The proof has exactly the same shape asdter the
case of an implicit object. What is interesting is how the Glue and meaning terms
for the passive form dfissare constructed on the basis of their active counterparts
(see Table 1). The resulting denotation corresponds to a function tregiable of
providing an existential closure in case tgentis not expressed phonologically.

As it was the case for the analysis of implicit objects, the procedure thahinsta
tiates the linear formula governing the compositional behavidtisgedass fails
as there is no projection of amBL feature in the s-structure. The error is added
to the premises that guide the semantic composition reasoning and is linked to the
resource corresponding to the passive verb.

(42) John was kissed
(43) PRED ‘kiss’

SUBJ j[PRED ‘John’}

kisseGhass error
John [Kisse@asd : On —o j — k * 1 On 5
[dohr : 5 Ap3z(kiss(z,p)) :j — k 5 -

Jz(kiss(z, john)) : e



5 Thetransitive/intransitive continuum and subcategoriza-
tion

Before concluding, we would like to briefly discuss some ideas that emanged
the analysis of the data discussed in this paper. We first focus on thécspbe-
nomenon of implicit objects and see how it may be related to other related phenom-
ena and what it can tell us about the traditional transitive/intransitive diigtimc

We then extend the discussion to the more general notion of subcategeoriatio

its position in LFG.

The fact that verbs likeeat and warn can be constructed either with an ex-
plicit or an implicit object blurs the standard distinction between transitivity and
intransitivity. This distinction is usually considered to cut across levels alfyais,
as transitivity is normally explained as both a syntactic and a semantic property.
Yet in the cases we discussed there seem to be a misalignment between syntax
and semantics, given thaesterday, John atepresents a syntactically intransi-
tive structure that still retains a semantic interpretation constructed ardaindrg
predicate. These verbs therefore seem to be a sort of in betweersbaging a
preference for being constructed transitively, but also allowing annisitige use
while retaining their transitive meaning.

On the flip side, in the case of cognate objects and similar constructions, we
observe that intransitive verbs are used in a transitive way. Howat/ére level
of semantics, their interpretation remains that of unary predicates. Fompéxa
sentence (44) is equivalent fohn died horriblyand does not involve a second
entity. Similarly in example (45) we are informed of the specific way in which John
was dancing, not he was engaging in a certain relation with or he waspéntp
a certain action on a second entity.

(44) John died a horrible death
(45) Yesterday, John danced the waltz all night long

Here we have verbs that are normally used in intransitive constructidnidiu
in some cases allow for a transitive use, but at the semantic level their meaning
remains that of unary predicates.

The generalization that emerges from this considerations is that, fromnhe sy
tactic perspective, the distinction between transitive and intransitive vealge
too coarse, and instead a sort of graded continuum between verlasdtatvays
constructed as transitive and others that are always intransitive withtwebe
cases in the middle may better capture the reality of things. At the same time, the
data suggests that the distinction between transitive and intransitive me&nings
maintained in all the in between cases.

More generally this leads us to reconsider the notion of subcategorization in
LFG. It has already been proposed that the best place to capture aithédgred-
icates require certain arguments is not at the level of f-structure (whiob idlose



to the surface syntactic level) but rather at the level of the linear term tmat c
trol semantic composition (Kuhn, 2001; Asudeh, 2012). In current bFfg&tice,
there is in fact some duplication of information, given that Glue terms alsadenco
the information about subcategorization, and possibly do so in a moredeiime
controlled way. But most importantly, the considerations about implicit argtsnen
that we developed in this paper suggest that indeed the requirementsaadpou
ments are best expressed at the level of semantics, where we can be#greo
their effects in problematic cases. Therefore, we propose a revistbe efandard
practice in LFG of checking for predicate arguments early in the interpratate
cess, a check that instead should take place in the last phase of thespratthe
same time, this idea suggests that the kind of syntactic requirements that we impose
on the surface form of linguistic expressions should be more flexible amdipus

to account also, for example, for the in between cases we just discussed

6 Conclusion

In this paper we discussed the case of implicit arguments in a number ofwonstr
tions that range from optional objects to optional by-phrases in passiv&ruc-
tions. We reviewed a number of proposals in the literature, and identified thos
based on lexical solutions as the best candidates to properly treat thenpéeon
under discussion. We focused in particular on the solution of Blom et @L22

as the best one, given that it maintains the benefits of lexical solutions wikou
sorting to the idea that these expressions are in any sense ambiguoosnarco
assumption in the literature that is not supported by our linguistic intuitions. We
adapted this solution to the LFG framework. The adaptation makes use of-the ex
tension of Glue Semantics with monads, an addition we introduced Giorgolo and
Asudeh (2011), to analyse the unrelated phenomenon of conventionalampds.

In this way we managed to extend the analytic capabilities of LFG at no cost, and
we have obtained further evidence that supports the idea that we neddrid the
traditional semantic toolkit with more powerful mathematical structures. Finally
we have discussed how this data prompts us to rethink the place of subcatego
rization in the LFG architecture. We proposed a view where subcatetjoriza
considered a semantic/compositional property of linguistic expressiahsy than
cutting across multiple levels of analysis.
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