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1 Introduction

e Generative linguistics has been tasked since its inceptitincapturing underlying common-
alities in distinct grammars — call ianguage universals

e The study of differences between grammars — cédinguage variation— has an even longer
tradition.

e The study of variation was brought back into the fold of mamem formal linguistics some
thirty years ago with the advent of Principles & Parametdrsdfy Chomsky 198}, hence-
forth P&P.

e Language variation from a P&P perspective (broadly coesfyucontinues to be pursued with
the context of the Minimalist ProgranCbomsky 1995 where the locus of variation is lexical
features.

e Within this context, attention has recently also focusedraration between closely related
languages and dialects. This often goes under the rubsgrdactic microvariatior{see, e.g.,
Barbiers 2008 microparametric syntafsee, e.g.Black and Montapanyane 1996inque and
Kayne 2005 or microcomparative syntagsee, e.g.Cinque and Kayne 2006r the NORMS
project).

e Given the standard psychological assumptions of generétiguistics — in particular, that
grammars are properties of individuals — there is of couseaherent distinction between
general language variation and microvariation.

e Microvariation is nevertheless interesting for at leasi teasons:

1. It potentially strengthens the connection between #tesal linguistics and sociolinguis-
tics.

2. It minimises factors that may confound the point of vaoiaf interest.

e This talk concerns some points of variation in a corner of[Bhgand how to capture this
variation in a formally satisfactory way.

e The phenomenon of interest is Englisbpy raising(Rogers 1973Postal 1974Horn 1981
Heycock 1994Gisborne 1996201Q Potsdam and Runner 200%atushansky 2002Asudeh
2002 2004 2012 Asudeh and Toivonen 2008007, 2012 Landau 2009/a):

(2) Harry seems/appears like/as if/as thoughfetie

*This talk expands on ideas presentedgudeh and Toivonef2012. A fuller treatment of these ideas is forthcoming
in Asudeh(2012. This work is supported by an Early Researcher Award froenMlinistry of Research and Innovation
(Ontario) and NSERC Discovery Grant #371969.
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2 Main Claims

e Copy raising is a kind of resumption, but not involving an anbded dependency.
e There are four distinct dialects or grammar-types for Esigtiopy raising.

e The distinctions between these dialects can be capturetafty; and hopefully insightfully, in
a theory that pairs a lexicalist syntactic theory (LexiEahctional Grammar) with a flexible
theory of semantic composition (Glue Semantics).
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4 Data and Generalizations

e True copy raising in English is limited to the verbsemandappearwith complements intro-
duced bylike, as if or as though containing a pronominal ‘copy’ of the subject of the copy
raising verb. This was shown id)above, repeated here:

Q) Harry seems/appears like/as if/as thoughfdile

e The similar subcategorizations of the perception véolo& sound smell tasteandfeel are
typically grouped with copy raising, but I will keep thesades for reasons that will become
clearer shortly.

¢ In this talk, | want to focus on variation in copy raising withspect to three factors:

1. Position of the copy pronoun
2. Obligatoriness of the copy pronoun
3. Expletive alternants of copy raising verbs

e English speakers can be divided into four dialects, acogrth the results of questionnaire
studies of 110 native speakers reportedNsydeh and Toivone(2012).

e The division is based on patterns of grammaticality judgeisieon a forced three-point scale,
for the following kinds of sentences, presented withouttexiy mixed with grammatical and
ungrammatical fillers:

(2) Alfred seems like he hurt Thora.

3) Alfred seems like Madeline claimed that he hurt Thora.
4) Alfred seems like Thora hurt him.

(5) Alfred seems like Thora’s hurt.

Dialect A: These speakers do not accepem/appeawith a non-expletive matrix subject and
alike-complement and would reject all a)(5).

Dialect B: These speakers accept copy raising only if the copy prorothreihighest subject
in the complement introduced like/as if/as thoughthey would reject3)—(5).

Dialect C: These speakers accept copy raising no matter where the copgym occurs in
thelike-complement; they would reject onl$)(

Dialect D: These speakers acceggtem/appeawith a non-expletive matrix subject andike-
complement but do not require a copy pronoun in the complémen

e The copy raising verbseemandappearcan take an expletive subject antikee-complement,
asin @). This is a key piece of evidence that copy raising can takenathematic subject and
therefore really is a kind of raisingRpgers 1974Horn 1981 Potsdam and Runner 2001

(6) a. Itseems like Harry fell.
b. Itappears as if Alfred hurt Harry.

e Even Dialect A speakers, who reject copy raising, accepngikes like these.

e Table2 summarizes the grammaticality patterns for the four dtalbg sentence type.
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% of speakers | Description

(n=110)
Dialect A 6.35% No copy ra_ising su_bcategorization with
non-expletive matrix subject
True copy raising | — copy pronoun
Dialect B 45.1% must be highest subject in complement
of like/as
Dialect C 42204 True copy rai.sing' I— copy pronoun
not necessarily highest subject
Copy raising subcategorization with
Dialect D 6.35% non-expletive matrix subject and no
copy pronoun in complement

Table 1: Variation for English copy raising

Dialect
Example A|B|C|D
It seems like Harry fell. aRrarans
Alfred seems like he hurt Thora. x |V I V|V
Alfred seems like Madeline claimed that he hurt Tharas | * | v | V
Alfred seems like Thora hurt him. x |V |V
Alfred seems like Thora’s hurt. x| % |V

Table 2. Grammaticality patterns for English copy raising

e Copy raising also shows interesting variation with respeeixpletives.

e A number of speakers also allow an expletiiereto be the subject of copy raising, as if),(
even though the copy raising verb cannot otherwise takem@expletive subject, as shown in

(8) and Q).

(7) a. % There seems like there’s moisture in the engine.
b. % There seem like there are two garden gnomes missing.

(8) a. Itseems like Harry’s jumping.
b. *There seems like Harry’s jumping.
(9) a. Itseems like it’s raining.

b. *There seems like it’s raining.

e These examples show that a mathereexpletive subject is licensed only by virtue of the em-
beddedhereexpletive. This is further underscored by the fact thateast for some speakers,
the matrix expletive has the agreement features of the etidoeeixpletive, as shown i),

e Raising is a local operation: we would expect that the verdcdccaise only the subject of the
like-complement; otherwise we would have to give up the localitsaising.

e This leads to the following surprising generalization:
(20) Like andashave raising alternants.

e This means thdike or as the head of théke-complement, raises the expletive subject from its
complement, and then the expletive is raised one step fuothéhe copy raising verb, which
we know independently can raise the subject of its predieatbmplement.

e Thus, we have double raising, but each step is completedj.loc
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5 Background

5.1 Lexical-Functional Grammar
e LFG is a declarative, constraint-based linguistic the#&®lan and Bresnan 1982

e The motivation behind LFG is to have a theory that contributethree ways to our under-
standing of language:
1. Theory, including language universals and typology
2. Psycholinguistics, including language acquisition

3. Computational linguistics, including automatic pagsand generation, machine transla-
tion, and language modelling

5.1.1 The Correspondence Architecture

e The grammatical architecture of LFG posits that differentdk of linguistic information are
modelled by distinct data structures, all of which are pnésanultaneously.

e Structures are related by functions, called corresporelenprojection functions., which map
elements of one structure to elements of another.

e This architecture is a generalization of the architectdré&aplan and Bresnafl982 and
is called theParallel Projection Architectureor Correspondence Architectuf&aplan 1987
1989 Halvorsen and Kaplan 1988sudeh 20062012 Asudeh and Toivonen 2009

e Syntax: constituent structure (c-structure) and fun@iatructure (f-structure).
e C-structure is represented by phrase structure trees:

1. Word order

2. Dominance

3. Constituency

4. Syntactic categories

e F-structure is represented by feature structures (alsek@s attribute value matrices):

1. Grammatical functions, such asBJECTandOBJECT
Case

Agreement

Tense and aspect

Local dependencies (e.g., control and raising)

o ok wn

Unbounded dependencies (e.g., question formatioriiveldause formation)

’’’’’ '=wotoocoloaopopom-—___
/” \\\\\
//// \\\\

- 2N
Form P _---%-~~_Meaning
° e ° H—>e p—>o/ o —>e A—Eo—o‘—»o// | —> o wW—>e
phonological morphological  prosodic  constituent argument functional  semantic  information model
string structure structure structure structure structure  structure structure

Figure 1: The Correspondence Architecture, pipeline var@\sudeh 2012
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5.1.2 Raising

e Raising is represented as functional equality betweenramtical function of the raising verb
and the subject of its open complemeBtdsnan 198R which is a predicative or infinitival

complement.

e An open complement is normally represented as the gramah&ticctionxcomp and lacks a
subject of its own.

e Thexcomp must have its subject specified by the predicate that seleetscomP, through a
local functional equality called functional controlequation Bresnan 198p

(11)

e The matrix and subordinate subjects are identified at t&ire and share a single, token-

(t suB)) =

identical value.

(12)
(13)

(14)
(15)

¢ Raising is thus a lexically controlled local dependency iamdlves simultaneous instantiation
of two grammatical functions to a single f-structure vallibere is no movement involved in
raising and the target of raising in the complement is nataggnted in c-structur®@lrymple

(T XCOMP SUB)

Thora seems happy.

PRED

SUBJ

XCOMP

‘seem’
[PRED ‘Thora’}—

PRED ‘happy’
SUBJ

Thora seems to enjoy cookies.

PRED

SUBJ

XCOMP

‘seem’

[PRED ‘Thora’
PRED ‘enjoy’
SUBJ

OBJ [PRED ‘cookie’

2001, Asudeh 2005gAsudeh and Toivonen 2009



Asudeh

5.1.3 Templates

An LFG template is a label for a functional description — a@fe¢quations and constraints
that describes linguistic structures, such as the funatidescriptions that describe f-structures
(Dalrymple et al. 2004Asudeh et al. 2008 rouch et al. 2011

Template invocation is denoted by the pre@xin a functional description.

The semantics of template invocation is substitution. Aogusrence of a template in a lexical
entry or rule can be equivalently replaced by the grammiadiescription that the template is
associated with.

Templates are therefore purely abbreviatory devices, datrevertheless capture linguistic
generalizations, since associating a grammatical dessripiith a template treats the descrip-
tion as a natural class.

Thus, a grammar with templates is extensionally equivatetite same grammar with all tem-
plates replaced by their associated grammatical desmngtbut the first grammar might ex-
press generalizations that the second grammar does not.

Templates can also encode information hierarchicallygestemplate definitions may refer to
other templates. This is reminiscent of the type hierascbieHPSG Pollard and Sag 1987
1994 and Sign-Based Construction Grammar (SB&Mihaelis 2010Sag 201).

However, template hierarchies represent inclusion, rédtren inheritance. If template B is a
sub-template of template A, then the description that Aliisancluded in the description that
B labels.

lllustration: English agreement

(16) 3SG= (1 suBJPER3=3
(T SUBJ NUM) = SG

a7) smiles (1 PRED) = ‘smile(SuBJ)’

@3SG
(18) smile (T PRED) = ‘laugh(suBy’
-@3SG
(19) 3sG
/\

smiles smile
Templates can also take arguments.
(20) INTRANS(P)= (1 PRED) = 'P(SUBJY’

Given the substitutional semantics of templates, theviotig two lexical entries are equivalent:

(22) smiles @INTRANS(smile)
@3SG

(22) smiles (T PRED) = ‘smile(SuBJ)’
(T suBJ PER$ =3
(T SUBJ NUM) = SG
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5.1.4 Examples
(23)

Vl
Vv DP—////////

\ i >
injured ool
(24) P -
| PRED
| TENSE
PN
[0 VP
|\\\—r——~————* SUBJ
Joi®) V' —
DP
AN 0BJ
vetta —

‘drink (suBJ0BJ)’ ]
PAST

[PRED ‘pro’
PERSON 1 |__|
NUMBER SG
[PRED ‘water’
PERSON 3 a
NUMBER SG

\VO
e

PRED ‘say(SUBJCOMP)’
| ——[PRED ‘pro’-|
UDF
PRONTYPE WHJ
[ [preD ‘pro’
SUBJ
PERSON 2
PRED ‘injure(suBJoOBJ)’
SUBJ
PRED ‘pro’
PRONTYPE REFL
COMP | OBJ PERSON 3
Eqﬁ /NUMBER SING
= g GENDER MASC
9 |TEnsE pasT
MOOD DECLARATIVE
TENSE PAST
MOOD INTERROGATIVE

I/

water
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5.2 Glue Semantics

e Glue Semanticsalrymple 1999 2001, Asudeh 200420058 2012 Lev 2007 Kokkonidis
2008 is a theory of semantic composition and the syntax—secsimierface.

e Gluemeaning constructorare obtained from lexical items instantiated in particshantactic
structures.

(25) M: G

M is a term from some representation of meaningneaning languageand G is a term
of the Glue logic that sticks meanings together, i.e. perfocomposition. The colon is an
uninterpreted pairing symbol.

e Linear logic Girard 1987 serves as the Glue logiDalrymple et al. 19931999ab).

e The meaning constructors are used as premises in a (ling@) loroof that consumes the
lexical premises to produce a sentential meaning.

e A successful Glue proof for a sentence terminates in a mgaminstructor of type:

¢ Alternative derivations from the same set of premisesemantic ambiguity (e.g., scope)

e Linear logic is aresource logic each premise in valid linear logic proof must be used eyactl
once.

e As discussed in detail bpalrymple et al(19993, Glue Semantics is essentially a type-logical
theory and is thus related to type-logical approaches tedoaital GrammarNlorrill 1994,
Moortgat 1997 Carpenter 1997Jager 200b

e The key difference between Glue and Categorial Grammaretasgrammatical architecture,
particularly the conception of the syntax—semantics fater Asudeh 200420058 2006.
Glue Semantics posits a strict separation between syntdvs@mantics, such that there is a
syntax that is separate from the syntax of semantic compnsiCategorial Grmamar rejects
the separation of syntax from semantic composition.

e | assume a small, rather weak fragment of linear logic, rplidative intuitionistic linear logic
(MILL ; Asudeh 200420058.

e Three proof rules of this fragment are of particular intetesre: elimination for® (multi-
plicative conjunction) and introduction and eliminatian finear implication— .

Application : Impl. Elim.  Abstraction : Impl. Intro. Painse substitution : Conj. Elim.
[z : A [z: A" [y: B)?
A f:A_OB_Og f:‘B a:A@B f:‘C
. —— o7, Qe 1,
fla): B Ae.f : A— B = letabexxyinf:C b
Figure 2: Linear logic proof rules with Curry-Howard compesdence
(27) Bo chortled.

(28) bo : b chortle : b—o ¢

—o&

chortle(bo) : ¢
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(29)

(30)

(31)

Anaphora in Glue Semantics are typically treated as funstan their antecedent®#lrymple
et al. 1999¢Dalrymple 200). This is a kind of a variable-free treatment of anaphoragcivh
has also been adopted in certain Categorial Grammar asalJ@eobson 1992ager 2005
among others), although the two variable-free traditiomsetbped separately.

A variable-free treatment of anaphora is quite natural ineGbecause the commutative lin-
ear logic allows anaphora to combine directly with theiregetlents, in opposition to the
kind of intervening operations that are necessary for égifree anaphoric resolution in non-
commutative Categorial Grammar.

The meaning constructor for a pronominal has the followiegegal form, wherg is the f-
structure of the pronoun ard is its o-projection in sem-structure:

Az.z X 2 : (T, ANTECEDENT) — [(1, ANTECEDENT) ®1,]

The pronoun’s type is therefoke, (o, 7)), whereo is the type of the antecedent ands the
type of the pronoun. | here assume that bo@ndr are typee (individuals).

Bo fooled himself.

fooled
1
Bo himself [:b] Aulv.fool(u,v):b—op—o f .
bo:b  AzzXxz:b—(b®p) Av.fool(xz,v) :p— f ly : p]?
bo X bo:b®p ¢ fool(z,y): f ¢

) e 1,2
let bo x bo be x x y in fool(z,y) : f

fool(bo, bo) : f

6 The Resource Management Theory of Resumption

The Resource Management Theory of Resumption (RMTR) iscbasethe following two
claims.

1. The Resource Sensitivity Hypothesis (RSH)
Natural language is resource-sensitive.

2. McCloskey’s Generalization
Resumptive pronouns are ordinary pronouns.

RSH stems from the resource-logical perspective on sememtnposition in Glue Semantics
(Dalrymple 19992001), which uses the resource lodigear logic (Girard 1987 to assemble
meanings.

The upshot of RSH is that compositional semantics is coingltieby resource accounting, such
that component meanings cannot go unused or be reused.

For example, in the following sentence, the adva@dwly contributes a single lexical meaning
resource which cannot be used twice to derive the unavail@elaning that the plummeting
was also slow.

(32) John rolled over the edge slowly and plummeted to thargto
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e The Resource Sensitivity Hypothesis paves the way to sofsitaimplification, since the fol-

lowing independent principles can be reduced to resourtstsaty (Asudeh 2012110-123):
1. Bounded Closure

Completeness and Coherence

The Theta Criterion

The Projection Principle

No Vacuous Quantification

The Inclusiveness Condition

N o o bk 0D

Full Interpretation

e Not only does RSH set the ground for eliminating these ppiesi from our theories, it also
gives us a deeper understanding of the principles, singesttgereduced to the basic combina-
toric logic of language.

e Consider resumptive pronouns in unbounded dependensi@s,(@3), and copy pronouns in
copy arising, as in34):

(33) an ghirseachar ghoidna siogai i (Irish)
thegirl COMP.PAST stole thefairies her
‘the girl that the fairies stole (her) away’
(McCloskey 2002189, (9b))

(34) Thora seems like she’s enjoying the movie.

e From the perspective of RSH, both the resumptive pronoud3h gnd the copy pronoun in
(34) are equallysurplus resources

e The logic behind the Resource Management Theory of Resampias follows. If a re-
sumptive (unbounded dependency resumptive or copy prgnisam ordinary pronoun, then
it constitutes a surplus resource, because it would otlsergaturate either the scope of an
operator, as in33), or the argument position of the matrix subject, as3A)( If Resource
Sensitivity is to be maintained, then there must be an auiticonsumer of the pronominal
resource present.

e The consumer of the resumptive or copy pronoun is a furtlsenunee that consumes a pronomi-
nal resource. These resources are catladager resourcebecause they manage an otherwise
unconsumable pronominal resource.

e Alanguage with copy raising has such manager resourceslgxassociated with copy raising
verbs.
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e Manager resources have the following general compositgsteema, where® is some pro-
noun that the lexical contributor of the manager resouroceacaess and is the antecedent or
binder of P:

(35) (A0 AR P)—o(A— A)
e The general template for manager resources:

(36)  MRy(g,f) =APAy.y: (9o — (90 @ fo)] — [96 —© go]

e F-structuref is the f-structure of the pronoun to be consumed and f-stragtis the f-structure
of the UDF, in the case of unbounded dependency resumptives, or &ithe in the case of
copy raising resumptives.

e In order to avoid some clutter, we define a monadic templatedpy raising as follows, are
defined in terms of MR as follows, where MRis a manager resource parametrized such that
the antecedent of the surplus pronoun is the ISCEHJECT:

(37)  MR(f) = MRy((1 suBJ), f)

Antecedent
Premises
Pronoun Manager resource
A—(A®P) [A— (A® P)]— (A— A)
—og Manager resource removes pronoun
A A—A
—og  Result of pronoun removal combines with antecedent;
A final result is just antecedent
Figure 3: A manager resource in action (binder of lower type)
Quantificational
: binder
Premises
Pronoun Manager resource
| A—o (A® P) [A—o (A® P)] —o (A —o A) i
| —O0

; 4] A— A g:

: I —og I

A— S ! A !

S
—— —°7,1
VX.[(A— X)— X] A— S
3 —og, [SIX]

Figure 4. A manager resource in action (quantificationadleri



13 Asudeh

7 Analysis: Dialect C

e | assume an event semantics for copy raising (for more detmbAsudeh and Toivonen 20)1.2

e Events facilitate the analysis of the semantics of the esgioas that introduce the complement
to copy raisinglike/as if/as though

(38) Alfred seems like he hurt Thora.
(39) Alfred seems like he knows the answer.
e Copy raising involves a comparison between a state of songeeeming the be the case

and an eventuality in thike-complement, where | follovBach (1981) in adopting the term
eventualityas a cover term for events and states.

e A target event semantics faB§) is:
(40)  ds.seem(s,3e.[(s ~ €) A hurt(e, a, t)])

e | adoptvariables, s, s”, ..., for states and variables ¢’, ¢”, . . ., for events. | adopt an even-
tuality metavariableg, over state or event variables. All bound instances @i a formula
must be resolved to the same state or event variable; Gluégivelow will involve an implicit
resolution of this kind, marked as, e.fgx].

e Hereis an example of an event semantics analysis of a sisgiéence. The proof assumes that
there is a generally available optional operation of exisééclosure of an eventuality variable,
indicated by-e; this is a standard assumption in event semantics, whiclibeamplemented
in various waysAsudeh 2012

(41) Alfred consoled Thora.

(42) l.a:a Lex. Alfred
2. AyAze.console(e,z,y):t—oa—oe—c Lex.consoled
3.t:t Lex. Thora

(43) Thora consoled
t:t AyAzAe.console(e,x,y): t—oa—oe—oc Alfred

AzAe.console(e,x,t) : a—e—oc a:a

Ae.console(e, a,t) : e—oc

Jde.console(e, a,t) : ¢
e The interpretation in40) introduces a similarity operatot;, which is defined as follows:

(44) For any two eventualities and 3, a ~ g is true if and only if there is a property
such thatP(«) is true andP(3) is true.

In other words, for two eventualities to be considered simthey must share some property.

e The similarity operator provides the basis for the follogviexical entry forlike, the head of
the copy raising verb’s complement:

(45) like: P° (1 PRED) = ‘like’
APAs.3e.[(s ~e) A P(e)] :
[(1 COMP, EVENT) —o (1 COMP),| —o
((XCOMP 1), EVENT) —o 1,
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e The lexical entry for theseems like/as though/asstibcategorization acdeemin Dialect C is
given in @6). It uses two templates, which are defined4i)(and @48).

(46) seemy.: V (1 PRED) = ‘seem’
@RAISING
(@CR( GFY))

APMXs.seem(s, P(s)) :
(1> EVENT) —o (T XCOMP),] —o (1, EVENT) — 1T,

47) RAISING= { (1 SUBJ EXPLETIVE) =.IT A — (T XCOMP) |
(T suBJ) = (T XCOMP sSuB) }

(48) CR() = %Copy=f
(T suB)), = (%Copy, ANTECEDENT)
@MR,(%Copy)
@RELABEL,(%Copy)

AzAP.P(z) : (1 SUBJ), —o [(1 SUBJ) —1,] — 15

e The meaning constructor in the lexical entry for the copgiray verb, 46), treats the meaning
of the verb as a property of states that results from comgwith the property of eventualities
that is the meaning of its complement (lilee-complement).

e The c-structure and f-structure f@8) are shown in49) and £60). This f-structure instantiates
the lexically contributed meaning constructors, showrbit).( Figure5 shows the proof con-
structed from these premises. Fig@ralso shows the meaning language side of the meaning
constructors. The result of the proof is the target intagti@n in @0): Js.seem(s, Je.[(s ~ e) A hurt(e, a,
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(49)

(50)

IP
/\
(tsuB) =1 1=
DP |’
Alfred t=1
VP
T=1 (+ XCOMP) = |,
Vo PP
seems T ;¢
/\
=1 (+ comP) = |
P P
| ——
: (tsuB) =1
like op
he
1=
V
I
hu
-PRED ‘seem’
SUBJ [PRED ‘Alfred’
[PRED  ‘like’
SUBJ
[PRED ‘hurt’
PRED ‘pro’
XCOMP . oERs 3
COMP NUM  SG
GEND MASC
OBJ PRED ‘Thora’
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(51)

l.a:a

2.

3.

APAs.seem(s, P(s)) :
(el —ol)—o (el —o )
AZAP.P(x) :

a—o(a—os)—os

CAPAyy

[a — (a®@p)]—e (¢ —a)

.AP.P:

(p—s) —(a—os)

. APXs' Je[(s" ~e) N P(e)]:

(e2 —h)—el —ol

A2 X 2

a—(a®p)

AyAz e hurt(e x, y)

t—op—oe2—h
t:1

Lex. Alfred
Lex.seems

Lex.seems (CR)

Lex.seems (CR: MR)
Lex.seems (CR: RELABEL)
Lex. like

Lex. he

Lex. hurt

Lex. Thora
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e Next we turn to an expletive alternant, as &2)
(52) It seems like Alfred hurt Thora.

o If we take seriously the claim that the expletive variabg)( has the same interpretation as the
non-expletive variant3s).

e This is typically considered a key property of copy raisitigen the target interpretation is the
same as40), repeated here:

(53) ds.seem(s,Je.[(s ~ €) A hurt(e, a, t)])

e The only real distinction here is that the denotatiorAtifed, a, composes directly with the
denotation ohurt, rather than being threaded through a manager resourceogggonoun,
as in the copy raising alternant.

e The key to the expletive interpretation is the optionalifyttee copy raising template, CR, in
the lexical entry for the copy raising verlgg).

— In the expletive variant, this template cannot be satisfstice the manager resource
cannot be satisfied, because the expletive does not caetalnesource for the manager
resource to consume.

— The lexically contributed meaning constructors f62)(are therefore the same as b1j,
with the exception of the three premises that are contribbtethe CR template and the
premise contributed by the pronoba

e The c-structure and f-structure fd2) are shown in%4) and 65). The lexically contributed
meaning constructors are shown B6). Figure7 shows the proof constructed from these
premises. Figur& also shows the meaning language side of the meaning cotwssud he
result of the proof is the target interpretation &8); 3s.seem(s,Je.[(s ~ e) A hurt(e, a, t)]).
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(54) IP
/\
(tsuB)=] 1=
DP |’
I
A
It VP
/\
t=1 (+ XCOMP) = |
Vo PP
I
se(‘ems T fﬁ
/\
=1 (1 comp) =]
Po IP
I _— T
, (T suB) =1 t=1
like DP Y
I
/N i
Alfred VP
/\
t=4  (toB)=1
\V DP
| /N
hurt Thora
(55) [PRED ‘seem’ ]
SUBJ [EXPLETIVE IT
-PRED ‘like’ ]
SUBJ
PRED ‘hurt’
XCOMP
comp |SUBJ [PRED ‘Alfred’}
OBJ [PRED ‘Thora’}

1. (el —l)—o (el —os)
2. (e2—oh)—oel —ol

3.
4
5

a
.t—oaq—oe2—oh
Lt

(56)

Lex.seems
Lex. like
Lex. Alfred
Lex. hurt
Lex. Thora
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hurt Thora
foa—oe2—h 1 Alfred
a—oe2—h a like
e2 —oh (e2 —oh)—oel —ol seems
el —ol (el —l)—o (el —os)
el —os

de

ds.seem(s, de.[(s ~ e) A hurt(e, a,t)]) : s

Figure 7: Proof for an expletive alternant example of Ermgtispy raising

hurt Thora
Aydz e hurt(e x,y): t:
t—oa—oe2—h t Alfred
Az e hurt(e, z,t) : a:
t—oa—oe2—oh a—oe2—h a .
like
e hurt(€', a,t) : APAs' Fe.[(s' ~e) N P(e)] :
e2—h (e2 —h)—el —ol
[ele] seems
s’ e [(s" ~ e) A hurt(e, a, t)] : AP\s.seem(s, P(s)) :
el —ol (el —ol)— (el —os)

As.seem(s, Je.[(s ~ e) A hurt(e, a, t)]) :
el —os

de

ds.seem(s, Je.[(s ~ e) A hurt(e, a,t)]) : s

Figure 8: Proof for an expletive alternant example of Erdmgtispy raising, with meaning language
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8 A Formal Lexicalist Account of Copy Raising Variation

8.1

Dialect B

e Dialect B is like Dialect C in having copy raising, exceptttti@e copy pronoun must be the

8.2

subject of the complement bke/as

(57) Dialect B: Restricted Copy Raising

a. Alfred seems like he hurt Thora.
b. *Alfred seems like Thora hurt him.

The distinction between the two dialects is captured byrigtstg the argument of the copy
raising template in the lexical entry of the copy raisingovas follows:

(58) seemy.. V :
( @CR( xcomp cOMP SUB))

The path is restricted such that the copy pronoun must bsulse of the comp of the copy
raising verb’'sxcomp. This is the highest overt subject, the subject of the compla of
like/as

As indicated by the ellipses, the lexical entry is otherwtise same as the lexical entry for
Dialect C in 46).

The CR template is again optional, which correctly allowslBit B grammars to generate
expletive-subject copy raising alternants, likeeems like Alfred hurt Thoran the same way
as in Dialect C.

Dialect A

Dialect A is even more strict than Dialect B. It does not havpycraising:

(59) Dialect A: No Copy Raising

a. *Alfred seems like he hurt Thora.
b. *Alfred seems like Thora hurt him.

This dialect is accounted for by deleting the CR templatenftbe lexical entry for the copy
raising verb.

The lexical entries for Dialect A's copy raising verbs arstjlike those for Dialect C and Dialect
B, except that there is no CR line.

This correctly allows Dialect A grammars to generate exyptesubject copy raising alternants
in the same way as in Dialect C, since these are generated twb@ptional CR template is
absent.
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8.3

Dialect D

Dialect D was the most permissive dialect, not requiring pycpronoun at all with a copy
raising verb:
(60) Dialect D: No Copy Pronoun Required

a. Alfred seems like Harry’s hurt.
b. Alfred seems like Isak hurt Thora.

This dialect arguably has a modified interpretation for thyycraising subcategorization, such
that the copy raising verb is in fact a control verb.

Like Dialect A, this dialect lacks the CR template entirdyt unlike Dialects A—C, the puta-
tive copy raising verb is instead ambiguous, such that oadimg is associated with a thematic
subject, while the other reading is associated with the sameag meaning constructor as in
(46) above.

This ambiguity is somewhat unappealing, but is requiredltovdor the expletive alternation.
The meaning constructors are numberedit) (for ease of subsequent reference.

(61) seemy.. V (1 PRED) = ‘seem’
@RAISING

{ AxAPAs.seem(s,z, P(s)) : O
(1 suBJ), — [(1, EVENT) —o (1 XCOMP),] —o
(1, EVENT) — 1,

AzAP.P(z) : O
(T suBJ, —[(T SUBY) —Ty] — T, |
AP\s.seem(s, P(s)) : 0

[(1, EVENT) —o (1 XCOMP),,] — (1, EVENT) — 1, }

e The first and second meaning constructors constitute on@iotr interpretation of the ‘copy

raising’ verb in Dialect D, while the third meaning constiarcconstitutes the other.

— The third meaning constructor i81) is a raising meaning constructor, just as4)(

— The second meaning constructor is the meaning construssoceted with the CR tem-
plate in the other dialects.

— The first meaning constructor is the same as the meaningraotwtfor copy raising in
the other dialects, except that the verb takes the matripesués an argument.

— Nevertheless, the verb invokes the RAISING template; i.bas the syntax of a raising
verb, even though the matrix subject is an argument.

— This means that the relationship between the copy raisirtlgased its subject, in Dialect
D, is like that of a subject control verb with that of its sutijerather than like that of a
raising verb.

— This is, in effect, predicted by the standard LFG theory afctional control Bresnan
1982, which posits the same syntactic relation of equality faising and obligatory
control, and LFG’s grammatical architecture, which allanismatches between levels of
grammar Kaplan and Bresnan 198Raplan 19871989 Asudeh 20062012).

e Figure9 shows a proof with meaning language for the Dialect D exar(f®b). Dialect D

expletive examples are analyzed exactly like the expletkamples in the other dialects, as
previously illustrated in Figuregand8.
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8.4

Expletives

The last aspect of dialectal variation to be captured carscire nature of expletive subjects,
which seems to cross-cut the four dialects. All speakersmcsentences like@), and no
speakers accept sentences |i88)( but some speakers also accept sentencesddie (

(62) It seemed like there was a problem.

(63) *There seemed like it rained.

(64) %wThere seemed like there was a problem.

The existing lexical entries given so far gener&® @nd correctly fail to generatéd), due to
the RAISING template.

As discussed above, the contrast between sentence$Bkar(d 64) indicates that the matrix
expletivethereis licensed only if there is an embedded explethverein thelike-complement.

However, the f-structure projected bie/asitself has asuBJ.

In order to preserve the locality of raising, the lowleeremust be equated with this intervening
subject position and the intervening subject position nthsh be equated with the matrix
subject position.

This is shown in the following abbreviated f-structure fengence §4).

(65) [PRED  ‘seem’
SUBJ [EXPLETIVE THERE}
[PRED  ‘like’ 1
SUBJ
XCOMP PRED ‘be’ -l
xcomp | SUBJ
PREDLINK |PRED ‘problem’”

In sum, in order for the locality of raising to be preservigte andas must have raising alter-
nants.

In dialects that allow &4), the lexical entry forike/asthus optionally calls the RAISING
template:

(66) like: P° (1 PRED) = ‘like’
( @RAISING )

APAs.3e.[(s ~e) A P(e)] :
[(1 COMP, EVENT) —o (T COMP),] —o
((XCOMP 1), EVENT) — 71,

TheRAISING is repeated here:

(67) RAISING= { (7 SUBJ EXPLETIVE) =.IT A — (T XCOMP) |
(T suB)) = (T XcoMP suB) }

The optional RAISING template can only be selected if bothghbject of the copy raising
verb and the subject dike are expletives.
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9 Conclusion

¢ | have provided an analysis of copy raising that treats itlaa@of resumption.

e The unification of copy raising with resumption in unboundegendencies is based on the Re-
source Management Theory of Resumption, which is in turedas the Resource Sensitivity
Hypothesis.

e Within the context of this analysis of copy raising, | havewh how we can take variation in
grammars of English copy raising seriously.

e We can account for the variation through differences indalentries, but where the formal-
ization of these featural differences is well-grounded.

e The flexible theory of semantic composition provided by GBgmantics is an important part
of this lexical factorization, since it allows us to spliethelevant bits of meaning up such that
they can be associated with different lexical entries aseae

e An obvious direction for future work is to investigate whettthere are limits on this kind
of formal variation, but in order to investigate such limite first need to formalize variation
properly, beyond general appeals to ‘features’ or ‘paransét
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