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Abbreviations:	

DM:	 Distributed	Morphology	(Halle	&	Marantz	1993)	
GPFM:	 Generalized	Paradigm-Function	Morphology	(Spencer	2013)	
LFG:	 Lexical	Functional	Grammar	(Kaplan	&	Bresnan	1982)	
MPP:	 Minimalist	Principles	&	Parameters	(Chomsky	1995)	
PFM:	 Paradigm-Function	Morphology	(Stump	2001,	Stump	2016)	
MSI:	 Morphology-Syntax	Interface	
LIH:	 Lexical	Integrity	Hypothesis	
OT:	 Optimality	Theory	(Prince	&	Smolensky	2004)	

	

1. Overview	
	
Background:		Lessons	learned	from	Siddiqi	&	Harley	(2016).		
	
Ø There	is	a	marked	lack	of	consensus	on	the	foundations	of	morphological	theory	(with	the	apparent	

contemporary	exception	of	realization).	
	

o This	is	compounded	by	a	very	pronounced	tendency	to	silo	ourselves.	

	
Goal	of	today’s	talk:	

Ø Bridge-building	endeavor	between	two	silos	
o LFG	(Ash)	&	DM	(Dan)	

	
What	we	are	going	to	do:	

Ø Argue	for	the	potential	benefits	of	a	DM	interface	with	LFG.	
	

Ø Propose	an	architecture	for	such	an	interface.	
	

Ø Discuss	some	potential	strengths	of	such	a	model.	

	
What	we	are	NOT	going	to	do:	

Ø Argue	for	or	against	the	many	hypotheses	we	will	discuss	and/or	assume	here.	
	

o Lexical	Integrity	
o The	morpheme-based	or	word-based	approach	
o The	morphome	hypothesis	
o The	mirror	principle	
o Etc.	

	
Ø We	assume	you	know	the	arguments	for	and	against	these	and	we	are	not	here	to	settle	these	

debates.	 	
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2. Why	would	DM	want	an	interface	with	LFG?	

DM	doesn’t	have	to	be	married	to	Minimalism	(MPP).			

• There	is	no	reason	for	DM	to	exclude	the	many	syntacticians	who	reject	tenets	of	MPP	but	would	not	
necessarily	reject	(at	least	some	of)	the	tenets	of	DM.	
	

• DM	doesn’t	need	to	be	derivational:	
	

o Declarative	models	have	their	appeal	
	

§ Almost	every	other	model	of	syntax	other	than	MPP.	
	

§ A	syntactic	model	that	is	more	surface-true	(e.g.	LFG’s	c-structure)	is	in	some	ways	
easier	to	interface	with	a	realizational	model.	
	

§ DM	is	in	the	midst	of	suffering	from	a	glut	of	post-syntactic	operations	(Trommer	1999,	
Caha	2009,	Bermudez-Otero	2013,	Haugen	&	Siddiqi	2016)	
	

• Many	of	these	can	be	eliminated	by	a	spanning	account	for	morphosyntax	
(Ramchand	2008,	Svenonius	2012,	Merchant	2013,	Haugen	&	Siddiqi	2016)	
	

o Spanning	approaches	are	inherently	declarative	(which	makes	them	
compatible	with	declarative	models	such	as	LFG).	
	

• Many	others	can	be	alleviated	by	OT	accounts	of	morphophonology.	(Bye	&	
Svenonius	2014,	Haugen	2011,	Haugen	&	Siddiqi	2016)	
	

o OT	accounts	are	also	fundamentally	declarative!	
	

§ These	alternative	models	of	DM	that	are	inherently	declarative	largely	aim	to	account	
for	particular	classes	of	phenomena:	
	

• Non-local	morphophonological	relationships.	
• Stem	Allomorphy.	
• Root	Suppletion.	

	

3. 	Who	does	LFG	exclude?	
	

Ø LFG	often	offers	an	incremental	approach	to	morphology,	at	least	in	pedagogical	sources	such	as	Bresnan	
et	al	(2016).	
	

Ø At	the	same	time,	most	models	of	morphology	have	abandoned	the	incremental	approach	to	morphology	
over	the	course	of	the	last	two	decades.	
	
o Contemporary	morphology	is	typically	realizational	(Beard	1995)	

	
v The	work	so	far	in	interfacing	LFG	with	a	realizational	MSI	has	been	about	interfacing	it	with	PFM	or	GPFM.		

See	for	example:	
	

1. Spencer	2003,	2004,	2005,	2013	
2. Spencer	&	Sadler	2001,	Sadler	&	

Spencer	2004	
3. Luis	&	Sadler	2003,	Luis	&	Otoguro	

2004	
	
	

4. Otogoru	2003	
5. Sadler	&	Norlinger	2004,	2006	
6. Marcotte	&	Kent	2010,	Marcotte	2014	
7. Dalrymple	2015	
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Ø Nearly	all	these	models	make	shared	assumptions	(which	we	sum	here).	
	
1. Realization	is	a	mapping	from	f-structure	to	morphological-structure	(Butt	et	al.	1996,	Frank	&	

Zaenen	2002)	to	PFM	(or	its	ilk).	
	
• Avoiding	c-structure	mappings	preserves	the	Lexical	Integrity	Hypothesis.	

	
• Mapping	to	intermediate	level	preserves	the	morphome	hypothesis	(Aronoff	1994)	

The	big	question	that	we	ask	here	is	this:		Who	does	LFG	exclude	by	limiting	its	morphological	research	to	a		
PFM-style	realizational	approach?	

2. Realizational	morphologists	who	work	with	LFG	tend	to	be	those	that	subscribe	to	the	word-based	
approach.			
	
• This,	of	course,	excludes	those	morphology	practitioners	that	subscribe	to	morpheme-based	

approaches	(in	this	context,	we	refer	here	to	the	realizational-lexical	approaches;	see	Stump	
2001)	
	

3. This	makes	intuitive	sense	because	LFG	takes	as	one	of	its	core	assumptions	the	Lexical	Integrity	
Hypothesis	(Aronoff	1976,	DiSciullo	&	Williams	1985,	LaPointe	1980,	Bresnan	et	al	2016).	
	
• HOWEVER,	in	the	context	of	a	realizational	MSI,	you	can	give	up	the	strictest	version	of	the	LIH	

without	giving	up	much	of	the	motivation	for	the	LIH			
	

Ø So,	what	ties	does	LFG	gain	by	countenancing	two	alternative	theories	of	the	MSI?		
	
a. As	above,	practitioners	of	morpheme-based	models.	

	
b. Similarly,	those	seeking	syntactocentric	explanation	for	morphological	phenomena.	

	
c. Related,	supporters	of	the	Mirror	Principle	(Baker	1985).	

	
• This	is	significant	because	early	standard	incremental	LFG	is	really	good	at	the	Mirror	Principle	

(as	pointed	out	by	Baker	1985).		
	

d. The	model	we	propose	here	does	not	require	the	intermediary	m-structure.	
	
• Extant	realizational	LFG	models	typically	assume	that	f-structure	is	the	syntactic	level	that	

interfaces	with	morphology	(via	m-structure).	
	

• If	you	don’t	assume	the	morphome	hypothesis,	then	a	model	without	an	intermediate	m-
structure	is	more	parsimonious.	
	
♦ Will	be	appealing	to	those	practitioners	that	reject	the	morphome	hypothesis.	

	
• This	should	appeal	to	extant	LFG	practitioners	as	well.	

	
♦ 	Mapping	from	f-structure,	while	preserving	the	LIH,	runs	into	its	own	problems.			

	
Ø F-structure	does	not	make	the	right	structural	distinctions	to	facilitate	realization	of	

forms.	
§ e.g.	agreement	information	is	contributed	to	the	f-structure	from	many	places	in	

the	c-structure.			
	

Ø WHERE	it	comes	from	in	the	c-structure	is	important	to	the	morphology.	
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4.	 Distributed	Lexical	Functional	Grammar	(DLFG)	

Step	1:		Abandon	the	hypothesis	that	c-structure	contains	phonological	strings	at	all.	

Step	2:		Assume	that	c-structure	contains	f-descriptions	that	are	NOT	linked	to	words.	

• Not	an	entirely	novel	proposal:	Asudeh	et	al	2013,	Asudeh	&	Toivonen	2014	
	

o F-descriptions	for	“constructional”	meanings	are	introduced	directly	into	the	c-structure	(which	
means	constructions	do	not	have	to	be	adopted	as	theoretical	primitives).	

Step	3:		New	Proposal:			

• All	there	is	in	the	c-structure	is	these	independent	f-descriptions.	
	

• No	“words”	
	

• Depending	on	your	model	of	morphology,	you	might	also	assume:	
	

o Lexical	Identifier	
o Meaning	constructors	

	
• (↑PRED)	=	‘Sandy’,	etc.,	is	minimally	sufficient	though.	

	
1) Traditional	LFG	c-structure	and	f-structure	for	“Sandy	says	stuff”	
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2) Revised	c-structure	for	“Sandy	says	stuff”:	No	phonological	material	in	the	terminals.	

	

• This	hypothesis	enables	ANY	realizational	model	to	be	read	directly	off	the	c-structure.	
o Avoids	the	f-structure	mapping	problem	(discussed	above).	

	
• To	get	a	morpheme-based	model,	we	need	to	split	off	the	individual	f-descriptions	into	smaller	

“morpheme”	sized	nodes.	
	

3) Possible	DLFG	c-structure	“Sandy	says	stuff”		

	

• Without	further	architecture	this	model	inherits	all	DM’s	problems	of	dealing	with	words	with	stem	
allomorphy,	portmanteau,	etc,	that	require	derivational	mechanisms.	
	

o We	need	to	enable	a	spanning	account.	
	

o Here	we	adopt	a	post-linearization	spanning	account	for	the	reasons	given	in	Haugen	&	Siddiqi	
(2016)	and	Merchant	(2013).	
	

Step	4:	 New	Proposal:			

• The	FLATTEN	function	operates	on	c-structure	and	maps	c-structure	to	an	ordered	list	of	(sets	of)	the	
terminal	f-descriptions.	
	

o Flattening	is	just	the	standard	tree-theoretic	operation	of	taking	the	yield	of	the	tree,	where	
the	yield	is	the	information	in	the	terminal	nodes,	preserving	their	order	in	the	tree.		

o So	the	yield	of	a	standard	vanilla	phrase-structure	tree	would	be	the	string	that	the	tree	
parses.		

o In	our	case,	as	the	terminals	are	sets	of	f-descriptions,	the	yield	that	results	from	the	FLATTEN	
function	is	not	a	string,	but	an	order-preserving	list	of	sets	of	f-descriptions	
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• Stating	constraints	and	operations	on	the	yield	of	a	tree	in	LFG	has	been	independently	motivated	
prior	to	this	proposal.		See	Asudeh	(2009).	
	

• Predicts	realizational	forms	can	be	dependent	on	linear	precedence,	not	(necessarily)	hierarchical	
relations.	
	

o English	Nominative	Case	
	
	

4) 	English	nominative	case.	
	

a. Me	and	Jack	went	to	the	store.	
b. *I	and	Jack	went	to	the	store.	
c. Jack	and	me	went	to	the	store.	
d. Jack	and	I	went	to	the	store.	

	
e. Us	linguists	hate	pedants.	
f. %We	linguists	hate	pedants.	

	
g. Me	kicking	a	desk	shocked	the	audience.	
h. *I	kicking	a	desk	shocked	the	audience	

	
• GENERALIZATION:		English	nominative	case	is	sensitive	to	linear	precedence		

(in	additional	structural	conditions;	adverbs	present	the	usual	problems).	
	
• Realizational	morphology	can’t	be	sensitive	to	this	type	of	condition		

unless	it	acts	on	a	linearized	or	flattened	structure.	
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Step	5:		New	Proposal:	

• The	REALIZE	function	maps	flattened	structures	(the	output	of	FLATTEN)	to	phonological	forms.	
	

o This	mapping	is	subject	to	constraints	familiar	from	DM	(or	Nanosyntax)	(see	6	below).	
	

5) 	“Sandy	says	stuff”.	
	

	
	

6) Constraints	on	realization	(i.e.,	the	function	REALIZE).	
	

a. Use	the	fewest	listemes	you	can	for	the	job.	(MINIMIZE	EXPONENCE:	Siddiqi	2009)	
	

b. Use	the	listeme	that	expones	the	most	amount	of	information	in	the	X0	it	expones.	(Subset	
Principle,	Halle	&	Marantz	1994)	
	

c. REALIZE	may	expone	multiple	adjacent	X0s	provided	that	the	f-descriptions	exponed	by	the	
inserted	listeme	are	as	large	a	subset	of	the	string	of	adjacent	X0s	than	that	which	could	
otherwise	be	expressed	by	separate	listemes	at	the	contained	X0s.	(Post-linearization	Spanning;	
Haugen	&	Siddiqi	2016)	
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5.	 	Stem	Allomorphy	in	DLFG	

Compare	derivation	of	“Sandy	says	stuff”	in	(5)	above	(stem	allomorphy)	with	“Sandy	kicks	stuff”	in	(7)	below	
(no	stem	allomorphy)	

7) 	Sandy	kicks	stuff.	

	 	

• Says	expresses	2,	3,	and	4	because	says	is	a	suppletive	portmanteau	form	of	[say+s]	(despite	its	
transparent	spelling)	
	

• Kick	expresses	2	while	–s	expresses	3	and	4	because	while	–s	is	a	portmanteau,	kick	is	the	regular	
expression	of	2.	
	

• In	this	way,	DLFG	accounts	for	stem	allomorphy	with	a	listing	account	but	accounts	for	regular	
morphology	with	a	morpheme-based	account.			
	

o See	Haugen	&	Siddiqi	(2016)	for	details	
	

6.			 Hybrid	model	

What	we	are	presenting	here:		

Ø Does	not	fully	accept	or	reject	the	word-based	hypothesis.	
	

Ø Nor	does	it	fully	accept	or	reject	the	morpheme-based	hypothesis.	
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Rather,	we	countenance	a	hybrid	of	the	two.	

Ø Some	forms	involve	whole	word	storage	
	
o High	frequency	word	forms	
o Forms	with	low	compositionality/parsability	(stem	allomorphy)	
o Suppletive	forms	
o Forms	with	low	productivity	
o Forms	with	borrowed	morphology	
o Forms	with	irregular	or	moribund	morphology	
o Forms	with	non-compositional/idiosyncratic	(unpredictable)	meaning	
o Certain	types	of	portmanteau	morphemes	
o Etc.	

	
Ø Some	forms	involve	morphemic	decomposition	

	
o Regular	morphology	
o Low	token	frequency,	high	pattern	frequency	forms	
o Forms	with	high	productivity	
o Forms	with	clear	concatenative	boundaries	
o Etc.	

This	is	not	a	novel	assumption.	

Ø Assumed	by	Nanosyntax	(Starke	2005,	2009)	and	by	practitioners	of	spanning	within	DM	(see	Haugen	
&	Siddiqi	2016)	and	also	increasingly	by	“root	storage”	models	of	stem	suppletion	within	DM	(see	
Harley	2014,	for	example).	
	

Ø Called	“Moderate	Word-Form	Lexicon”	by	Haspelmath	&	Sims	(2010).	
	

Ø This	model	has	some	benefits:	
	
o Incorporates	most	of	the	strongest	arguments	for	a	word-based	approach.	

	
o Same	with	the	morpheme-based	approach.	

	
o Has	been	increasingly	supported	by	psycholinguistic	research	into	whole	word	processing.	

	
• See	for	example	the	work	of	Harald	Baayen	and	his	colleagues.	

	

7.			 Conclusions	

Ø Argued	that	DM	need	not	exclude	LFG.	
Ø Argued	that	LFG	need	not	exclude	DM.	
Ø Argued	that	both	benefit	from	bridge-building	(i.e.	a	DM	interface	with	LFG)	
Ø Proposed	a	possible	architecture	for	such	a	DM-LFG	interface.	
Ø Showed	the	strengths	of	this	model	(hybrid	word/morphology	declarative	model)	

	
	

Future	Research	

v We	need	to	work	out	some	phrase	structure	rules	for	the	c-structures	in	this	model.	
v An	obvious	test	of	this	model	is	ergativity	and	the	distribution	of	case	in	split	ergative	languages.	
v Verb	classes	seem	to	pose	a	particular	challenge	for	this	model.	
v Multi-word	expressions,	such	as	X	kills	Y	dead,	may	also	be	particularly	challenging.		

	



Asudeh	&	Siddiqi	 	 	 	 	 	 	 	 	 DLFG	
	 	

10	
	

References	

Ackema,	Peter,	and	Ad	Neeleman.	2004.	Beyond	Morphology:	Interface	Conditions	on	Word	Formation.	Oxford:	
Oxford	University	Press.	

Anderson,	Stephen.	1992.	A-morphous	Morphology.	Cambridge:	Cambridge	University	Press.	
Aronoff,	Mark.	1976.	Word	Formation	in	Generative	Grammar.	Cambridge:	MIT	Press.	
Aronoff,	Mark.	1994.	Morphology	by	Itself.	Cambridge,	MA:	MIT	Press.	
Asudeh,	Ash.	2009.	Adjacency	and	locality:	A	constraint-based	analysis	of	complementizer-adjacent	extraction.	

In	Miriam	Butt	and	Tracy	Holloway	King,	eds.,	Proceedings	of	the	LFG09	Conference.	Stanford,	CA:	CSLI	
Publications.		

Asudeh,	Ash.	2012.	The	Logic	of	Pronominal	Resumption.	Oxford:	Oxford	University	Press.		
Asudeh,	Ash,	Mary	Dalrymple,	and	Ida	Toivonen.	2013.	Constructions	with	Lexical	Integrity.	Journal	of	

Language	Modelling	1(1):	1–54.		
Asudeh,	Ash,	and	Ida	Toivonen.	2014.	With	Lexical	Integrity.	Theoretical	Linguistics	40(1–2):	175–186.		
Baker,	Mark.	1985.	The	mirror	principle	and	morphosyntactic	explanation.	Linguistic	Inquiry	16(3):	373–415.		
Beard,	Robert.	1995.	Lexeme-Morpheme	Base	Morphology;	a	General	Theory	of	Inflection	and	Word	Formation.	

Albany,	NY:	SUNY	Press.	
Bermúdez-Otero,	Ricardo.	2013.	The	Spanish	lexicon	stores	stems	with	theme	vowels,	not	roots	with	

inflectional	class	features.	Probus	25(1):	3-103.		
Bresnan,	Joan,	ed.	1982a.	The	Mental	Representation	of	Grammatical	Relations.	Cambridge,	MA:	MIT	Press.		
Bresnan,	Joan.	1982b.	The	Passive	in	Lexical	Theory.	In	Bresnan	1982a,	3–86.		
Bresnan,	Joan,	Ash	Asudeh,	Ida	Toivonen,	and	Stephen	Wechsler.	2016.	Lexical-Functional	Syntax.	Malden,	MA:	

Wiley-Blackwell,	2nd	edn.		
Butt,	Miriam,	María-Eugenia	Niño,	and	Frédérique	Segond.	1996.	Multilingual	Processing	of	Auxiliaries	within	

LFG.	In	Dafydd	Gibbon,	ed.,	Natural	Language	Processing	and	Speech	Technology:	Results	of	the	3rd	
KONVENS	Conference,	111–122.	Berlin:	Mouton	de	Gruyter.	Reprinted	in	Sadler	and	Spencer	(2004,	11–
22).		

Bye,	Patrik	and	Peter	Svenonius.	2012.	Non-concatenative	morphology	as	epiphenomenon.	In	Jochen	
Trommer,	ed.,	The	Morphology	and	Phonology	of	Exponence,	427–95.	Oxford:	Oxford	University	Press,	
Oxford.	

Caha,	Pavel.	2009.	The	nanosyntax	of	case.	PhD	dissertation,	University	of	Tromsø.	
Chomsky,	Noam.		1970.		Remarks	on	Nominalization.		In	R.	Jacobs	&	P.	Rosenbaum	(eds),	Readings	in	English	

Transformational	Grammar,	184–221.	Waltham,	MA:	Ginn.	
Chomsky,	Noam.	1995.	The	Minimalist	Program.	Cambridge,	MA:	MIT	Press.	
Dalrymple,	Mary.	2001.	Lexical	Functional	Grammar	.	San	Diego,	CA:	Academic	Press.		
Dalrymple,	Mary.	2015.	Morphology	in	the	LFG	Architecture.	In	Miriam	Butt	and	Tracy	Holloway	King,	eds.,	

Proceedings	of	the	LFG15	Conference,	64–83.	Stanford,	CA:	CSLI	Publications.	
Dalrymple,	Mary,	Ronald	M.	Kaplan,	John	T.	Maxwell	III,	and	Annie	Zaenen,	eds.	1995.	Formal	Issues	in	Lexical-

Functional	Grammar.	Stanford,	CA:	CSLI	Publications.		
Di	Sciullo,	Anna	Maria	&	Edwin	Williams.	1987.	On	the	Definition	of	Word.		MIT	Press,	Cambridge	MA.		
Embick,	David,	and	Morris	Halle.		2005.		On	the	status	of	stems	in	morphological	theory.	In	T.	Geerts	and	H.	

Jacobs,	eds.,	Proceedings	of	Going	Romance	2003.	Amsterdam:	John	Benjamins.	
Frank,	Anette,	and	Annie	Zaenen.	2002.	Tense	in	LFG:	Syntax	and	Morphology.	In	Hans	Kamp	and	Uwe	Reyle,	

eds.,	How	We	Say	WHEN	It	Happens:	Contributions	to	the	Theory	of	Temporal	Reference	in	Natural	
Language.	Tübingen:	Niemeyer.	Reprinted	in	Sadler	and	Spencer	(2004,	23–66).		

Halle,	Morris	and	Alec	Marantz.	1993.	Distributed	morphology	and	the	pieces	of	inflection.	In	The	View	from	
Building	20:	Essays	in	Linguistics	in	Honor	of	Sylvain	Bromberger,	ed.	Kenneth	Hale	and	Samuel	Jay	
Keyser,	111–176.	Cambridge,	MA:	MIT	Press.,		

Halle,	Morris,	and	Alec	Marantz.	1994.	Some	key	features	of	Distributed	Morphology.	In	Andrew	Carnie	and	
Heidi	Harley,	eds.,	Papers	on	phonology	and	morphology,	275–288.	Cambridge,	MA:	MIT	Working	Papers	
in	Linguistics	21.	

Harley,	Heidi.	2014.	On	the	identity	of	roots.	Theoretical	Linguistics	40:	225–275.		
Haspelmath,	Martin,	and	Andrea	D.	Sims.	Understanding	Morphology.	2nd	ed.	New	York:	Routledge.	
Haugen,	Jason	D.	2011.	Reduplication	in	Distributed	Morphology.	Proceedings	of	the	4th	Arizona	Linguistics	

Circle	Conference	(ALC	4).	Coyote	Papers	vol.	18.	Tucson,	AZ:	Department	of	Linguistics,	University	of	
Arizona.		

Haugen,	Jason	D.,	and	Daniel	Siddiqi.	2016.	Restricted	Realization	Theory.	In	Daniel	Siddiqi	and	Heidi	Harley,	
eds.,		Morphological	Metatheory.		Amsterdam:	John	Benjamins	



Asudeh	&	Siddiqi	 	 	 	 	 	 	 	 	 DLFG	
	 	

11	
	

Kaplan,	Ronald,	and	Joan	Bresnan.	1982.		“Lexical-Functional	Grammar:	A	formal	system	for	grammatical	
representation.”		The	Mental	Representation	of	Grammatical	Representation.	

Kaplan,	Ronald	M.	1987.	Three	Seductions	of	Computational	Psycholinguistics.	In	Peter	Whitelock,	Mary	McGee	
Wood,	Harold	L.	Somers,	Rod	Johnson,	and	Paul	Bennett,	eds.,	Linguistic	Theory	and	Computer	
Applications,	149–181.	London:	Academic	Press.	Reprinted	in	Dalrymple	et	al.	(1995,	339–367).		

Kaplan,	Ronald	M.	1989.	The	Formal	Architecture	of	Lexical-Functional	Grammar.	In	Chu-Ren	Huang	and	Keh-
Jiann	Chen,	eds.,	Proceedings	of	ROCLING	II,	3–18.	Reprinted	in	Dalrymple	et	al.	(1995,	7–27).		

Kaplan,	Ronald	M.,	and	Joan	Bresnan.	1982.	Lexical-Functional	Grammar:	A	Formal	System	for	Grammatical	
Representation.	In	Bresnan	(1982a),	173–281.	Reprinted	in	Dalrymple	et	al.	(1995,	29–135).		

Lapointe,	Steven.	1980.	A	Theory	of	Grammatical	Agreement.	PhD	dissertation,	UMass	Amherst.	
Luis,	Ana,	and	Ryo	Otoguro.	2004.	Proclitic	contexts	in	European	Portuguese	and	their	effect	on	clitic	

placement.	In	Miriam	Butt	and	Tracy	Holloway	King,	eds.,	Proceedings	of	the	LFG04	Conference,	334–
353.	Stanford,	CA:	CSLI	Publications.	

Luis,	Ana,		and		Louisa	Sadler.	2003.	Object	clitics	and	marked	morphology.	In	Claire	Beyssade	et	al.,	eds.,	
Empirical	Issues	in	Formal	Syntax	and	Semantics	4,	133–54.	Presses	Universitaires	de	Paris-Sorbonne.		

Marcotte,	Jean-Philippe.	2014.	Syntactic	Categories	in	the	Correspondence	Architecture.	In	Miriam	Butt	and	
Tracy	Holloway	King,	eds.,	Proceedings	of	the	LFG14	Conference,	408–428.	Stanford,	CA:	CSLI	
Publications.	

Marcotte,	Jean-Philippe	and	Kateryna	Kent.	2010.	Russian	Verbal	Affixes	In	The	Projection	Architecture.	In	
Miriam	Butt	and	Tracy	Holloway	King,	eds.,	Proceedings	of	the	LFG10	Conference,	353–373.	Stanford,	CA:	
CSLI	Publications.	

Merchant,	Jason.	2013.		How	much	context	is	enough?	Two	cases	of	span-conditioned	stem	allomorphy.	
Linguistic	Inquiry.	

Otoguro,	Ryo.	2003.	Focus	Clitics	and	Discourse	Information	Spreading.	In	Miriam	Butt	and	Tracy	Holloway	
King,	eds.,	Proceedings	of	the	LFG03	Conference,	367–386.	Stanford,	CA:	CSLI	Publications.	

Prince,	Alan	&	Paul	Smolensky.		2004.	Optimality	Theory:	constraint	interaction	in	generative	grammar	Oxford:	
Blackwell.	

Ramchand,	Gillian.	2008.Verb	meaning	and	the	lexicon:	a	first	phase	syntax.	Cambridge:	CUP		
Sadler,	Louisa,	and	Rachel	Nordlinger.	2004.	Relating	Morphology	to	Syntax.	In	Sadler	and	Spencer	(2004,	159–

185).	
Sadler,	Louisa,	and	Rachel	Nordlinger.	2006.	Case	Stacking	in	Realizational	Morphology.	Linguistics	44:	459–

488.	
Sadler,	Louisa,	and	Andrew	Spencer.	2004.	Projecting	Morphology,	159–185.	Stanford,	CA:	CSLI	Publications.	
Siddiqi,	Daniel.	2009.	Syntax	within	the	Word:	Economy,	Allomorphy,	and	Argument	Aelection	in	Distributed	

Morphology.	Amsterdam:	John	Benjamins.	
Siddiqi,	Daniel,	and	Heidi	Harley,	eds.	2016,	Morphological	Metatheory.	Amsterdam:	John	Benjamins.	
Spencer,	Andrew.	2003.	A	Realizational	Approach	to	Case.	In	Miriam	Butt	and	Tracy	Holloway	King,	eds.,	

Proceedings	of	the	LFG03	Conference,	387–401.	Stanford,	CA:	CSLI	Publications.	
Spencer,	Andrew.	2004.	Morphology	—	An	Overview	of	Central	Concepts.	In	Sadler	and	Spencer	(2004,	67–

109).		
Spencer,	Andrew.	2005.	Word-formation	and	syntax.	In	Pavel	Stekauer	and	Rochel	Lieber,	eds.,	Handbook	of	

Word-Formation,	73–97.	Berlin:	Springer.	
Spencer,	Andrew.	2013.	Lexical	Relatedness:	A	Paradigm-Based	Model.	Oxford:	Oxford	University	Press.		
Stump,	Gregory.	2001.	Inflectional	Morphology:	A	Theory	of	Paradigm	Structure.	Cambridge:	Cambridge	

University	Press.		
Stump,	Gregory.	2016.	Paradigms	at	the	interface	of	a	lexeme’s	syntax	and	semantics	with	its	inflectional	

morphology.	In	Siddiqi	and	Heidi	Harley	(2016).		
Svenonius,	Peter.	2012.	Spanning.	Ms.	CASTL,	University	of	Tromsø.	(http://ling.auf.net/lingBuzz/001501)	
Trommer,	Jochen.	1999.	Morphology	consuming	syntax’s	resources:	Generation	and	parsing	in	a	Minimalist	

version	of	Distributed	Morphology.	In	Proceedings	of	the	ESSLI	Workshop	on	Resource	Logics	and	
Minimalist	Grammars	

Wunderlich,	Dieter	.	1996.	Minimalist	Morphology:	The	Role	of	Paradigms.	In	Yearbook	of	Morphology	1995,	
ed.	G.	Booij	and	J.	van	Marle,	93–114.	Kluwer,	Dordrecht.	

	


